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Abstract: A robust approach is designed to evaluate the reference tilt angle (RTA) accurately and
efficiently by local Gaussian fitting (LGF) for the distribution of one frequency peak on a spatial
spectrum plane (SSP). The novel method proposed can avoid enlarging the data array on either a
hologram or an SSP and then alleviate the computing burden on information processing hardware.
Moreover, the RTA precision can be improved by one order of the magnitude in certain ranges, which
benefits not only the accurate image recovery in an off-axis digital holography (DH) display but also
the thorough removal of the tilt error effect on the image quality in phase-shifting digital holography
(PSDH). The error source of the frequency peak position is analyzed theoretically and the principle
with detailed steps is described. Several cases of numerical simulations have been carried out to
demonstrate the availability and accuracy of this robust RTA evaluation method.

Keywords: evaluation of the reference tilt; spectrum detecting and positioning; local Gaussian fitting;
digital holography display

1. Introduction

Spectrum analysis in the Fourier domain [1–3] provides an alternative way to extract
some important optical information, which is not available in the space domain. The Fourier
domain spectrum then plays an important role either in improving the resolution in super-
resolution imaging [4–6] or in solving the parameters necessary for object wave recovery
in digital holography (DH) [7–12]. Because the imaging resolution of an optical system is
constrained by the cut-off frequency of the imaging system, researchers provide several
kinds of methods to break through the resolution limitation. Optical devices are inserted
in the experiment setup to collect the high-frequency spectrum in digital holography so
that the imaging resolution can be improved. For example, Liu C. et al. [13] introduced
a grating between the test sample and the charge coupled device (CCD), and then the
corresponding high-frequency component can be projected onto the small CCD chip. This
method is, in fact, a kind of multiplexing technique since the high-frequency spectrum is
reused in the holography imaging system. The imaging resolution improves with receiving
these collected high-frequency spectra. However, using gratings to ensure the acceptance
of more spectra increases the cost and operation complexity of the experiment. Structured
illuminating light [4] is also used to break through the resolution bottleneck of the coherent
imaging system. Nine exposures are necessary to gain more high-frequency spectra across
three imaging directions. This multi-frame recording method consumes more time and
only suits static imaging with super-resolution in biomedical research. A spatial-temporal
light sheet [14,15] is then used in biomedical imaging microscopy to improve image quality.

In both off-axis DH (OADH) and in-line PSDH [16–19] applications, the Fourier
domain spectrum is also beneficial to separate the needed information for multiplexing
techniques [20,21], especially for the detection of RTA.

RTA detection is significant to eliminate the negative effect of the reference tilt on the
imaging quality in in-line PSDH [22] and to remove the carrier wave in the object waves re-
constructed in OADH [23]. Recently, tilt reference has been suggested in OADH and PSDH
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where reference tilt information is recorded on a hologram [24] or extra fringes [25,26]. In
all these methods, spectrum detection and operation are inevitably needed. During the
process of the corresponding spectrum detection, the precision is limited by the size of the
frequency pixels (FPs) on the SSP, which is always determined by the parameters of the
recording device CCD. The CCD performance has been impeded by the slow development
of modern workmanship. The discrete pixel of the recording device leads to corresponding
discrete spectrum distribution in the Fourier frequency domain, and naturally, the pre-
cision of the spectrum location is limited by the size of FP on the SSP. Many researchers
have attempted to improve the accuracy of the spectrum locating by decreasing the pixel
size in the Fourier domain so that the data array on the SSP is enlarged in the Fourier
domain [27–29]. Whereas most of these spectrum location-finding methods reported im-
pose heavy loads on the computers, the efficiency is low in improving the precision.

Here a robust method is provided to detect the RTA in DH with high precision, effi-
ciency, and stability. By introducing local Gaussian fitting (LGF) [30], the specific equation
of the spectrum distribution is established in the computer, and then the frequency peak lo-
cation is fixed by it for RTA calculation. There are many merits for this frequency spectrum
fitting method. Firstly, this method has the capability to detect the RTA value accurately
because the fitted function predicts the analytic solution of the spectrum distribution by
theory analysis and analytical simulation. Secondly, the proposed method is efficient
compared with the conventional extrapolating method [27], zero-padding [28], and least-
squares iteration method [29] since only a few pixels around the targeted pixel on the SSP
are used. The third merit of the method is that it releases the requirement on the hard-
ware of the information processing system. The principle of this method is described first;
then, the simulations are conducted to investigate its performance, with the conclusions
following last.

2. Principles

The hologram recording setup for both OADH and PSDH have been reported [24,26],
respectively. Supposing the reference tilt is determined by the two angles θx and θy across
x and y directions, respectively, the reference wave can be written as

R(x, y) = Ar exp
[
−i

2π

λ
(x sin θx + y sin θy)

]
(1)

where Ar and λ are the real amplitude and the wavelength of the reference wave, respec-
tively, and i is the imaginary unit. Commonly the real amplitude Ar is always chosen as
a constant in DH. In Equation (1), θx and θy represent RTA and bring about the periodic
stripes on the fringes after its interference with the zero frequency part of the objective
wave. For the object wave, there must exist a sufficient zero frequency component so
that the corresponding spectrum can be detected in the Fourier transform domain. The
transparent sample with low diffraction can satisfy this requirement naturally. However,
for the object with strong diffraction, the energy of the zero frequency spectrum is not so
powerful to find the carrier frequency after the Fourier transform. So a plane wave on-axis
is always necessary to supply the zero frequency ingredient in the object wave [24] or an
additional frame of a two-plane wave interference is captured for RTA detection [25,26]
under the condition of strong diffraction. To make the zero frequency component of the
Fourier transform clear, the object wave is expressed separately as

O(x, y) = O1(x, y) + O2(x, y) (2)

where O1(x, y) is the zero frequency component in the objective wave and can be seen as an
on-axis plane wave with constant amplitude A1 and phase ϕ1

O1 = A1 exp[−iϕ1] (3)
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The other part of Equation (2) O2(x, y) is the non-zero frequency wave with object
information in the complex amplitude

O2(x, y) = A2(x, y) exp[−iϕ2(x, y)] (4)

The supposing three waves interfere on the recording plane and the hologram is

I(x, y) = [R(x, y) + O1 + O2(x, y)][R(x, y) + O1 + O2(x, y)]∗ (5)

where ‘*’ represents the conjugation. After the Fourier transform is operated on the holo-
gram of Equation (5), the frequency spectrum distribution can be written in [26]

F(u, v) = Ar A1[δ(u + u0, v + v0) exp(iϕ1) + δ(−u + u0,−v + v0) exp(−iϕ1)] + Fh(u, v) (6)

where u and v are frequency-pixelated coordinates on SSP. Obviously, the first term in
Equation (6) is the spectrum with distributions like two delta functions from the interference
of two plane waves with the tilt angles θx and θy. The second term Fh (x, y) on the right
side of Equation (6), includes the other spectra from the Fourier transform of Equation
(5). Most of the intensity distribution of Fh (x, y) is weak compared with the first terms of
Equation (6), so the center of the spectra can be detected by searching the strongest point
on the SSP in the Fourier frequency domain. The coordinates u0 = sin θx/λ, v0 = sin θy/λ are
the centers of the two delta functions in Equation (6) [24]. It should be two ideal spots with
the maximum value at their centers on SSP in theory. Because of the disturbance of the
other part in Equation (6), the spots always become irregular. Since fast Fourier transforms
are commonly carried out digitally in a computer, u and v are not continuous and Equation
(6) is a discrete function. Naturally, u0 and v0 are not an exact point on SSP either. The
minimum unit for u, u0 and v, v0 are denoted as ∆u and ∆v, respectively

∆u =
1

M∆x
, ∆v =

1
N∆y

(7)

where M, N are the pixel numbers along the horizontal and vertical directions in the
recording plane with the pith of ∆x and ∆y. So the precision here is affected by both
the CCD pixel size and the CCD matrix size. In the computer, the variants u and v or
parameters u0 and v0 are expressed as

u = m∆u, v = n∆v, u0 = m0∆u, v0 = n0∆v (8)

where m, n, m0, n0 are all integral numbers in order on the SSP to represent the location of
the spectrum. After the spectrum with the maximum value detected, the numbers m0 and
n0 are determined. Then using Equations (7) and (8), the RTA can be calculated by

θx = sin−1[λm0/(M∆x)], θy = sin−1[λn0/(N∆y)] (9)

The precision of the calculated RTAs are decided by the sizes of the frequency units
(FPs) ∆u and ∆v on SSP. Smaller ∆u and ∆v predict higher precision of RTA.

Figure 1a shows the symmetric distribution of one Gaussian function normalized by
the maximum value at its center in the spatial domain. One of the frequency peaks from
the Fourier spectra of two plane waves interference fringe is depicted in Figure 1b. Since
the two distributions are similar, the best choice should be a Gaussian function to fit the
real distribution of a frequency peak on the SSP. For the spectra regime of the off-axis
holography, the distribution should be a delta function of Equation (6) in theory prediction,
which should be two narrow peaks without any width. But for a specific practice, the
spectra become a round spot with a certain area because of the diffraction effect from the
limited aperture of the recording system under the constraint of the CCD sensor. Naturally,
the spot should be a symmetrical distribution. If the distribution is a continuous function,
the center point of the spot can be detected by searching its maximum value. Unfortunately,
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the spectra can only be expressed as a discrete distribution since it is the result of a discrete
fast Fourier transform in a digital computer. The size of the minimum unit ∆u and ∆v is
determined by the size of the hologram and the size of the pixels on it in Equation (5). The
absolute value of the spectrum shown in Figure 1b is, in fact, averaged in one block or FP
(∆u, ∆v). The FP with the biggest absolute value can be located easily by the corresponding
count number, but it is impossible to calculate the exact locations of the center of the delta
function in Equation (6) unless the points (±u0, ±v0) fall exactly right at the center of one
FP. In the specific experiment, it is always impossible to fix the RTA values exactly to satisfy
this condition. Mostly, the location of the spectrum decided by RTA mismatches with any
FP center. This misplacement renders an error in the calculation result of RTA and then
degrades the image quality by the residue phase error. Of course, the smaller the block
size denoted by ∆u and ∆v, the less phase error from the mismatch. So many endeavors
have been made to decrease the FP size on the SSP. These up-sampling methods, including
extrapolation [27] and zero padding [28], increase the data array of the hologram or SSP
and then impose heavy storage and computation loads on computers very quickly [27,28].
On the other hand, the distribution of the Fourier frequency spectrum has its own law so
that a proper function target can increase the fitting efficiency and improve the accuracy
of the Fourier frequency spectrum location. Gaussian functions are used to express some
distributions like the point spread function and delta function [30]; here, a method is
provided to calculate the more accurate value of RTA after constructing a function of one
frequency peak distribution by Gaussian fitting.
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Figure 1. Gaussian function and spectra distribution on an SSP (a) a Gaussian distribution in the
spatial domain (b) one of the frequency peaks in the Fourier spectra domain.

After the center of the frequency peak is detected, a local area including several ∆us
and ∆vs is chosen around point (u0, v0) and the values of neighboring FPs can be used to
predict the local distribution of the spectra by Gaussian formula

Fl(u, v) = A exp

[
− (u − u0l)

2

2σ2
u

− (v − v0l)
2

2σ2
v

]
+ C (10)

where A and C are two constants, σu and σv are the two standard errors variants u and
v. The values of σu and σv can be chosen commonly and there is no need to optimize
them. In Equation (10), u0l and v0l are the two coordinates of the peak tip, which can be
calculated by

∂Fl(u, v)
∂u

= 0,
∂Fl(u, v)

∂v
= 0 (11)
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The values of u and v that satisfy Equation (11) are the theoretical u0l and v0l and they
can be expressed with FP ordinal number m0l and n0l in two directions on the SSP as

u0l = m0l∆u , v0l = n0l∆v (12)

where m0l and n0l are the FP numbers with no integrals but decimals so that the tilt angle
results are more accurate. So the precision of the LGF method is decided on not only the
CCD pixel size and matrix size but also the remeshing grid size around the frequency peak.
Then the tilt angles with high precision can be gained by

θxl = sin−1[λm0l∆u/(M∆x)], θyl = sin−1[λn0l∆v/(N∆y)] (13)

Because Fl(u, v)s are delta functions, in theory, their distributions are more like Gaus-
sian functions. Then the tilt angles can be calculated more accurately by Gaussian fitting.

Figure 2 shows the flowchart of the RTA evaluation method. To describe the detailed
measures of LGF, the specific steps are included in the following:
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Step 1: Carry out fast FT on the intensity distribution I in Equation (5) and detect the
frequency peaks on the SSP in Equation (6) by searching the point with the maximum value
with the value depressed at the original point.

Step 2: Mark the points detected as (−u0, −v0) and (u0, v0), and keep the number
order of these points (m0, n0).

Step 3: Choose a small area with certain FPs around (−u0, −v0) or (u0, v0) and store
the values of these spectrum pixels in this small area. Divide the little area and mesh it into
a new grid, so the computational grid size becomes smaller. Correspondently, ∆u and ∆v
are represented as ∆ul and ∆vl, respectively, in this small area.

Step 4: Fit the spectra values in the small piece by the Gaussian formula in Equation (10)
and the known values stored in step 3. Calculate the new spectrum coordinates
(−u0l, −v0l) or (u0l, v0l) of the peak tip in the more refined grid by Equation (11).

Step 5: Calculate the RTA by Equation (13) with the coordinates (u0l, v0l) found in
step 4.

The steps in Figure 2 can also be understood by referring to the description above and
the output of it represents RTA values improved.

3. Numerical Simulations

To investigate the performance of the local fitting effects of our method in detail, a
series of numerical simulations are carried out, and some RTA retrieving results are given.
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In these simulations, three cases with different simulated objects are introduced to check
the applicability of the proposed method.

In the first case, the configuration [26] reported before is used to detect RTA and
improve the precision of the RTA calculation. In this circumstance, the other fringe by
the interference of two plane waves is used to avoid the disturbance of another object
spectrum so that the effects of the method can be observed more thoroughly and carefully.
For comparison, the RTA searching results by direct searching method (DSM) without
any more operations, local cubic spline interpolation (LCSI), and Local quintic polynomial
fitting (LQPF) are also studied in this work.

During the simulation, there are 1024 × 1024 pixels with 5 µm × 5 µm size on the CCD
recording chip and the recording distance is set to be z = 48 mm to satisfy the requirement
of the sampling theory [11]. The laser source with the wavelength of λ = 532 nm is used as
the illumination. To exclude the interference of other factors, the configuration is equipped
with another CCD2 to record the fringes carrying the reference tilt information [26]. The real
amplitudes of the two plane waves are equal and the tilt angle of one plane wave is set to be
smaller than 0.05 rad (about 3 degrees which is always used in digital holography) across
x and y directions. The interference fringes on the CCD2 recording plane are shown in
Figure 3a. Figure 3b gives the spectrum distribution from the Fourier transform of Figure 3a
with the zero frequency spectrum depressed. The two delta functions in Equation (6) are
obvious since there is no disturbance from other objective spectra. The spectra distribution
in adjacent ten ∆us and ten ∆vs around one delta function center on the SSP is drawn
in Figure 3c, where the spectra distributions are discrete, and the values are averaged
in one unit ∆u × ∆v. The curves for these distributions in two directions are plotted in
Figure 3d, where the center (u0, v0) of the frequency peak before fitting deviates from the
fitted Gaussian function center (u0l, v0l) and the maximum offset is (0.5∆u, 0.5∆v). Because
the fast Fourier transform and other factors incur diffusion, neither of the two curves is
a theoretical delta function but a distribution similar to the Gaussian function. So the
Gaussian function is chosen for fitting as analyzed before. To fit the spectra distribution,
the small area around point (u0, v0) is enmeshed again with a smaller grid of 0.2∆u and
0.2∆v. A target Gaussian function is established in the computer and the new function
center (u0l, v0l) is determined by Equation (11), and then, RTAs are calculated by Equation
(13). By recording theory and applications in digital holography, RTA values should be
smaller than the value of λ/(2∆x) and λ/(2∆y), which is about 0.05 rad in the simulation
conditions here. Considering this selectable scope, to investigate the performance of the
method in the practice applications, 20 RTAs are chosen from 0.0025 rad to 0.05 rad with
intervals of 0.0025 rad and corresponding errors are calculated by DSM. Meanwhile, the
calculation results from Equation (13), interpolation method, and polynomial method are
also carried out for comparison. The errors are calculated by the subtraction of the preset
value from the retrieved one of RTA. The error distributions from different methods are
shown by four curves in Figure 3e,f. The curves marked by the acronyms of LGF, LQFP,
LCSI, and DSM are calculating results from the corresponding methods of local Gaussian
fitting, local quintic polynomial fitting, local cubic spline interpolation, and direct searching
method, respectively. Figure 3e depicts the calculation results of the errors ∆θx when θx
varies from 0.0025 rad to 0.05 rad while θy = 0.025 rad. In Figure 3e, the error distribution
curve from LGF denoted by symbol ‘−*’ keeps stable and is almost the lowest error value,
so the method proposed here performs well. Meanwhile, the LQPF presented by ‘−+’
works slightly worse and LCSI performs slightly poorly. The maximum error for LGF is
about 2 × 10−5 rad, whereas the maximum errors from both interpolation and polynomial
fitting reach about 2.5 × 10−5 rad. The errors in Figure 3f show a similar performance as
that in Figure 3e under the same conditions. The trend that the errors ∆θy do not fluctuate
violently with the varying of θx shows that the spectra distribution is a function with
variable separable as Gaussian function. The maximum value of the tilt angle error by
DSM reaches 5 ×10−5 rad, which conforms to the theoretical prediction. In theory, this
threshold value can be calculated by Equation (9) when m0 or n0 is replaced by 0.5 under
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the condition that the spectrum falls at the edge of one FP, which is the worst situation for
DSM. The biggest theoretical error is 0.5 × λ/(M∆x) = 5.2 × 10−5 rad, which is consistent
with the simulation results.
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To test the availability of the local fitting method more comprehensively, a portrait
figure Lena in Figure 4a is used as the object in the holography recording, and another plane
wave is introduced to enhance the zero-frequency component in the objective wave. Both
the set up used here and the reconstructed object image have been reported earlier [24].
The amplitudes of the two plane waves are set to be equal and other parameters are
similar to the first case in Figure 3. The RTAs are set as θx = 0.025 rad and θy = 0.025
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rad. The same operations are conducted and the results are shown in other sub-figures in
Figure 4. Figure 4b is one of the multiplexing interferometry fringes and Figure 4c is its
spectra distribution in the Fourier domain. The zero and extreme low frequency spectra are
removed for proper display and frequency peak searching. The two spots do not distribute
regularly because of the disturbance of the spectra of the portrait, but their maximum
centers locate symmetrically about the origin in Figure 4c. The errors from RTA detecting
results for varying values of θx from 0.0025 to 0.05 rad and θy = 0.025 rad are displayed in
Figure 4d,e, respectively. The biggest error for θx is still 5 × 10−5 rad by DSM. Although
the LQPF and LCSI methods work better for certain θx values, the LGF proposed here
performs well because the error distribution keeps low and stable, which can ensure the
precision of the retrieved value θxl and θyl.
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Although LGF does not perform well for very few specific values of RTA in Figure 4d,
the error curve of LGF keeps stable with small values in the full RTA range shown. The
root mean square (RMS) of RTA errors in Figure 4d for LGF, LQPF, LCSI, and DSM are
8.6 × 10−6 rad, 8.6 × 10−6 rad, 1.9 × 10−5 rad, and 2.9 × 10−5 rad, respectively. RMS of
the errors in Figure 4e for the same methods are 4.0 × 10−6 rad, 1.3 × 10−5 rad, 2.3 × 10−5

rad, and 4.4 × 10−5 rad consequently. The results from these RMS calculations show that
the LGF methods are more stable than methods LQPF, LCSI, and DSM. It should be noted
that the effect of the RTA error on this amplitude image is not easy to observe, but the RTA
error affects the location precision and background of the reconstructed image.

To improve the precision of the retrieved RTA, the zero-padding method (ZPM) is
used first before local fitting or interpolating. The interferometry fringe in Figure 3 of case
one is zero-padded from 1024 × 1024 to 2048 × 2048 pixels. After the Fourier transform,
the small area in Figure 3d is further refined from 11 × 11 to 55 × 55 FPs. The preset values
of RTA θx are chosen from 0.0025 rad to 0.05 rad with the intervals of 0.0025 rad and θy
is fixed as 0.025 rad. The corresponding errors are shown in Figure 5a,b. Because of the
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zero-padding, the data array of the interference fringe across one direction is enlarged
double and the maximum error should be decreased by half in theory. The errors for θx
and θy in Figure 5a,b exhibit that the biggest error by DSM is about 2.5 × 10−5 rad and
LGF method works best with the LCSI and LQPF following. The RMS of RTA errors in
Figure 5a for LGF, LQPF, LCSI, and DSM are 1 × 10−6 rad, 6.9 × 10−6 rad, 3.1 × 10−6 rad,
and 1.5 × 10−5 rad respectively. RMS of the errors for them in Figure 5b are 1.1 × 10−6 rad,
4.1 × 10−6 rad, 2.4 × 10−6 rad, and 7.9 × 10−6 rad, consequently. From the whole range of
the RTA selection scope, the LGF and LCSI methods are more stable than LQPF and DSM
with LGF works a little better based on accuracy.
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holography (PSDH) simulations with slight RTAs θx = θy = 0.025 rad. To simulate micro-
organism microscopy, there are sharp phase changes in the center area of Figure 6a and 
the phase around is a constant. The algorithm of the PSDH technique [26] is used to re-
trieve the object wave on the recording plane, and the RTA values are detected to correct 
this object wave affected by the reference tilt. 

Figure 5. Comparison of the result from LGF with that from other RTA evaluation methods after
zero-padding operation. (a) ∆θx and (b) ∆θy distributions from four methods when θy = 0.025 rad.

To inspect the effectiveness of RTA precision improving on the imaging quality, a
pure phase object with assumed phase in Figure 6a is employed in phase-shifting digital
holography (PSDH) simulations with slight RTAs θx = θy = 0.025 rad. To simulate micro-
organism microscopy, there are sharp phase changes in the center area of Figure 6a and the
phase around is a constant. The algorithm of the PSDH technique [26] is used to retrieve
the object wave on the recording plane, and the RTA values are detected to correct this
object wave affected by the reference tilt.
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The RTA errors calculated by DSM are ∆θx = ∆θy = 4.4 × 10−5 rad and the object
phase is shown in Figure 6b. Because of the RTA error, the reconstructed phase is disturbed
by square grid at the edge. Because of the residual RTA error, the lower right corner of
Figure 6b tilts up, showing that the constant phase background is spoiled. The errors of
RTA by LGF are ∆θx = ∆θy = 5 × 10−6 rad, and the precision is improved by one order of
the magnitude. The corresponding phase quality in Figure 6c is also improved considerably.
Although the phase map is almost perfect, residual error exists at the edge. To decrease the
RTA error further, the ZPM method and LGF are rescued successively to make the retrieved
phase distribution better and the RTA errors are reduced to ∆θx = ∆θy = 1 × 10−6 rad. This
enhanced precision leads to the high quality of phase distribution in Figure 6d. It should be
noted that the RTA computing results by LGF is accurate enough to reconstruct the object
phase like that in Figure 6c for the application of biomedical imaging. If the requirement
for the phase distribution is not very high in digital holography microscopy, the result in
Figure 6c is also acceptable for the phase imaging task. However, for high-quality imaging,
higher precision is necessary to detect a more accurate RTA value.

4. Conclusions

A robust RTA evaluation method is proposed by local Gaussian fitting, which can
work without increasing the requirement on either the resolution of the recording device or
computing hardware. It can take advantage of the redundant information implicated in
the neighboring area of the frequency peak on the SSP. The precision of the detected RTA
can be improved by one order of amplitude by the proposed method in both off-axis and
in-line digital holography to ensure the quality of the reconstructed image. The merits of
this technique exhibit in three aspects: the first one is that it can alleviate the requirement
on the recording device when the precision of the RTA is improved; the second one is
that it relaxes the demand on the large capacity of the ram in computer and can work
on computers with a low configuration; the last one is that the method is efficient in the
precision improvement because all capacity of the data array hardly increase. It should
be noted that the zero-padding method is also an effective method in the improvement of
RTA evaluation precision. However, the large data array caused by zero-padding imposes
a high requirement on the computer configuration and decreases computation efficiency.
This method here is expected to bring convenience and high imaging quality to the DH and
super-resolution imaging. It is especially expected to be prosperous in the application of
off-axis hologram reconstruction for quantitative phase imaging, where RTA determination
needs to be realized with high accuracy.
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