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Abstract

:

Corrosion in reinforced concrete (RC) structures is a major durability issue that requires attention in terms of monitoring, in order to assess the degraded condition and reduce financial costs for maintenance and repair. The acoustic emission (AE) technique has been found to be useful to monitor damage due to steel corrosion in RC. However, further development of monitoring protocols is still necessary towards on-site application. In this paper, a hierarchical clustering algorithm based on cross-correlation is developed and applied to automatically distinguish damage sources during the corrosion process. The algorithm is verified on dummy samples and corroding RC prisms. It is able to distinguish two clusters of which the first one containing AE signals due to corrosion, absorption, hydration, and micro-cracking, and the second one AE signals due to macro-cracking. Electromagnetic interference can be distinguished as a third cluster and filtered subsequently. Due to overlapping characteristics, further differentiation of the first cluster is not possible. Afterwards, the algorithm is scaled up to two sets of RC beams, one set with a uniform corrosion zone, and the other set with a local corrosion zone. In addition, on this sample scale, the algorithm is able to successfully differentiate macro-cracking from corrosion and micro-cracking. It can therefore serve as an additional tool to assess the extent of corrosion-induced damage.
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1. Introduction


Steel corrosion in reinforced concrete (RC) structures causes large economic losses and jeopardizes the structural safety. The process starts internally with a reduction of the steel cross section and the formation of corrosion products. These products exert a pressure on the surrounding concrete, eventually leading to concrete cracking. The process starts internally which means that damage can be observed by visual inspection after a certain time period when the damage has progressed to the surface. Electrochemical techniques such as half-cell potential, galvanostatic pulse method, and linear polarisation resistance, allow focusing on the probability, the rate, and location of ongoing corrosion processes from an early stage [1]. However, they are typically inspector-, condition-, and material-dependent [2,3]. Moreover, only sporadic inspections can be performed as most of these techniques do not allow the continuous monitoring of the structure. Dedicated monitoring is necessary to assess the current state of these RC structures and to make well-informed decisions. The acoustic emission (AE) technique can be valuable to reach this goal as it allows monitoring the structure in a non-invasive way before damage can be observed on the surface.



The application of the AE technique during the corrosion process has been widely studied in the literature. Several researchers have performed parameter-based analyses investigating cumulative AE event or energy trends [4,5,6,7], individual parameters such as amplitude and duration [4,8,9,10,11], rise-angle (RA) and average frequency (AF) values [12,13,14,15], b-value and Ib-value [12,13,14,15,16], and intensity parameters such as historic and severity index [6,16,17,18]. Many parameter-based AE methods provide consistent results and allow differentiating between cracked and uncracked samples. However, these methods are less applicable for source identification, and may be difficult to scale up towards on-site monitoring as the entire history is needed. The study of signal-based analysis of AE signals obtained during corrosion of metals has been studied extensively using advanced signal-processing methods [19,20,21]. However, signal-based analysis of corrosion in RC samples is still limited. The surrounding concrete layer influences the AE signals due to a different wave propagation path. Moreover, additional AE sources, such as absorption and hydration, are present in typical accelerated corrosion setups. Few researchers have studied the peak and/or center frequency of AE signals obtained during corrosion of RC samples [5,11,18]. However, this remains a difficult task due to the heterogeneous nature of RC and the complexity of the corrosion damage process. It has been found that absolute values for AE source characteristics should be approached carefully and the result may depend on the sensor type and acquisition settings [5].



Clustering and classification of AE signals is gaining more and more attention. In data mining, there is an important difference between these two concepts. Clustering or unsupervised learning tries to group a data set into a number of clusters, usually based on a distance measure. It can find an internal structure in the data that was not known beforehand. Examples of clustering algorithms are k-means, fuzzy c-means, self organising map, and hierarchical clustering [22]. In classification or supervised learning, new data is assigned to predefined classes based on a training set. Examples are support vector machines (SVM) and neural networks [22]. Both clustering and classification can be performed based on AE parameters or based on the entire waveform.



Classification and clustering have been successfully applied on AE data in composites and in fibre reinforced concrete. Godin et al. [23] combined both an unsupervised (k-means) and supervised method (k-nearest neighbours method) to distinguish signals originating from matrix cracking and decohesion during tensile tests on unidirectional glass/polyester composites. The unsupervised method was used to split the data into classes. Later on, the supervised method was applied for classification of new data. Kravchuk and Landis [24] designed a neural network-based analysis method to classify matrix cracking and fiber pull-out of fiber reinforced ultra-high-performance concrete samples during split cylinder testing. The network was trained on different tests in which one failure mode was dominant. Gutkin et al. [25] compared three clustering algorithms for the investigation of failure in carbon fiber reinforced plastics: k-means, self organising map combined with k-means, and competitive neural network. It was found that the second method was most effective. Saeedifer et al. [26] obtained the best results with a hierarchical model to cluster indentation-induced damages in laminated composites. Work on corroded RC samples has been performed by Calabrese et al. [27] who combined a set of algorithms to remove environmental noise during corrosion monitoring of a concrete beam. However, clustering has not been performed so far to distinguish between AE sources such as the corrosion process itself and concrete cracking.



Previous work of the authors focused on source characterization [5], and filtering and localization of AE signals [28]. It was found that damage due to corrosion could be detected and localized. However, dedicated filtering was required. At the onset of macro-cracking, a decrease in both peak and center frequency was noticed. It was also found that frequency ranges of AE sources are overlapping. Therefore, source identification based on frequency content may be challenging. A hierarchical clustering algorithm has been developed, applied on small-scale mortar samples, and verified by means of micro-CT images [29]. On this sample scale, the algorithm showed promising results. This paper aims to scale up the clustering algorithm to automatically differentiate AE signals recorded during the accelerated corrosion process of RC prisms. Moreover, the algorithm is applied on real-size RC beams with varying corrosion zones and AE setups. The novelty of the paper lies in the upscaling and application of the signal-based AE clustering algorithm, which has not been performed so far for corrosion monitoring in RC, and the validation of the developed clustering algorithm on an extensive set of experimental results.




2. Agglomerative Hierarchical Clustering Algorithm


As mentioned above, clustering is the process in which a set of objects or points are grouped into categories or clusters according to a virtual distance measure. Similar points in the same cluster will have a small distance to each other while points in different clusters are dissimilar and thus are at a large distance from one another. Therefore, the dissimilarity between two signals can be used as a virtual distance measure to cluster AE signals. If cross-correlation is used as a measure of similarity of two signals, dissimilarity can be defined as 1 minus the cross-correlation. Normalized cross-correlation is preferred as it can detect the correlation between two signals having a different amplitude. This is of particular interest as the source-sensor distance may vary.



In the developed clustering algorithm, the distance d    x y    between two discrete-time signals X   n   and Y   n   (n = 1, …, N) is defined as:


   d  x y   =  max m  ∣   R ^   x y , norm    ( m )  ∣  



(1)




where     R ^   x y , norm    ( m )    is equal to the normalized estimation of the cross-correlation of a given lag m, with


    R ^   x y , norm    ( m )  =     R ^   x y    ( m )       R ^   x x    ( 0 )    R ^   y y    ( 0 )      



(2)




and


    R ^   x y    ( m )  =       ∑  n = 0   N − m − 1    x  n + m    y n  ,     m ≥ 0        ∑  n = 0   N + m − 1    x n   y  n − m   ,     m < 0       



(3)







A correlation coefficient between −1 and 1 can be defined as the maximum of the values of all points. The value 1 means that the two signals show a perfect correlation and are therefore identical, the value 0 means that they are not correlated and therefore not similar at all, and the value −1 means that they are perfectly anti-correlating meaning that they have the same shape, but opposite signs. As the distance cannot be negative and the sign of the signal is not important to distinguish different signals, the absolute value is taken first. The more similar two signals are, the shorter their distance will be. The distance approaches 0 as correlation goes to 1.



The working principle of the algorithm is shown in Figure 1. Each signal forms a separate cluster at the start meaning that the algorithm is agglomerative. These one-signal-clusters are then combined into larger clusters based on their closeness. Two clusters with the shortest distance, i.e., smallest dissimilarity, are merged first. Then, the distance between this newly formed cluster and the other existing clusters needs to be calculated. The calculation of this inter-cluster distance or cophenetic distance can be performed in different ways, among which single (nearest neighbour), complete (furthest neighbour), and average linkage are most commonly used [22]. Single linkage can produce chain-shape clusters meaning that if few data points form a bridge between two clusters, single linkage might unify these two clusters into one. Complete linkage usually gives smaller clusters, but is less sensitive to noise and outliers. Average linkage may also give smaller clusters, but is sensitive to outliers. The approach that is most suitable for the current application was investigated. Complete linkage was used as this gave better results than single and average linkage. In case of average or single linkage, all clusters were connected to each other resulting in one cluster.



Afterwards, the two clusters with the smallest distance are combined and again the cophenetic distance is calculated. These steps are repeated until only one cluster is formed after   N − 1   iterations with N the number of signals. The result can be visualized in a tree structure plot called dendrogram (Figure 1 (bottom)). The dendrogram can be divided in groups based on a user-defined dissimilarity threshold or a required number of clusters.




3. Verification of the Clustering Algorithm on RC Prisms


3.1. Experimental Setup of the RC Prisms


An experimental test program was executed to gather AE data during the corrosion process of RC prisms. The experimental setup with 1D AE monitoring has been presented in Van Steen et al. [5]. Most important specifications are summarized here for completeness.



Three corrosion levels (CL) were targeted (1%, 5%, and 10% mass loss) and two rebar types were investigated (ribbed and smooth). Of each type, one sample was made, resulting in six samples. The sample name is based on the corrosion level and rebar type, e.g., CL2-R refers to a sample of the second corrosion level (5% mass loss) having a ribbed rebar. The six RC prisms with dimensions 150 × 150 × 250 mm3 were monitored with a 1D AE sensor setup, using 2 AE sensors per RC sample. The rebars were placed in the center of the sample. A length of 100 mm was bonded to the concrete and was able to corrode. Corrosion was induced with a direct current having a current density of 100  μ A/cm2. The rebar functioned as the anode, whereas a stainless steel plate functioned as the cathode. The samples were partially immersed in a 5% sodium chloride solution. Surface crack measurements were performed once a week with a crack meter having an accuracy of 0.05 mm, using nine measurement points with a spacing of 25 mm. AE monitoring was performed continuously, and only interrupted briefly during the crack measurements.



An AMSY-6 Vallen acquisition system (ASIP-2, advanced version) with six channels was used, allowing monitoring up to three samples at the same time. Broadband piezoelectric sensors with a flat frequency response between 100 and 400 kHz (type AE104A, Fuji Ceramics Corporation) were attached on the specimen surface with hot melt glue (Pattex PTK1). AE sensors with a flat frequency response were preferred as the frequency of interest of the damage sources was unknown and a signal-based analysis was desired. This type of sensor is used as an alternative to the 150 kHz resonance sensor (operating range between 100 and 450 kHz) which is frequently used for damage detection in small-to-medium sized RC samples [12,16,30]. The amplitude threshold, the pre-trigger time, duration discrimination time, and rearm time were set to 40 dB, 20  μ s, 400  μ s, and 0.4 ms, respectively. The sampling rate was set to 10 MHz. With 2048 samples being stored, the length of the stored signal was 204.8  μ s. The digital frequency filter was set between 95 and 850 kHz. This filter was chosen based on the operating frequency range of the sensors which is between 100 and 400 kHz. The accelerated corrosion setup and position of the AE sensors are shown in Figure 2.



As the clustering algorithm is computationally demanding, it will be applied on filtered AE signals. The AE signals are filtered according to a developed filtering protocol as presented in Van Steen and Verstrynge [28]. The threshold-based arrival time is improved by applying the Akaike Information Criterion (AIC). Two criteria were applied to filter the most reliable AE signals. The first criterion is based on the signal-to-noise ratio (SNR), which should be higher than 10. The second criterion evaluates whether the time of arrival (TOA) was accurately picked by AIC, based on the shape of the AIC-value graph. If the slope between the first low point and the global minimum of the AIC graph was higher than −25   1  μ s   , the estimation with the AIC picker was not found to be accurate. Afterwards, the AE signals were localized in 1D and only the first arriving hit of located events are used for the clustering.




3.2. Results of the RC Prisms


The main objective of the AE clustering is to distinguish between the corrosion process at the anode, and the concrete cracking. In previous work by the authors on small corroded mortar samples, the algorithm allowed distinguishing between corrosion and concrete cracking [29]. Two clusters were obtained and the onset of concrete cracking could be distinguished based on the number of AE events and occurrence in time of the clusters.



In the current research, it was first investigated whether additional sources such as absorption of the sodium chloride solution could be distinguished with the clustering algorithm. Therefore, a set of dummy samples was tested. A first dummy sample (dummy 1) was an uncorroded RC beam subjected to a four-point bending test. Expected damage sources are micro- and macro-cracking of the concrete. A second dummy sample (dummy 2) was an older RC prism that was placed in water to investigate whether signals due to absorption could be detected. The third sample (dummy 3) was a concrete cube with an age of 28 days that was placed in dry conditions (20 °C, 40% RH) after being stored in a humidity chamber (20 °C, 95% RH). Hydration processes as well as a change in ambient humidity level could cause AE signals in this dummy sample. The final dummy sample (dummy 4) was a ribbed rebar that was subjected to accelerated corrosion by placing it in a sodium chloride solution and applying a direct current. In this way, signals related to steel corrosion could be detected. It is assumed that similar processes during the corrosion process itself (such as the formation of salt crystals in the pits, local plastic deformation of the pit, and the expansion of corrosion products [31]) are occurring during corrosion of a rebar without surrounding concrete layer as during corrosion of an RC sample. However, it should be noted that the presence of a concrete layer may influence the AE signal due to a different propagation path. Nonetheless, it was found in previous work by the authors that the AE signals are still alike [5]. A total of 1000 signals (600, 50, 150, and 200 from, respectively, dummies 1, 2, 3, and 4) were randomly selected resulting in a representative share of each damage source based on the occurrence rate of the AE signals during testing of the dummy samples and as expected during the accelerated corrosion tests. On these 1000 signals, which is in terms of order of magnitude in line with the number of AE signals detected during the corrosion tests on the RC prisms, the clustering algorithm was applied.



Figure 3 shows the dendrogram (top) and peak (bottom left) and center (bottom right) frequencies of each AE event versus the ID number of the AE signal. The peak frequency of the signal is defined as the frequency with the maximum signal amplitude in the frequency domain. The center frequency or frequency centroid is defined as the center of gravity of the signal in the frequency domain. The cluster dissimilarity threshold was set in order to obtain two clusters. For the used AE setup, acquisition settings, and AE sensors, it was found in previous work of the authors that the peak and center frequency ranges of signals obtained from micro-cracking, absorption, hydration, and steel corrosion are overlapping (peak frequency between 200 and 260 kHz and center frequency between 170 and 360 kHz) [5]. The signals are characterized by higher frequencies than signals obtained from macro-cracking (peak frequency between 90 and 250 kHz and center frequency between 160 and 290 kHz) [5]. The algorithm is able to distinguish these two groups as visualized in Figure 3. Events belonging to the first cluster (blue) are found in each dummy sample. Events belonging to the second cluster (red) are mainly found in the first dummy sample which is the RC beam subjected to a four-point bending test, being the only one of the dummy samples that should indeed show concrete macro-cracking. Most of these events are characterized by high amplitudes.



The cluster dissimilarity threshold was decreased in order to investigate whether other sources could be distinguished such as corrosion and absorption. The result is shown in Figure 4. When lowering this threshold, four clusters can be obtained. The pink and red cluster can still be assigned to concrete macro-cracking. However, signals belonging to the blue and green cluster still occur in four different dummy samples. Therefore, the clustering algorithm does not allow further differentiating the AE sources. This confirms previous findings that signals originating from corrosion, absorption and concrete micro-cracking are difficult to distinguish from each other [5]. Alternatives to cross-correlation may be investigated such as magnitude-squared coherence [32] or dynamic time warping [33]. However, these alternatives are computationally more demanding. A comparison of the techniques is outside the scope of the current paper. Clustering will further be applied on the accelerated corrosion tests to investigate whether the onset of concrete macro-cracking can be automatically distinguished. It was checked whether similar results were obtained using a different set of signals and this was the case.



Figure 5 shows the clustering result of prism CL3-S which is a sample with a smooth rebar that was corroded until a target corrosion level of 10% mass loss was reached. Crack measurements were performed every week. The grey shaded area on the two bottom figures indicates the time period in which the surface crack must have occurred. This is the period between the last crack measurement where no crack was observed and the first crack measurement where the crack was observed.



Three clusters can be observed. The blue cluster starts from the beginning of the test and contains signals with an average peak frequency of 220 kHz. The number of AE signals of the second cluster (red) increases at the onset of concrete macro-cracking which is confirmed by the grey shaded area. In addition, a decrease in the peak and center frequency can be seen, as observed from the moving average (200 datapoints), which was found to indicate the onset of macro-cracking in previous work [5].



Few AE signals are assigned to the red cluster before the crack was visually observed. As seen in Figure 3, few AE signals due to absorption, hydration and corrosion were seen as similar to the cracking signals and were assigned to the same cluster. Therefore, the early signals assigned to cluster 2 in sample CL3-S may also originate to a limited extent from absorption, hydration or corrosion. Alternatively, it may be the case that cracking started internally and that these signal represent internal cracking, predicting the occurrence of the surface crack that was later observed.



The third cluster (green) represents AE signals due to electromagnetic interference. These signals are typically caused by the presence of fluorescent lamps in the laboratory which cause interference with the AE equipment when switched on or off. They are characterized by one or multiple short peaks in the time domain and by high frequencies (peak frequency higher than 300 kHz) [5]. However, they are not of interest for damage assessment. The clustering algorithm allows filtering these signals.



An overview of the clustering results of all RC prisms is given in Figure 6. The center frequency of each AE signal is shown versus time. The cluster indicating electromagnetic interference is filtered before plotting the results. Using the same cluster dissimilarity threshold for all samples, it can be seen that only one cluster is obtained for the lowest corrosion level as no crack was observed on the surface. This is confirmed with crack width measurements. No significant decrease can be observed for the center frequency as well. For cracked samples, two clusters are obtained. An increase of the number of events belonging to cluster 2 (red) is observed at the onset of macro-cracking. A decrease of the moving average of the center frequency is seen as well which confirms the clustering results.





4. Upscaling to RC Beams


4.1. Experimental Setup of the RC Beams


The clustering algorithm was scaled up towards RC beams. Two test series were performed. For each test series, two beams were considered, further denoted as Beam-1 and Beam-2 for test series 1, and Beam-3 and Beam-4 for test series 2.



The corrosion process was accelerated using the same principle as for the RC prisms. However, it was chosen to place a bottomless tank on top of the beams. The tank was sealed with silicone and the 5% sodium chloride solution was added in this tank. A current density of 50  μ A/cm2 was applied.



For test series 1, the dimensions of the beams were 150 × 200 × 1800 mm3. They were reinforced with a ribbed rebar having a nominal diameter of 14 mm. The concrete cover was 30 mm. Nearly the full length of the rebar (1500 mm) was exposed to corrosion. The same AMSY-6 Vallen acquisition system (ASIP-2, standard version) with six channels and piezoelectric sensors were used as for the RC prisms. The beams were monitored with four AE sensors which were placed in a 2D AE sensor setup. Two sensors were placed at each side of the beam covering the central part of the beam. The distance between the AE sensors along the length of the beam varied for Beam-1 (750 mm) and Beam-2 (500 mm). The amplitude threshold, pre-trigger time, duration discrimination time, and rearm time were set to 40 dB, 200  μ s, 450  μ s, and 5 ms, respectively. The sampling rate was set to 5 MHz. With 4096 samples being stored, the total length of the signal was 819.2  μ s. The digital frequency filter was set between 95 and 850 kHz. Crack measurements were performed once a week with a crack meter having an accuracy of 0.05 mm, using 17 measurement points with a spacing of 100 mm. A schematic representation of the setup and position of the AE sensors is shown in Figure 7.



For the second test series, two RC beams with dimensions 150 × 220 × 3000 mm3 were cast. Two longitudinal rebars with a diameter of 14 mm were used in the tension zone, whereas two longitudinal rebars with a diameter of 12 mm were used in the compression zone. Additionally, stirrups having a diameter of 6 mm were spaced 120 mm at the center and 100 mm beyond. The concrete cover of the longitudinal rebars was 30 mm. Corrosion was induced in a small zone meaning that only 400 mm of the two longitudinal rebars and part of the stirrups could corrode. The position of this zone varied for Beam-3 (symmetrically, at the center) and Beam-4 (asymmetrically, towards the side). To prevent the other parts to corrode, anti-corrosive paint was used to coat the rebars. An AMSY-6 Vallen system (ASIP-2, advanced version) with eight channels was used. The same sensors (flat response 100–400 kHz) were applied. The AE sensor arrangement was kept the same for both beams. Six sensors were used, three on each side of the beam. The distance between the sensors was 1000 mm. The amplitude threshold, pre-trigger time, duration discrimination time, and rearm time were set to 40 dB, 200  μ s, 500  μ s, and 5 ms, respectively. The sampling rate was set to 5 MHz. With 4096 samples being stored, the total length of the signal was 819.2  μ s. As this Vallen system allowed choosing between more digital frequency filters, the digital frequency filter was set between 50 and 500 kHz during acquisition to eliminate electromagnetic noise during the test. However, the lower limit was adapted to 95 kHz during post-processing in order that the results are comparable with the other samples. Crack measurements were performed once a week with a crack meter having an accuracy of 0.05 mm at different locations with a spacing of 50 mm. A schematic representation of the setup and position of the AE sensors is shown in Figure 8.



Also for this sample scale, the clustering algorithm was applied on filtered AE signals. The same post-processing protocol was used as discussed for the RC prisms. Afterwards, the AE signals were localized in 1D. For test series 1, 1D localization was performed along the length of the beam, meaning that sensor pairs 1 and 2, and 3 and 4 were used. For test series 2, the distance between the sensors along the length of the beam was too large for the higher frequency signals to reach the sensors. Therefore, 1D localization was performed along the width of the beam, meaning that sensor pairs 1 and 2, 3 and 4, and 5 and 6 were used. In all cases, clustering was performed based on the signal of the first arriving AE hit of located events.




4.2. Results of the RC Beams


Figure 9 shows the clustering results of Beam-1 (left) and Beam-2 (right). Both peak (top) and center (bottom) frequency of each AE event over time are shown. Moreover, the moving average (200 datapoints) is visualized. The grey shaded area indicates the time period in which the surface crack must have occurred. This is the period between the last crack measurement where no crack was observed and the first crack measurement where the surface crack was visually observed in the zone of interest between the AE sensors. Note that a technical issue with the AE equipment was noticed for Beam-2 during which no AE signals were saved. This time period is indicated by the dashed area.



For Beam-1, the moving average of the peak and center frequency starts to decrease around day 5. At this moment, also an increase of the events belonging to the red cluster can be noticed. Therefore, as this lies within the period that the crack occurred, this indicates the onset of macro-cracking. For Beam-2, an increase of the red cluster was observed as well as a sudden drop of the moving average of the peak frequency around day 6. The average peak and center frequency start to decrease earlier, namely around day 3. To indicate the grey area representing the results of the crack measurements, only the crack measurement points in between the AE sensors are taken into account which is in this case a zone with a length of 500 mm. However, a crack was observed outside the zone covered with AE monitoring on day 6. This crack must have occurred between day 1 (first crack measurement, no crack) and day 6 (second crack measurement, small crack outside AE zone) explaining the group of AE events of the second cluster (red) between days 3 and 5.



Figure 10 shows the clustering results of Beam-3 (left) and Beam-4 (right). For Beam-3, a small decrease in average peak and center frequency and increase of the number of events of the red cluster is observed around day 4. Indeed, at the first crack measurement, two longitudinal cracks with an average crack width of 0.05 mm were observed. A second and more clear decrease of the peak and center frequencies can be observed around day 8 meaning that the longitudinal cracks grew further. For Beam-4, the moving average of the peak and center frequency starts to decrease from day 2. Unfortunately, no crack measurement was performed at this moment. Based on the observations of the other samples, macro-cracking may have started early during the corrosion test. Besides longitudinal cracks on the top surface, this beam also showed severe cracks at the sides.



It can also be observed from Figure 9 and Figure 10 that the typical accelerated corrosion setup aims at obtaining very high corrosion levels in a short time interval, resulting in early concrete cracking and high damage rates that might not be representative for on-site corrosion damage processes. Therefore, a further validation of the clustering algorithm on samples with slower or natural corrosion rates will be done in future work as a next step towards on-site AE monitoring. Nevertheless, the results of the corroded beams indicate that the developed AE clustering algorithm is able to distinguish the initiation of corrosion-induced concrete macro-cracking.





5. Evaluation of the Clustering Algorithm


In the previous sections, the clustering algorithm was applied on an extensive dataset including dummy samples, RC prisms, and RC beams. AE sensors and AE acquisition settings were kept the same. However, AE setups varied for different sample sizes. On the two sample scales, it can be observed that two clusters can be obtained, which enables to distinguish macro-cracking. In this section, some important parameters and settings are discussed for application of the presented clustering algorithm on datasets obtained during accelerated corrosion in RC.



First, the stability of the clustering algorithm over a range of input settings, or in other words the algorithm’s sensitivity to parameter variations, is discussed. Hierarchical clustering is known to be a clustering method that requires few input settings or parameters [22]. This can be seen as one of the main advantages. Only two input parameters need to be chosen: the type of linkage, and the number of clusters (or value of the dissimilarity threshold). The type of linkage was investigated and complete linkage, which is less susceptible to noise and outliers, was found to be most appropriate for the current application. Average and single linkage resulted in one large cluster with all signals chained to each other. Once an AE signal is assigned to a cluster, the assignment is irreversible. This can be seen as a disadvantage of hierarchical clustering as signals that are incorrectly assigned to an existing cluster in the beginning cannot be moved to a different cluster afterwards. As the algorithm is used on an extensive experimental dataset, it can be observed from the presented results that the algorithm behaves similar in different cases when using complete linkage. Similar results are obtained for different corrosion levels, sample sizes, and AE setups. The number of clusters or the dissimilarity threshold should be chosen as well. In the current analysis, the requirement was found to be twofold after verification on the dummy samples and application on the two sample scales: the maximum number of clusters should be 3 when electromagnetic noise is not filtered beforehand, otherwise it should be 2, in addition, the dissimilarity threshold should be higher than 0.9. It is shown on the dummy samples that dividing the dendrogram in more clusters, no accurate distinction can be made between AE sources. This holds for the current datasets, but should be reconsidered when applying the algorithm on other datasets.



Second, the correctness of the clusters themselves can be discussed, which is less straightforward for hierarchical clustering than for supervised learning algorithms. The results prove that macro-cracking can be distinguished in all presented cases. In this paper, this is validated by crack width measurements. The correctness of the clusters may be influenced by the data quality. It should be mentioned that it is important to filter the AE data first in order to use the most reliable AE signals as it is known that hierarchical clustering algorithms are less robust against noise and outliers [22]. In this paper, we applied the algorithm only on filtered localized AE events. This reduces the probability of the presence of low-frequency noise sources or badly triggered AE signals that influence the results. Still, it is shown that the algorithm is able to identify high-frequency noise signals.



Third, the robustness of the algorithm when different AE sensors and AE acquisition settings are used, should be investigated in future work as this was outside the scope of the current paper. The algorithm works well for the current (extensive) datasets, AE sensors, and AE acquisition settings. It can be concluded that it is accurate for different AE setups. In future work, it should be investigated whether it is applicable for other AE sensors and acquisition settings as well.




6. Conclusions


This paper presented a hierarchical clustering algorithm to differentiate AE sources during the accelerated corrosion process of RC prisms and RC beams. The clustering algorithm is based on the cross-correlation coefficient which is a measure for the similarity between two signals. Dissimilarity (1 minus cross-correlation coefficient) is used as a virtual distance measure to group signals into clusters. The algorithm is applied on two sample scales: RC prisms and RC beams.



On the scale of RC prisms, it was verified that the algorithm is able to distinguish different clusters based on a user-defined dissimilarity threshold. It allows differentiating macro-cracking from micro-cracking and corrosion. In addition, electromagnetic interference can be distinguished, and subsequently filtered. However, analysis of AE signals obtained from several dummy samples revealed that further differentiation between micro-cracking, corrosion, absorption and hydration is not possible as characteristic features of these signals are overlapping. Signals are therefore much alike. Alternatives to cross-correlation can be investigated. Alternatively, supervised learning algorithms may be applied based on the data sets obtained on dummy samples. Still, the algorithm is proven capable of assessing the onset of corrosion-induced cracking. Results were confirmed by crack measurements and a decrease in peak and center frequency, which was previously shown to be a reliable indicator to pinpoint the onset of macro-cracking.



Results were scaled up towards corroding RC beams. Two test series were investigated which vary in position of the corrosion zone and AE sensor layout. In each case, the algorithm is able to distinguish signals originating from macro-cracking and gives an early warning before the crack reaches the surface. The used accelerated corrosion setups aim at obtaining high corrosion levels in a limited time frame which might not be representative for natural corrosion processes on-site. Future work will focus on further validation of the clustering algorithm on samples with slower corrosion rates. Additionally, the effect of sensor type and acquisition settings should be further investigated and verified whether similar findings are observed.
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Figure 1. Working principle of the hierarchical clustering algorithm. 
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Figure 2. Schematic representation of the accelerated corrosion setup and 1D AE sensor configuration with two AE sensors (S1–S2). 
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Figure 3. Results of the clustering algorithm performed on dummy samples with (top) dendrogram, (bottom left) peak frequency versus ID number of the AE signals, and (bottom right) center frequency versus ID number of the AE signals. The size of the dots depends on the amplitude (in dB) of the AE signal. Expected AE sources are indicated for each group of signal IDs. 
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Figure 4. Results of the clustering algorithm performed on dummy samples with (left) dendrogram, and (right) peak frequency versus ID number of the AE signal. The size of the dots depends on the amplitude (in dB) of the AE signal. Expected AE sources are indicated for each group of signal IDs. 
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Figure 5. Clustering result of sample CL3-S with (top) dendrogram, (bottom left) peak frequency versus time, and (bottom right) center frequency versus time. The period in which the surface crack occurred is indicated by the grey area. 
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Figure 6. Clustering results for all RC prisms represented as center frequency versus time: (top left) CL1-R, (middle left) CL2-R, (bottom left) CL3-R, (top right) CL1-S, (middle right) CL2-S, and (bottom right) CL3-S. The period in which the surface crack occurred is indicated by the grey area. 
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Figure 7. Schematic representation of the accelerated corrosion setup and 2D AE sensor configuration (S1–S4) of the first test series of RC beams (Beam-1 and Beam-2). 
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Figure 8. Schematic representation of the accelerated corrosion setup and 2D AE sensor configuration (S1–S6) of the second test series of RC beams (Beam-3 and Beam-4). 
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Figure 9. Clustering results for Beam-1 (left) and Beam-2 (right) represented as peak frequency (top) and center frequency (bottom) versus time. The period in which the surface crack occurred is indicated by the grey area. 
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Figure 10. Clustering results for Beam-3 (left) and Beam-4 (right) represented as peak frequency (top) and center frequency (bottom) versus time. The period in which the surface crack occurred is indicated by the grey area. 
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