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Abstract: Sentiment analysis (SA) has been an active research subject in the domain of natural
language processing due to its important functions in interpreting people’s perspectives and drawing
successful opinion-based judgments. On social media, Roman Urdu is one of the most extensively
utilized dialects. Sentiment analysis of Roman Urdu is difficult due to its morphological complexities
and varied dialects. The purpose of this paper is to evaluate the performance of various word
embeddings for Roman Urdu and English dialects using the CNN-LSTM architecture with traditional
machine learning classifiers. We introduce a novel deep learning architecture for Roman Urdu
and English dialect SA based on two layers: LSTM for long-term dependency preservation and a
one-layer CNN model for local feature extraction. To obtain the final classification, the feature maps
learned by CNN and LSTM are fed to several machine learning classifiers. Various word embedding
models support this concept. Extensive tests on four corpora show that the proposed model performs
exceptionally well in Roman Urdu and English text sentiment classification, with an accuracy of
0.904, 0.841, 0.740, and 0.748 against MDPI, RUSA, RUSA-19, and UCL datasets, respectively. The
results show that the SVM classifier and the Word2Vec CBOW (Continuous Bag of Words) model
are more beneficial options for Roman Urdu sentiment analysis, but that BERT word embedding,
two-layer LSTM, and SVM as a classifier function are more suitable options for English language
sentiment analysis. The suggested model outperforms existing well-known advanced models on
relevant corpora, improving the accuracy by up to 5%.

Keywords: sentiment analysis; Roman Urdu language; LSTM; machine learning; deep learning;
word embedding

1. Introduction

As a result of the rise of low-cost mobile devices and ultra-fast Internet connection,
users have recently been inspired to submit a variety of data on social networking sites such
as Twitter, Facebook, and YouTube. User input on a variety of things, as well as on people’s
thoughts regarding services, online learning, and other issues, is included in these data [1,2].
As the use of social networking platforms expands, users are encouraged to share their
opinions and emotions, and to participate in a variety of discussion groups [3–5]. To be
more explicit, sentiment analysis (SA) is critical for comprehending people’s actions [6–8].

The importance of SA may be seen in our need to understand how others respond to
a situation and what they think [9]. Most businesses and governments are interested in
obtaining important information from user comments, such as the emotions and feelings
that underpin client opinions [10–13]. Natural language processing (NLP), data mining,
text analysis, machine learning, and deep learning approaches are used to analyze the
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feelings behind user-shared comments in SA [14,15]. Organizations and enterprises are
interested in developing successful public relations strategies, running campaigns, over-
coming weaknesses, and gaining more clients, as interest in SA grows. Businesses are eager
to hear what customers have to say about their services and products [16,17]. Furthermore,
political parties are interested in learning about their popularity among the public and
what the media has to say about them.

In recent times, SA’s focus has shifted to analyzing the emotions expressed in social
media evaluations. The use of SA has expanded across a variety of spheres including
harassment, politics, entertainment, sports, and medicine [18]. SA includes improved NLP
approaches, data mining for predictive analysis, and contextual understanding of texts, all
of which are current research issues [19,20].

Machine learning approaches such as support vector machine (SVM), logistic regres-
sion (LR) and naive Bayes (NB) have been used to solve diverse NLP tasks for many
years. In several NLP-related applications, neural network (NN) methods created on dense
vector representations have recently demonstrated state-of-the-art performances [21,22].
Deep learning NNs initially demonstrated impressive performance in computer vision and
pattern recognition workloads. Many deep learning algorithms have been employed to
handle complex NLP problems such as sentiment analysis as a result of this trend.

SA has received a great deal of research attention from academics. Although English
and European languages have received considerable academic attention because they are
considered rich dialects in terms of the tools and procedures needed to conduct SA, there are
a number of other dialects, such as Roman Urdu/Hindi, that are considered to be resource
deprived [23]. Urdu is the native and official language of Pakistan, and it is extensively
spoken in many Indian states and Union territories. Roman Urdu and Romanaagari are
names for the Urdu and Hindi languages written in the English alphabet, respectively. The
majority of people in Pakistan, India, and other South Asian nations use Romanaagari or
Roman Urdu script to interact on social media networks.

However, compared to other languages such as English, very few research investi-
gations have concentrated on Roman Urdu/Hindi, due to resource constraints such as a
lack of lexical resources and morphological issues. The challenge of Roman Urdu/Hindi
sentiment analysis has not yet been fully investigated, despite the widespread use of
these languages. Hence, the main subject of this research study is Roman Urdu sentiment
analysis.

The primary contribution of this research is to introduce a novel deep learning method
designed on CNN-LSTM for Roman Urdu and English sentiment analysis based on user-
generated textual data on social media, using various word embedding models, and to
compare the performances of Word2Vec (CBOW and skip-gram), GloVe, FastText, and
TF-IDF words-to-vectors models on Roman Urdu text classification.

The remainder of this study is divided into five sections. Section 2 discusses related
work on Roman Urdu sentiment analysis. Section 3 outlines our recommended method-
ology. The experimental setup is described in Section 4 of this paper. The experimental
results and assessments of the proposed methodology are explained in Section 5. The final
section brings the study to a conclusion and discusses future research.

2. Literature Review

Various scholars have expended a great deal of effort to construct models, datasets,
and other technological resources for Roman Urdu/Hindi sentiment analysis. However,
the difficulties and challenges of Roman Urdu/Hindi sentiment analysis have not yet been
thoroughly examined.

Many websites were crawled to construct a Roman Urdu corpus, which contains
sentiments regarding various items and services, according to [24]. To classify the textual
data, the authors used various machine learning methods such as NB, LR, and SVM. The
study’s findings showed that SVM outperformed other machine learning classifiers. In
another investigation [25], the researchers gathered 300 negative and positive sentiments



Appl. Sci. 2022, 12, 2694 3 of 18

from a blog in English and Roman Urdu. They then performed a sentiment analysis using
three distinct machine learning models: KNN, NB, and decision tree. They discovered that
NB outperformed the other two classifiers in terms of accuracy. Khan and Malik produced
a corpus of user reviews in [26] by scraping several vehicle websites and categorizing them
as negative or positive. The reviews were classified using random forest, multi-nominal
NB, decision tree, KNN, and SVM machine learning classifiers. The experimental results
showed that multi-nominal NB had the highest accuracy of all the algorithms examined.
In a recent study [27], Mehmood et al. created a Roman Urdu corpus with only 779 user
reviews from five different genres, including movies, politics, mobile phones, miscellaneous,
and theater. The researchers combined n-gram features with five machine learning models:
LR, NB, KNN, SVM, and DT. Compared to the other machine learning algorithms, NB
produced better outcomes.

Table 1. Summary and comparison of existing literature.

Reference Used Corpus Classification Algorithms Learning
Method

Embedding and
Features

Accuracy
(%)

[28] 15,000 user reviews gathered
from various websites Neural Network Supervised - 80

[29] Only 300 reviews of positive
and negative classes NB, DT, KNN Supervised - 71

[30] 3241 sentences of positive,
negative, and neutral classes

SVM, LR, NB, RCNN,
Hybrid Multichannel
Approach

Supervised Word2Vec, GloVe
and FastText 82

[31]
10,021 user sentences from
various websites of three
classes

RCNN, Rule-based and
N-gram

Supervised
and
Unsupervised

Word2Vec 75

[32] 11,000 reviews of two classes KNN, DT, RF, LR, NB, ANN,
SVM, AdaBoost, wVoting Supervised - 82

[33] 11,000 sentences of two
classes

KNN, DT, RF, LR, NB, ANN,
SVM, AdaBoost, wVoting Supervised - 81

Figure 1. Examples of Roman Urdu/Hindi user reviews with English translations.

Another study on Roman Urdu sentiment analysis [34] was conducted. The researchers
used a hybrid model to examine Roman Urdu sentiment analysis using several lexicons
and machine learning technologies. To categorize text data, they employed SVM and
NB classifiers. Similarly, researchers presented a new feature representation approach
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for sentiment analysis in another study [35]. The performance of the suggested feature
representation, dubbed “Discriminative Feature Spamming”, was compared to binary
weighting TF and TF-IDF, with character- and word-level n-gram features utilizing NB, LR,
weighted voting, majority voting, and multi-layer perceptron models (MLP). The suggested
feature representation method greatly improved the performance of all machine learning
algorithms, according to the results. Mehmood et al. [32] constructed a Roman Urdu dataset
with reviews from six different genres in another research study. To address the extensive
morphological structure of the Roman Urdu dialect, they suggested a methodology that
utilized character-level, word-level, and a mix of word- and character-level features. They
were able to improve the performance of machine learning classifiers by 12% above the
baseline by doing so. On the other hand, deep learning classifiers such as recurrent
neural network (RNN) and LSTM have shown promising results in a variety of NLP tasks.
Another important study [31] tackled Roman Urdu sentiment analysis using a recurrent
convolutional neural network (RCNN). The study’s main contribution was to provide a
state-of-the-art manually labeled corpus for the resource-scarce Roman Urdu language.
The authors used a variety of models to categorize user evaluations, including rule-based,
n-gram, and RCNN. There were two types of experiments: tertiary (neutral, negative,
and positive) classifications and binary (negative and positive) classifications. The results
revealed that RCNN was able to outperform the other tested approaches.

The most important work [36] has recently been done by employing various machine
learning and deep learning techniques for SA of Urdu text. Firstly, user reviews in Urdu
from six different domains were gathered from various social media platforms to create a
state-of-the-art corpus. Human specialists later carefully annotated the entire Urdu corpus.
Finally, the created Urdu corpus was validated using a combination of machine learning
techniques such as RF, NB, SVM, AdaBoost, MLP, and LR, and deep learning algorithms
such as LSTM and CNN-1D. LR algorithms outperformed all other machine learning and
deep learning algorithms in terms of accuracy.

In [30], another attempt was made to solve the problem of Roman Urdu sentiment
analysis using supervised machine learning and deep learning models with word embed-
ding. The authors gathered 3241 Roman Urdu positive, negative, and neutral feelings.
SVM, LR, and NB were among the machine learning algorithms used. The authors also
evaluated their corpus using a hybrid multi-channel method, which included testing deep
learning techniques such as RCNN and RNN. They used three neural word embedding
approaches in their suggested hybrid approach: Word2Vec, GloVe, and FastText. In terms
of accuracy, F1 score, precision, and recall, their suggested hybrid multi-channel framework
outperformed the other applied machine and deep learning methods by a wide margin.

Similarly, LSTM with a word embedding layer was used to test another [27] deep-
learning-based model for Roman Urdu sentiment analysis. The input layer, word em-
bedding layer, LSTM layer, and final output layer were the four layers of the suggested
methodology. The proposed model outperformed the competition in terms of accuracy.
Table 1 represents a short summary of the literature. Some examples of to neutral, positive,
and negative classes of Roman Urdu/Hindi text are presented in Figure 1.

In [37], the authors analyze several categorical ways to leverage normative databases
as a way of processing text with a dimensional model for the categorical models. Three
dimensionality reduction strategies were evaluated: latent semantic analysis (LSA), prob-
abilistic latent semantic analysis (PLSA), and non-negative matrix factorization (NMF).
A normative database was used to create three-dimensional vectors (valence, arousal,
dominance). The results revealed that dimensional modeling and the NMF categorical
model performed the best. In another study [38] EmoBank discriminates between writer
and reader emotions, whereas a subset of the corpus uses categorical VAD annotations
based on basic emotions. In [39], the authors use Twitter data to understand the method
for conveying the message in a different language, and they also analyze systems for bias
towards specific races or genders. The authors proposed a neural-network-based approach
in [40] for multidimensional emotion regression, which gives the rate of multiple emotion
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dimensions for an input text automatically. A discriminator was improved with adversar-
ial training between two attention layers. In [41], the authors propose a tree-structured
regional CNN-LSTM model to predict VA (valence–arousal) ratings in texts, while in [42]
the authors present a multidimensional relation model to predict the dimension scores in
deep neural networks.

Another trend is to use sentiment embeddings by injecting sentiment knowledge
into traditional word embeddings. Learning sentiment-specific word embeddings, called
sentiment embeddings, is proposed in [43]. In sentiment embeddings, authors encode
the sentiment information of texts along with the context information of words. Similarly,
in [44], the authors provide an embedded word learning architecture that utilizes local
context information as well as global sentiment representation. Their architecture is ap-
plicable to sentences and also at the document level. In [45], the authors present a model
for improving existing pre-trained word vectors by using real-valued sentiment intensity
scores derived from sentiment lexicons instead of creating a new embedding from a labeled
corpus.

Scholars have recently become more interested in attention-based approaches. By
giving various weights to different sections of the context, the attention technique is utilized
to stress the relevant aspects of the context. For sentiment analysis, Basiri et al. [46] used a
CNN bidirectional LSTM and the GRU attention mechanism. To place less or more focus
on particular words, the attention module was employed on the outputs of bidirectional
layers of LSTM and GRU. Several tests were carried out on five separate datasets. The
proposed model outperformed other existing models, according to the findings. In a similar
study [47], the authors utilized CNN with max pooling for feature extraction and bi-LSTM
for capturing long-term dependencies. Finally, the authors used an attention mechanism to
place focus on individual words. Four different datasets were utilized to train the model.
Their model outperformed some of the baseline outcomes. Similarly, the authors in [48]
developed an attention technique to handle sentiment classification at the aspect level. Five
separate benchmark datasets were used to validate their proposed model. The obtained
findings demonstrated the model’s efficacy.

3. Methodology of Research

In this paper, we implement deep Roman Urdu SA using CNN-LSTM, a deep learn-
ing model for Roman Urdu/Hindi sentiment analysis that combines word embedding
methods such as Word2Vec, GloVe, TF-IDF, BERT and FastText to a convolutional neural
network(CNN) architecture. CNN cannot be utilized to generate long-distance depen-
dencies from input text data due to the locality of the pooling and convolutional layers;
however, a recurrent neural layer can effectively overcome this problem [6]. Therefore, the
long-distance dependencies are captured using LSTM in our suggested model. Finally, the
fully connected layer is passed on to machine learning classifiers such as SVM, NB, DT, RF,
KNN, and softmax to classify the reviews into different categories (negative, positive, or
neutral).

To the best of our knowledge, this is the first time a deep CNN-LSTM hybrid model has
been proposed for Roman Urdu text classification. The suggested model’s priority overhead
is that CNN is utilized for feature selection and LSTM layers are employed to capture long-
term text data dependencies. In addition, the proposed model includes an additional
LSTM layer, which improves the performance. The suggested model is also equipped with
the most up-to-date word embedding techniques, such as BERT. Other current models
employed the softmax function for classification, but we used typical machine learning
classifiers. In a nutshell, our model includes the most recent word embedding, machine
learning, deep learning, CNN, and recurrent neural network approaches. Figure 2 depicts
the information flow and basic architecture, whereas Figures 3 and 4 depict the CNN and
LSTM basic architectures, respectively.
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Figure 2. Abstract-level architecture of proposed CNN-LSTM Roman Urdu sentiment analysis.

Figure 3. CNN-LSTM framework of Roman Urdu sentiment analysis.
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Figure 4. LSTM architecture with memory cell.

3.1. Word Embedding

Word2Vec [49] is a neural word-to-vector model that uses surrounding words to
predict the vector of a required word. The skip-gram and Continuous Bag of Words
(CBOW) learning techniques are the two most common learning strategies used in the
Word2Vec embedding model. In comparison to distant words, the skip-gram technique
of prediction gives more weight to adjacent or close words, whereas the CBOW approach
does not affect the sequence of neighboring words because it predicts on the basis of the
existing word to close the gap between context words. Both CBOW and skip-gram learn
combined vector representations for each word, using only local context.

Unlike Word2Vec, GloVe [50] neural word embedding considers the entire context of
words. A neural network is used in GloVe word embedding to break down a co-occurring
matrix into a word vector. GloVe embedding [50] outperforms Word2Vec [50] in word
similarity and analogy tests because the GloVe embedding model considers the association
between word pairs and adds supplementary meanings to the neural network. GloVe
embedding also reduces the weights of frequent word pairs such as those including “the”,
“a”, and so on. The GloVe model, however, is built on a co-occurrence matrix, which
necessitates a large amount of memory for storage.

FastText [51], like Word2Vec, learns the vector representation of each word as well
as the n-grams placed within each word, in order to properly learn the representation
of out-of-vocabulary (OOV) words, which is a common challenge encountered by both
Word2Vec and GloVe. Subsequently, at each training step, the representation values are
averaged to generate a single vector. Although these embedding models are more com-
putationally expensive than Word2Vec and GloVe, they allow neural word embedding to
encode significant sub-word information. Compared to Word2Vec, FastText neural word
embedding models are significantly more accurate.

BERT [52] is an acronym for bidirectional encoder representations from transformers.
BERT aims to condition both right and left context across all levels to pre-train deep
bidirectional representations from unlabeled data. As a result, the pre-trained BERT model
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may be fine-tuned with only one new output layer, to provide state-of-the-art models for a
variety of tasks such as sentiment analysis, question answering, and language translations,
without requiring significant task-specific design changes. BERT is empirically powerful
and abstractly simple. On eleven various NLP-related tasks, it delivered new state-of-the-
art results.

3.2. CNN-LSTM

Suppose Xi ∈ Rk represents the K-dimensional vector which is equal to the ith token
in a user review with total size or length of n, which is denoted as a string of its word
vectors, mathematically shown in Equation (1). If the length of the sentence is less than n,
then zero padding is applied.

X1 : n = X1 + X2 + X3. . . . . . . . . . . . + Xn (1)

The + operator denotes a concatenation operation in Equation (1). Similarly, suppose
the concatenation of the words Xi, Xi+1, Xi+2, . . . . . . . . . Xi+j is equivalent to Xi : i+j. Let
W∈ Rhk denote the convolutional filters, applied in an nXK-dimensional matrix of a
sentence with a window or gap of h words, to produce a new feature matrix. The basic
element Xi : i+j denotes the local feature matrix from the ith to the (I + J)th line of the
present sentence vector. Equation (2) can be used to produce a feature Ci f from a window
of words Xi : i+h−1.

Ci = f (W.Xi : i+h−1 + b) (2)

where b denotes bias and belongs to the set of real numbers, and f is an activation function
such as hyperbolic tangent and sigmoid. The convolutional filter is convoluted on each
window of words to generate a feature map by applying Equation (3).

C = [C1, C2, C3, Cn−h+1] (3)

where C belongs to Rn−h+1.
The above is the mathematical technique for constructing a single feature map from

a single convolutional filter. A convolutional layer with multiple m filters will produce
m(n− h + 1) features in the same way. Because feature selection can disrupt long-term
dependencies early in the LSTM layers, the max pooling layer is not employed on features
maps. The features are directly transferred into the LSTM layer before the fully linked layer,
to capture long-term dependencies.

LSTM can capture long-term relationships in sentences of unknown length and can
be effectively utilized to govern information by avoiding a vanishing gradient. The basic
architecture of the LSTM model is depicted in Figure 4. In an LSTM, the memory cell is
utilized to save the selected data for longer without decaying.

To execute the current input data, LSTM used recursive execution of the present
memory cell using the current input Xt and the previous hidden state ht−1, where t denotes
the present time and t− 1 denotes the previous time. Additionally, LSTM has an input gate
it, output gates Ot, and forget gates ft, where C−t represents the present memory cell at
time t. The following mathematical equations explain the operational structure of LSTM.
Equations (4) and (5) are used to calculate the values of the input gate and current memory
cell states at time t.

it = σ(Wi.Xt + Ui.ht−1 + bi) (4)

C− = tanh(Wc.Xt + Uc.ht−1 + bc) (5)

The value of the forget gate at time t is calculated using Equation (6).

ft = σ(W f .Xt + U f .h(t−1) + b f ) (6)
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Similarly, Equation (7) is used to calculate the value of the new state of the memory
cell at time t.

Ct = it.C− + ft + Ct− (7)

The values of the output gate are calculated using Equations (8) and (9).

Ot = σ(Wo.Xt + Uo.h(t− 1) + bo + Vo.Ct) (8)

ht = Ot. tanh Ct (9)

The input of the memory cell is denoted by Xt at time t, where W f ,Wi, Wc, Wo, Vo, Uo,
Ui, Uc, and U f all are weight matrices, σ represents a sigmoid function and bc, b f , bi, and
bo are bias vectors. Throughout training, our supposed model learns the values of Ui and
Wi. The values of the forget gate, input gate, and output gate are in the range [0,1]. In this
proposed model, after feature mapping, the output or results of the first LSTM layer are
fed to the second LSTM layer, which generates the deep representation of the input user
review. The ultimate result or outputs of the LSTM are fused into a matrix. Finally, this
matrix is fed to the CNN’s fully connected layer.

The basic CNN-LSTM design has been widely employed in previous studies [53–55],
However, the CNN-LSTM model we propose is unique for the following reasons: (1) in
comparison to previous studies, our suggested model includes one additional layer of
LSTM to improve the performance; (2) while the majority of previous studies used softmax
as a classification function, we included traditional machine learning models such as NB,
DT, KNN, RF, and SVM in our suggested model. The proposed and existing models further
differ in that we study the CNN-LSTM architecture using a variety of word embedding
models including fixed (GloVe, Word2Vec), pre-trained (FastText), and context-based (BERT)
models, whereas previous studies solely employed fixed word embedding models.

3.3. Experimental Datasets

The experimental details and configuration of our proposed CNN-LSTM Roman Urdu
sentiment analysis model on several datasets are described in this section. The RUSA-
19 [31], UCL Roman Urdu corpus [28], RUSA dataset [32,33] and IMDb movie reviews
created in [56] were used to test our proposed CNN-LSTM Roman Urdu sentiment analysis
model.

The RUSA-19 dataset contains 10,021 Roman Urdu user reviews that cover a wide
range of topics including movies, drama, food, electronics, software, blogs, and sports.
These comments were gathered from various social media channels. In the RUSA-19 corpus,
all of these reviews are classified as positive (represented by 1), negative (represented by 2),
or neutral (represented by 0). There are 3778 positive reviews, 2941 negative reviews, and
3302 neutral reviews in the RUSA-19 corpus.

Similarly, the UCL Roman Urdu corpus contains 20,228 sentences that are divided
into three categories: neutral, positive, and negative. There are 5286 negative sentences,
6013 positive sentences, and 8929 neutral sentences in the UCL Roman Urdu dataset.

Our suggested model is validated using another Roman Urdu RUSA dataset [33].
RUSA contains 11,000 Roman Urdu evaluations from six different genres including music,
food, mobile, movie/drama, sports, and politics. These reviews were gathered from a
variety of social media sites, including youtube.com, facebook.com, and twitter.com. In the
RUSA dataset, there are 5314 reviews in the negative category and 5686 sentences in the
positive category. Three native speakers manually annotated the data.

The proposed model is also tested using an English language corpus called IMDB
movie reviews, which was created in [56] and contains 50k negative and positive movie
reviews. The authors have already divided the IMDB dataset into equal testing and training
sections, with each section including 12.5k positive and negative ratings.

During the experiments, many settings, scenarios, and hyper-parameters were tested
and tried. For the CNN experimental parameters, the applied convolutional layer employed
different size fitters such as 3, 4, and 5 with 256-feature maps. The ReLU function is used as
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an activation function. To reduce the problem of overfitting, the recurrent layer’s dropout
was set to 0.5 earlier. The LSTM uses a sigmoid function as an activation function, with 128
hidden states. A total of 50 epochs are used throughout the experiment. The experiments
were written in Python using the TensorFlow framework.

4. Results and Discussion

The proposed CNN-LSTM model for Roman Urdu sentiment analysis is trained on
various datasets, as shown in Table 2, then the performance of the proposed model is
assessed using various evaluations such as accuracy, precision, recall, and F1-score. Each
dataset is divided into testing and training sets. For training, 80% of the data were used,
and 20% were used for testing, for each corpus.

Table 2. Statistics of used datasets.

Dataset Positive
Reviews

Negative
Reviews

Neutral
Reviews Total Reviews

RUSA-19 3778 2941 3302 10,021

UCL 6013 5286 8929 20,228

RUSA dataset 5686 5314 - 11,000

IMDb movie
reviews 25,000 25,000 - 50,000

The excellence of the word-to-vector models and feature extraction methods is ulti-
mately determined by the model performance. Therefore, employing NB KNN, RF, LR,
softmax, and SVM classifiers as classification functions after the fully connected layers,
we comprehensively evaluated the results of the proposed CNN–LSTM Roman Urdu
sentiment analysis. The SVM model outperformed all other used classifiers in terms of
accuracy, precision, recall, and F1-score, which is consistent with [32]. Tables 3–5 present
the achieved results of our proposed model on UCL, RUSA-19, and the RUSA corpus,
respectively. The proposed CNN-LSTM model achieved accuracies of 0.740, 0.748, 0.841,
and 0.904 on UCL, RUSA-19, RUSA and IMDB datasets, respectively. On the other hand,
the CNN-LSTM performance remained slightly low with the softmax function. Similarly,
the performance of proposed model with KNN (K = 10) and NB as classifier functions
remained comparatively better than with the softmax function.

Table 3. Roman Urdu CNN-LSTM performance with various ML classifiers using UCL corpus.

ML Classifier Accuracy (%) Precision (%) Recall (%) F1-Measure (%)

Random Forest 0.712 0.725 0.690 0.707

Logistic
Regression 0.706 0.700 0.695 0.697

SVM 0.740 0.750 0.714 0.731

NB 0.716 0.731 0.690 0.709

KNN 0.710 0.714 0.670 0.691

Softmax 0.695 0.690 0.673 0.681

LSTM, however, is a deep feed-forward neural network model. It has been established
that the number of LSTM layers has an effect on classification performance. In the supposed
CNN–LSTM Roman Urdu sentiment analysis model, we observed the performance using
two LSTM layers vs. one LSTM layer, with 128 units in each LSTM layer. Table 6 summa-
rizes the findings of this investigation. Two stacked LSTM layers increased classification
outcomes by +2.10% in accuracy, 1.80% in precision, and 0.90% in recall, compared to a
single-layer LSTM. Similarly, our proposed model achieved slightly better results with
two-layer LSTM for all used datasets. As a result, two LSTM layers are considered adequate
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for constructing higher-order feature representations of Roman Urdu phrases so that they
may be more easily classified. The proposed model achieved accuracies of 0.719, 0.740,
and 0.839 with one-layer LSTM against UCL, RUSA-19, and RUSA datasets, respectively.
On the other hand, slightly better accuracies of 0.740, 0.748, and 0.841 were achieved by
applying two-layer LSTM on UCL, RUSA-19, and RUSA datasets, respectively.

Table 4. Roman Urdu CNN-LSTM performance with various ML classifiers using RUSA-19 corpus.

ML Classifier Accuracy (%) Precision (%) Recall (%) F1-Measure (%)

Random Forest 0.695 0.693 0.673 0.682

Logistic
Regression 0.698 0.701 0.674 0.687

SVM 0.748 0.762 0.729 0.745

NB 0.729 0.735 0.694 0.713

KNN 0.708 0.719 0.675 0.696

Softmax 0.670 0.663 0.648 0.655

Table 5. Roman Urdu CNN-LSTM performance with various ML classifiers using RUSA dataset.

ML Classifier Accuracy (%) Precision (%) Recall (%) F1-Measure (%)

Random Forest 0.770 0.770 0.762 0.765

Logistic
Regression 0.760 0.762 0.758 0.759

SVM 0.841 0.850 0.840 0.844

NB 0.811 0.812 0.800 0.805

KNN 0.789 0.792 0.783 0.787

Softmax 0.755 0.753 0.745 0.748

Table 6. Effect of LSTM layers on proposed Roman Urdu CNN-LSTM model.

Dataset No of LSTM
Layers

Accuracy
(%)

Precision
(%) Recall (%) F1-Measure

(%)

UCL
1 0.719 0.732 0.705 0.718

2 0.740 0.750 0.714 0.731

RUSA-19
1 0.740 0.744 0.706 0.724

2 0.748 0.762 0.729 0.745

RUSA dataset
1 0.839 0.830 0.821 0.825

2 0.841 0.850 0.840 0.844

Various fixed and pre-trained word embedding techniques such as Word2Vec, GloVe,
TF-IDF, and FastText, were used to test the classification results of the proposed CNN–LSTM
Roman Urdu SA. Table 7 compares the accuracy of Word2Vec (skip-gram and CBOW),
GloVe, TF-IDF, and FastText CNN–LSTM models. According to the findings, Word2Vec-
based approaches (CBOW and skip-gram) outperformed FastText, GloVe, and TF-IDF with
accuracies of 0.841 and 0.837 for the RUSA dataset. Similarly, Word2Vec-based models
(CBOW and skip-gram) achieved the highest accuracy and F1-score for other corpuses used
in this study.
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Table 7. CNN-LSTM Roman Urdu model accuracy using various word embeddings with two-layer
LSTM.

Word Embedding Dataset Accuracy
(%)

Precision
(%)

Recall
(%)

F1-Measure
(%)

Word2Vec (CBOW)
UCL 0.740 0.750 0.714 0.731

RUSA-19 0.748 0.762 0.729 0.745

RUSA
dataset 0.841 0.850 0.840 0.844

Word2Vec (skip-gram)
UCL 0.735 0.741 0.708 0.724

RUSA-19 0.739 0.752 0.720 0.735

RUSA
dataset 0.837 0.835 0.824 0.829

TF-IDF
UCL 0.714 0.713 0.691 0.701

RUSA-19 0.726 0.722 0.700 0.710

RUSA
dataset 0.815 0.801 0.791 0.795

GloVe
UCL 0.728 0.728 0.711 o.719

RUSA-19 0.736 0.738 0.718 0.727

RUSA
dataset 0.826 0.824 0.810 0.816

FastText
UCL 0.738 0.737 0.730 0.733

RUSA-19 0.736 0.745 0.721 0.732

RUSA
dataset 0.828 0.823 0.816 0.819

The suggested model’s findings against the IMDb movie reviews corpus are shown
in the Table 8. Movies that received ratings of 4 or less from viewers were labeled as bad
reviews, while those that received ratings of 7 or more were labeled as positive reviews.
The reviews of movies within a rating of 7 to 4 were excluded from the corpus. Across
a variety of datasets and languages, the suggested model exhibited the same pattern of
performance. With two-layer LSTM, our proposed CNN-LSTM model with BERT as an
embedding layer obtained the maximum accuracy of 0.904. The BERT embedding model
outperforms the others due to the transformer and self-attention technologies. Due to the
fixed word-to-vector representations, the suggested model achieved less accuracy with
fixed word embedding approaches such as Word2Vec. Pre-trained word embedding, such
as FastText, on the other hand, yielded better outcomes than Word2Vec, since FastText
is pre-trained on the English language. Similarly, the additional LSTM second layers
improved the performance of the proposed model. As a classifier function, the SVM model
surpassed all other models such as NB, KNN, RF, and LR.

We conducted various experiments on various datasets to confirm the results of the
CNN–LSTM Roman Urdu SA against existing models. The UCL dataset includes 20,228
user reviews gathered from a variety of social media sources. The RUSA-19 dataset contains
10,021 Roman Urdu user reviews. The RUSA dataset includes 11,000 negative and positive
Roman Urdu user reviews gathered from various social media platforms such as YouTube,
Facebook, etc. The CNN–LSTM Roman Urdu SA classification accuracy was compared to
research study [31], recurrent convolutional neural network and rule-based approaches
were used. The study in [32] used various machine learning algorithms such as RF, SVM,
DT, NB, KNN, LR, ANN, AdaBoost and wVoting. The research study in [33] implemented
various machine learning algorithms such as RF, SVM, DT, NB, KNN, LR, ANN, AdaBoost
and wVoting with word-gram and character-gram features union. Table 9 compares the
achieved results of the CNN–LSTM Roman Urdu sentiment analysis with the respective
corpuses to the performance of the other existing techniques, in terms of accuracy, precision,
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recall, and F1-score. The proposed CNN–LSTM Roman Urdu sentiment analysis attained
the highest performance in all used corpuses with 0.740, 0.748, 0.841, and 0.750 for the
accuracy, precision, recall, and F1-score, respectively, for the UCL dataset. Similarly, the
proposed model achieved 0.762, 0.850, 0.714, and 0.729 for the accuracy, precision, recall,
and F1-score, respectively, for the RUSA-19 dataset and 0.840, 0.731, 0.745, and 0.844 for
accuracy, precision, recall, and F1 score, respectively, for the RUSA dataset. This assessment
shows the effectiveness of the suggested CNN-LSTM deep learning technique for Roman
Urdu SA.

Table 8. CNN-LSTM model accuracy using various word embeddings with two-layer LSTM using
IMDb movie reviews corpus.

Word Embedding Classifier LSTM Layers Accuracy
(%)

Precision
(%) Recall (%) F1-Measure

(%)

Word2Vec Random Forest 1 0.847 0.840 0.850 0.844

2 0.853 0.847 0.854 0.850

Logistic Regression 1 0.851 0.845 0.855 0.849

2 0.852 0.848 0.856 0.851

SVM 1 0.854 0.848 0.859 0.853

2 0.856 0.851 0.861 0.855

NB 1 0.851 0.847 0.857 0.850

2 0.855 0.848 0.860 0.853

KNN 1 0.848 0.843 0.851 0.846

2 0.850 0.845 0.853 0.848

FastText Random Forest 1 0.862 0.859 0.860 0.859

2 0.866 0.863 0.865 0.863

Logistic Regression 1 0.865 0.862 0.866 0.863

2 0.868 0.865 0.868 0.866

SVM 1 0.871 0.869 0.871 0.869

2 0.873 0.872 0.874 0.872

NB 1 0.856 0.849 0.862 0.855

2 0.861 0.853 0.866 0.859

KNN 1 0.851 0.847 0.855 0.850

2 0.856 0.849 0.858 0.853

BERT Random Forest 1 0.889 0.885 0.890 0.887

2 0.894 0.888 0.894 0.890

Logistic Regression 1 0.892 0.887 0.892 0.889

2 0.895 0.890 0.895 0.892

SVM 1 0.895 0.890 0.896 0.892

2 0.904 0.895 0.903 0.898

NB 1 0.892 0.887 0.892 0.889

2 0.896 0.889 0.895 0.891

KNN 1 0.889 0.883 0.890 0.886

2 0.892 0.886 0.894 0.889

The confusion matrix is a measure for assessing the validity of a classification.
Figures 5–7 show the proposed model’s confusion matrix for the UCL, RUSA-19, and
RUSA datasets, respectively. Only 10.60% of positive reviews were mislabeled as negative
and 13.90% as neutral, while 75.50% of positive reviews were classified accurately as
positive. Only 13.00% and 11.00% of negative reviews were misclassified as positive
and neutral, respectively, while 76.00% of negative reviews were classified accurately
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as negative. Only 15.40% and 14.10% of neutral reviews were misclassified as positive
and negative, respectively, while 70.50% of negative reviews were classified accurately as
neutral using CNN–LSTM Roman Urdu sentiment analysis on the UCL corpus.

Table 9. Proposed CNN-LSTM Roman Urdu model comparison with existing models.

Reference Dataset Accuracy
(%)

Precision
(%)

Recall
(%)

F1-Measure
(%)

[31]
UCL 0.693 0.732 0.699 0.715

RUSA-19 0.713 0.710 0.683 0.696

[33] RUSA
dataset 0.811 0.816 0.828 0.822

[32] RUSA
dataset 0.821 - - -

Proposed model
UCL 0.740 0.750 0.714 0.731

RUSA-19 0.748 0.762 0.729 0.745

RUSA
dataset 0.841 0.850 0.840 0.844

Figure 5. Confusion matrix of CNN-LSTM Roman Urdu sentiment analysis with UCL corpus.

Figure 6. Confusion matrix of CNN-LSTM Roman Urdu sentiment analysis with RUSA-19 corpus.

Figure 7. Confusion matrix of CNN-LSTM Roman Urdu sentiment analysis with RUSA dataset.

Only 12.20% of positive reviews were mislabeled as negative and 11.68% as neutral,
while 76.12% of positive reviews were classified accurately as positive. Only 9.08% and
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13.90% of negative reviews were misclassified as positive and neutral, respectively, while
77.02% of negative reviews were classified accurately as negative. Only 14.88% and 13.90%
of neutral reviews were misclassified as positive and negative, respectively, while 71.22%
of negative reviews were classified accurately as neutral using CNN–LSTM Roman Urdu
sentiment analysis on the RUSA-19 corpus. The example “jeetna aur harna kheil ka aik hisa
hai”, which means “winning and losing are both part of the game”, is a neutral review from
the RUSA-19 corpus that was correctly classified as such by the suggested model using
Word2Vec, two-layer LSTM, and SVM as classification functions, but the same review was
classified as a negative review using TF-IDF, one-layer LSTM, and softmax as classification
functions. Similarly, utilizing GloVe embedding, the negative review “ye to baoht porana
ho chuka hai” translated as “it’s too old...” was recognized as a neutral review by the
proposed model. However, Word2Vec and FastText word embedding accurately classified
the same review.

Only 15.70% of positive reviews were mislabeled as negative, while 84.30% of positive
reviews were classified accurately as positive. Only 16.10% of negative reviews were
wrongly classified as positive, while 83.90% of negative reviews were classified accurately
as negative using CNN–LSTM Roman Urdu sentiment analysis on the RUSA dataset.

Although all the above-mentioned work has been performed, there has been a great
deal of effort with various models built and deployed on sentiment analysis for resource-
rich languages such as English, but research in resource-impoverished languages such as
Roman Urdu is still at an early stage. Due to a lack of training data and a diverse and
complex morphological structure, pre-trained algorithms are less effective in Roman Urdu.
We hope that our research will motivate academics to further investigate the Roman Urdu
language.

5. Conclusions

Due to the recent epidemic, social media platforms have seen an exponential increase in
user-generated material, which includes a wealth of data for various applications. SA is the
study of social information in order to determine the preferences of the general population.
It is problematic to accomplish SA in Roman Urdu, despite careful consideration of semantic
and syntactic rules, as well as the input sentence’s terms dependencies. As a result, this
research developed a hybrid machine and deep learning model for English and Roman
Urdu SA, which expertly combined a one-layer CNN model with two LSTM layers. For the
input layer, this model is supported by a variety of word vector models. Experiments on
three Roman Urdu datasets and one English dataset revealed that this model performed
exceptionally well in Roman Urdu, with accuracy, precision, recall, and F1-scores of 0.841,
0.850, 0.840, and 0.844, respectively, and it performed equally well in English, with accuracy,
precision, recall, and F1-scores of 0.904, 0.895, 0.903, and 0.898, respectively. The impact
of word-to-vector approaches on sentiment classification in both dialects was thoroughly
examined in this study, and it was discovered that the Word2Vec and BERT models were
more appropriate options for acquiring semantic and syntactic information for Roman
Urdu and English, respectively. Additionally, SVM, LR, NB, KNN, and softmax classifiers
were implemented to assess the results of the suggested model. With an accuracy gain of up
to 5%, SVM was shown to be the top-performing classifier. Due to the effectiveness of CNN
in feature extraction and maintaining the long-term dependencies of LSTM, the suggested
model outclassed well-known techniques on a number of benchmarks, improving accuracy
by up to 5%.

Future research should investigate the use of self-attention models with various word
embedding approaches in deep learning architectures for user interest discovery and
recommendations for enhancing the results.
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