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Featured Application: Core technology for document-grounded conversation.

Abstract: Document-grounded conversation (DGC) is a natural language generation task to generate
fluent and informative responses by leveraging dialogue history and document(s). Recently, DGCs
have focused on fine-tuning using pretrained language models. However, these approaches have
a problem in that they must leverage the background knowledge under capacity constraints. For
example, the maximum length of the input is limited to 512 or 1024 tokens. This problem is fatal in
DGC because most documents are longer than the maximum input length. To address this problem,
we propose a document-grounded generative model using a knowledge graph. The proposed model
converts knowledge sentences extracted from the given document(s) into knowledge graphs and fine-
tunes the pretrained model using the graph. We validated the effectiveness of the proposed model
using a comparative experiment on the well-known Wizard-of-Wikipedia dataset. The proposed
model outperformed the previous state-of-the-art model in our experiments on the Doc2dial dataset.

Keywords: document-grounded conversation; generative model; knowledge graph; Levi graph;
open information extraction

1. Introduction

One of the various goals of the natural language generation (NLG) tasks is to build
generative models that can think and talk like a human being. Document-grounded
conversation (DGC), a task in NLG, generates fluent and informative responses similar to
a human being by leveraging diverse contexts (e.g., dialogue history and document(s)).
The document-grounded generative model (DGGM) focuses on topical conversations
about a specific topic, since humans not only have small conversations based on common
sense but also have topical conversations associated with books, documents, and articles.
Sometimes, humans have a conversation using the knowledge of a specific topic. Thus, the
DGGM should be able to extract the relevant knowledge from dialogue history or relevant
document(s), refine it, and utilize the knowledge for response generation. Furthermore, the
DGGM could leverage external knowledge accumulated by humans, such as a Wikipedia
dump. In this case, the DGGM can generate more informative responses using profound
knowledge when discussing topics in depth. Hence, the applicability of external knowledge
is significant for DGGMs.

Recently, with the rapid development of pretraining approaches, many researchers
have proposed the transformer-based methods to apply a pretrained language model (PLM)
such as GPT-2 [1] and BART [2] to the document-grounded conversation (DGC) [3–5].
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However, PLMs suffer from capacity constraints. PLMs input a given source data (e.g.,
dialogue history, the relevant document(s)) within the maximum length of the input.
According to the model size, PLMs are set to the maximum length of the input differently
(e.g., a small-sized model, base-sized model, and large-sized model set 256 tokens, 512
tokens, and 1024 tokens, respectively). In other words, PLM-based DGGM takes the part of
the document(s) as an input under capacity constraints, as shown in Figures 1 and 2. As
a result, PLM-based DGGM could miss important information of input texts. Therefore,
this problem leads PLM-based DGGM to suffer from generating the proper responses. To
solve this problem, we assume that key contents in the document(s) can be carried through
knowledge graphs. Based on this assumption, we leverage knowledge graphs that can sum
up the document(s), as shown in Figure 3. We expect that the knowledge graphs contain
the crucial information of the document regardless of its length.

Figure 1. Process of truncating the relevant document.

Figure 2. Capacity constraint problem when the model uses a long knowledge document.

Figure 3. Process of constructing knowledge graph from the relevant document (A).

The relevant document (A) (which has 1533 tokens) and a dialogue history X = {x1,
. . . , xn−1, xn} (which has 246 tokens) (D) are used to train the pretrained model, as shown
in Figures 1 and 2. However, because of constraints on the maximum number of tokens
(e.g., the maximum number for BART is 1024), most of the PLMs often cannot use the
entire source (A, D) [6]. To fit the maximum length of the input, we truncate the length
of the document (A) by cutting the second half of it, that is, (B) is 50.7% of (A). Then,
given a dialogue history (D) and the first half of the document (B), the model generates
an informative and natural agent response Y. To generate an informative response Y, the
model needs gold relevant knowledge (G), K → [98, 100], which is related to the previous
turn, xn knowledge (G) is present in the original document (A), not in the truncated
document (B). If the relevant document is too long, the relevant knowledge (G) may not
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be in the input, according to the location of the knowledge in the document, such as in
Figure 2. The relevant knowledge (G) is not present in the input, which is a serious problem
in DGC. To address this problem, we propose a document-grounded generative model
using a knowledge graph. Figure 3 shows the construction of a knowledge graph (C).
We convert the sentences of document (A) into the knowledge graph (C) with knowledge
triples using keywords of the sentences. The proposed model dynamically constructs a
knowledge graph from relevant document(s), and generates more informative and natural
responses based on the graphs. The remainder of this paper is organized as follows. In
Section 2, we review previous studies on DGC. In Section 3, we describe the proposed
model, a document-grounded generative model using knowledge graph. In Section 4, we
explain our experiments and report the experimental results. In Section 5, we provide the
conclusion of our work.

2. Previous Studies

Many studies on DGC are based on sequence-to-sequence (Seq2Seq) modeling [7].
Most early studies used recurrent neural networks (RNNs) [8–10]. In these studies, an
encoder–decoder model utilizing RNN was used. These generative models based on
RNN encode an extensive knowledge base using attention mechanisms [11] or memory
networks [12], and then generate responses by adding that knowledge context to the
dialogue context. However, this approach suffers from performance degradation when
extended contexts are used. In addition, the training time is excessively long. Many studies
have recently used pretrained transformer-based language models [4,5], such as BERT [6].
These models are trained on a large-scale corpus, and they can be fine-tuned using a
task-specific dataset. In DGC, GPT-2 [1], or BART [2], a pretrained language model is
mainly used.

He et al. [13] concatenated the knowledge context with the dialogue context and en-
coded them using self-attention to provide background knowledge to the model. However,
this mechanism suffers from capacity constraints. For example, the entire contexts cannot
be used if the dialogue context or knowledge context is too long. To solve this problem,
several studies used machine reading comprehension (MRC) [14] and a knowledge selector
(KS) [15]. These studies extracted context-relevant knowledge or snippets from relevant
document(s) and generated responses using them as inputs. However, these studies have a
problem in that the generative model is highly dependent on the performance of the MRC
or KS.

3. Document-Grounded Generative Model Using Knowledge Graph

The proposed model, which is a document-grounded generative model using knowl-
edge graph networks, comprises two steps: constructing knowledge graph networks and
training the model (see Figure 4).

Figure 4. The overall workflow of the proposed model.
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The first step is extracting knowledge triples using the open information extraction
model (OpenIE) [16] from the relevant document(s), integrating the triples into basic
graphs, and converting the graphs into Levi graphs [17]. The second step is to choose a
PLM and fine-tune it. We adopted BART with six encoder and decoder layers, a base-sized
model, [2] as a pretrained language model and implemented the model using transformers
(https://huggingface.co/transformers/, accessed on 25 May 2022). Furthermore, we fine-
tuned the model using a knowledge graph.

3.1. Constructing a Knowledge Graph

OpenIE can recognize the entities, nouns that have unique meaning (e.g., proper
nouns), in a sentence and convert their relations to literary triples. Hence, the name of the
relation of the triple may include part of the words of the entity. We extract knowledge
triples (i.e., subject, relation, object) using OpenIE from the relevant document(s) to build the
dynamic knowledge base. We can flexibly extract the triples from open-domain document(s)
because OpenIE is available when relation type labels are absent. If the boundary of the
entity is blurred, the boundary is expanded by the window size. The maximum window
size is 5. For example, given a window size of one and the location of the center word (t),
the location of the same entity is (t− 1), (t), (t + 1). In other words, to alleviate the ambiguity
of the boundary, we expand the boundary next to the center word so that it belongs to the
same entity. Table 1 presents a part of the triples extracted from the sentence. As shown
in Table 1, the triples extracted from the sentence “Obama was the first African-American
president of the United States” are as follows: “(Obama; president of; United States)”,
“(Obama; was; African-American president)”, and “(Obama; American president of; United
States)”. As shown in Table 1, the words “American president” can be included in “relation”
or “object”.

Table 1. Sample of knowledge triples extracted from the sentence using OpenIE.

Sentence Obama Was the first African-American President of the United States.

Knowledge
triples

Subject Relation Object

Obama president of United States
Obama was African-American president
Obama American president of United States

Subsequently, to use the triples as input, we integrate the triples into basic graphs and
convert them into knowledge graphs using a Levi graph [17]. In the phase of integrating
the triples, we create nodes based on the “subject” and “object” of the triple and an edge
based on the “relation” of the triple. We then connect the two nodes via the edge. In the
graph conversion phase, we convert the edge into a node and connect the three nodes via
new edges as follows: “default”, “reverse”, and “self”. “Default” is an edge that points in
the existing direction. “Reverse” is an edge that points in the reverse direction of the edge
“default”. “Self” is an edge that points to itself. Figure 5 shows the conversion of a basic
graph into a knowledge graph. As shown in Figure 5, in a basic graph, “Obama” (subject)
and “United States” (object) of the triple are nodes, and “president of” (relation) of the
triple is an edge. In a knowledge graph, “president of” (relation) is converted into a node.

https://huggingface.co/transformers/
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Figure 5. Example of converting a basic graph into a knowledge graph.

3.2. Fine-Tuning the Model

We adopt BART as a pretrained language model to fine-tune the proposed model using
knowledge graphs with a dialogue history. The proposed model is a transformer-based
encoder–decoder model. Figure 6 illustrates the architecture of the proposed model.

Figure 6. The overall architecture of the proposed model. The model comprises two parts; construct-
ing knowledge graph and fine-tuning the model. The red dotted blocks indicate the attention scores
that are calculated by using a scaled-dot product.

In the encoder layer, given the dialogue contexts X = {x1, x2, . . . , xn}, we concatenate
BOS, X, and EOS tokens. We then use a transformer-based BART encoder to convert the
contexts into hidden states H = {h1, h2, . . . , hn}, as shown in the following equation:

H = BARTEncoder(BOS; X; EOS) (1)

where BOS denotes the token to present the beginning of a sequence, and EOS denotes the
token to present the end of a sequence. The knowledge graphs constructed as described in
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Section 3.1 are encoded using a graph attention network (GAT) [18] to leverage the relevant
document(s), as shown in the following equation:

~g′i = σ

(
1
K

k

∑
k=1

∑
j∈Ni

αk
ijW

k~gj

)
,

G =
[
~g′1, ~g′2, . . . , ~g′N

] (2)

where ~g′i denotes the final output representation of the i-th node (~g′i ∈ RN×dk , where dk
denotes the BART embedding size), K is the number of heads, Wk is the corresponding
input linear transformation’s weight matrix, Ni are neighbor nodes of the i-th node in
the graph, and αk

ij is normalized attention coefficients). In the attention layer, matrices
Attention(H, G, G) to the hidden states H use a residual connection [19] to obtain matrix F,
which reflects background knowledge, as shown in the following equation:

Attention(H, G, G) = so f tmax
(

HGT
√

dk

)
G,

F = Attention(H, G, G) + H
(3)

where Attention(H, G, G) is calculated using a scaled dot-product attention mechanism [11],
and dk is a normalization factor. In the decoder layer, matrix F is used as the input for a
transformer-based BART decoder to generate the token yi.

yi = BARTDecoder(F, yi−1) (4)

where yi denotes the token generated at each decoding step, and y0 is the BOS token that
is input into the decoder. Then, yi−1 is input differently into the decoder according to the
training and inference phases. Because the BART decoder is an autoregressive model, the
gold tokens are input in the training phase to generate the following tokens. The previously
generated tokens are input in the inference phase.

4. Evaluation
4.1. Datasets and Experimental Settings

We evaluated the proposed model using the Wizard-of-Wikipedia (WoW) dataset [5]
and the Doc2dial dataset [14]. The WoW dataset is an open-domain dialogue dataset. It
contains multi-turn conversations between two speakers, an apprentice, and a wizard.
The relevant documents are not accessible to the apprentice, whereas the wizard can
access knowledge from relevant documents during chatting. The apprentice plays the
role of a curious learner about a chosen document (topic). The wizard plays the role of
a knowledgeable expert, keeping the conversation engaging. The Doc2dial dataset is a
goal-oriented dialogue dataset. It contains multi-turn conversations grounded in relevant
documents from four domains for social welfare: SSA, VA, DMV, and student aid. The
conversations of Doc2dial have two speakers; a user and an agent. The two speakers
aim to generate responses and inquiries with document-based or dialogue-based contexts,
maintaining a free-form conversation. As shown in Table 2, in the WoW dataset, we
removed outliers with more than 10,000 tokens. The average length of the documents is
2644.5 tokens, and the maximum length is 9935 tokens. The documents of the WoW dataset
refer to the top passages retrieved for the last two turns of dialogue (by the apprentice and
wizard) and the present turn, containing the gold knowledge. In the Doc2dial dataset, the
average length of the documents is 964.7 tokens, and the maximum length is 8891 tokens.
The documents of the Doc2dial dataset represent the given documents for the conversation.
These datasets are suitable for our experiments because most documents are longer than
the maximum input length.
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Table 2. Statistics of the document length for both the Wizard-of-Wikipedia dataset and the Doc2dial
dataset.

Dataset Minimum Maximum Average

WoW 592 9935 2644.5
Doc2Dial 174 8891 964.7

We evaluated our model using the following evaluation measures: F1-score [5,9,15],
BLEU [20,21], and SacreBLEU [22]. We used the F1-score and BLEU for the WoW dataset.
BLEU measures the number of generated responses that contain word n-gram overlaps
with the gold responses, as shown in the following equation:

BLEU = min
(

1,
Length o f a generated sentence

Length o f a gold sentence

)( n

∏
i=1

precisioni

) 1
n

(5)

where n denotes the maximum length of n-grams, which is commonly set to 4, and
precisioni is the word i-gram precision (i.e., the number of correct word i-grams divided by
the number of word i-grams in a generated sentence). F1-score is calculated from precision
and recall, as shown in the following equation:

precision =
Wgold ∩Wgenerated

|Wgenerated|

recall =
Wgold ∩Wgenerated

|Wgold|

F1− score =
2× precision× recall

precision + recall

(6)

where Wgold denotes a unigram word list of the gold response, Wgenerated denotes a unigram
word list of the generated response, and |W| indicates the length of the word list. We used
SacreBLEU for the Doc2dial dataset because it was used to evaluate DialDoc Shared Task
Subtask2.

4.2. Experimental Results

In the first experiment, we measured the rate of knowledge loss due to capacity
constraints. We measured whether the document had the necessary knowledge (i.e., the
gold knowledge) to generate responses when the document was truncated to the maximum
length for BART (1024 tokens).

Table 3 shows the rate of gold knowledge in the truncated documents. As shown
in Table 3, for the WoW dataset, the percentage of truncated documents containing gold
knowledge was 49.39%, whereas it was 85.66% for the Doc2dial dataset. In other words,
some gold knowledge required for responses was unavailable for both datasets. In particu-
lar, over half of the truncated documents (50.61%) did not contain the gold knowledge for
the WoW dataset.

Table 3. Percentage of the truncated documents containing gold knowledge both for the Wizard-of-
Wikipedia dataset and the Doc2dial dataset.

Dataset Percentage of the Documents

Wizard-of-Wikipedia 49.39%
Doc2Dial 85.66%

In the second experiment, we measured the effectiveness of converting the document
into a graph on the Wizard-of-Wikipedia dataset. The results are listed in Table 4.
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Table 4. Performance comparison according to knowledge input on the Wizard-of-Wikipedia dataset.

Document Knowledge BLEU-1 BLEU-2 BLEU-3 BLEU-4 F1-Score

Gold knowledge 0.282 0.207 0.165 0.137 0.378
Document (100%) 0.134 0.065 0.038 0.025 0.182
Document (75%) 0.132 0.064 0.037 0.024 0.183
Document (50%) 0.133 0.065 0.038 0.025 0.183
Document (25%) 0.130 0.064 0.038 0.025 0.179
Document (0%) 0.107 0.049 0.025 0.015 0.171

Knowledge graph (our model) 0.152 0.074 0.042 0.026 0.193

In Table 4, gold knowledge indicates that the gold knowledge was input as the knowl-
edge context into the BART model. Document (k%) indicates the truncated document(s)
input into the model, and k denotes the first half k% of the original document(s). The
knowledge graph (our model) constructed as described in Section 3.1 was also input into
the model. As shown in Table 4, the document(s) input into the model show inferior perfor-
mance. Even if the entire document is input, there is a performance limitation. However,
our model outperformed in terms of all measures. This implies that the graph approach
effectively condensed the documents.

In the third experiment, we compared the performance of the proposed model with
that of the state-of-the-art model on the Doc2dial dataset.

In Table 5, the baseline model (gold knowledge) uses BART to input the gold knowl-
edge. The baseline model (document (100%)) uses BART to input truncated document(s).
KU_NLP [23] is a transformer-based model that uses an MRC model to identify the neces-
sary knowledge, and then takes the knowledge as input with diverse embeddings; it won
the first prize at the DialDoc21: Shared Task Subtask2 on the Doc2dial dataset. As shown in
Table 5, our model outperformed all the comparison models. This suggests that the graph
approach is helpful in generating more informative responses than the MRC approach.

Table 5. Performance comparison with state-of-the-art models on the Doc2dial dataset.

Model SacreBLEU

Baseline model (gold knowledge) 32.96
Baseline model (document (100%)) 21.90

KU_NLP [23] 25.28
Our model 25.71

In the fourth experiment, we compared the performance according to kinds of graphs
on the Wizard-of-Wikipedia dataset.

In Table 6, Levi (ours) is the graph conversion method that we adopted in this paper.
Graphdialogue [24] is another graph conversion method, and we simply replaced Levi
(ours) into Graphdialogue for comparison. Levi (ours) performed better than Graphdia-
logue. This indicates that Levi (ours) is more effective than Graphdialogue in constructing
knowledge graphs.

Table 6. Performance comparison according to kinds of graphs on the Wizard-of-Wikipedia dataset.

Graph representation BLEU-1 BLEU-2 BLEU-3 BLEU-4 F1-score

Graphdialog [24] 0.149 0.072 0.041 0.026 0.186
Levi (ours) 0.152 0.074 0.042 0.026 0.193

Table 7 shows an example of the response of the baseline model (Document(100%))
and our model on the Wizard-of-Wikipedia dataset.
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Table 7. An example of the response on the Wizard-of-Wikipedia dataset.

The relevant document(s)

purple is a color intermediate between blue and red. it is similar to violet, but unlike violet,
which is a spectral color with its own wavelength on the visible spectrum of light, purple is
a composite color made by combining red and blue. according to surveys in europe and the
u.s., purple is the color most often associated with royalty, magic, mystery and piety. ...

Knowledge graph

[[[”Pur”, “ple”], [“is”], [“color”, “inter”, “mediate”, “between”, “blue”]], [[“Pur”, “ple”], [“is”],
[“color”, “inter”, “mediate”]], [[“Pur”, “ple”], [“is”], [“inter”, “mediate”]], [[“Pur”, “ple”],
[“is”], [“color”]], [[“sur”, “ve”, “ys”], [“in”], [“Europe”]], [[“it”], [“is”], [“associated”]],
[[“it”], [“is”, “associated”, “with”], [“er”, “otic”, “ism”]], [[“it”], [“comb”, “ined”, “with”], [“p”,
“ink”]], [[“Pur”, “ple”], [“was”], [“color”, “worn”]], [[“it”, “bec”, “ame”, “the”, “im”, ”perial“,
”color”], [“worn”, “by”], [“r”, “ul”, “ers”, “of”, “the”, “By”, “z”, “antine”, “E”, “mpire”]], ...

A dialogue history
Oh that’s cool, do you know if purple had any historical uses? I don’t know much about the
color except that it is an intermediate color between blue and red. I do like it though. Purple
My favorite color is purple, do you know much about that color?

Ground truth I would say that it was useful in draping the past Royalty of Europe and other countries,
as well as many magician’s ensembles.

Baseline model
(Document(100%))

I don’t know much about that, but I do know that purple was the color worn by Roman
magistrates.

Our model I’m not sure but I do know that purple is associated with royalty, magic and mystery.

The baseline model (document(100%)) generated incorrect responses to the last utter-
ance of a dialogue history. However, our model generated informative responses containing
the fact “purple is associated with royalty” by using knowledge graphs.

5. Conclusions

In this work, we proposed a document-grounded generative model using a knowledge
graph. To input all knowledge into the model, we extracted triples from the relevant
document(s) using OpenIE and converted the triples into knowledge graphs using Levi
graphs. Finally, we proposed an approach to effectively connect the graphs to a pretrained
model using graph attention networks. In our experiment using the WoW dataset, we
demonstrated the effectiveness of the proposed model. In addition, in our experiment using
the Doc2dial dataset, the proposed model outperformed other models and the state-of-the-
art model. We conclude that the knowledge graphs are useful to sum up the document(s).
Additionally, we conclude that the proposed model effectively alleviates capacity constraint
problems of language models (e.g., BART, GPT-2). In future studies, we intend to focus
on a method to construct knowledge graphs using coreference resolution to improve the
performance.
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