
Citation: Herman, P. Application of a

Trajectory Tracking Algorithm for

Underactuated Underwater Vehicles

Using Quasi-Velocities. Appl. Sci.

2022, 12, 3496. https://doi.org/

10.3390/app12073496

Academic Editor: Seong-Ik Han

Received: 18 February 2022

Accepted: 26 March 2022

Published: 30 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Application of a Trajectory Tracking Algorithm for
Underactuated Underwater Vehicles Using Quasi-Velocities
Przemyslaw Herman

Institute of Automatic Control and Robotics, Poznan University of Technology, ul. Piotrowo 3a,
60-965 Poznan, Poland; przemyslaw.herman@put.poznan.pl; Tel.: +48-61-224-4500

Abstract: In this work, an application of the trajectory tracking algorithm proposed in the literature
for underactuated marine vehicles is presented. The main difference relies on that here the dynamics
of the vehicle are expressed in terms of some quasi-velocities (QV). This fact has a double meaning.
First of all, it is shown that using the QV, it is possible to control a vehicle in the absence of one
variable because the works related to marine vehicles have only concerned fully actuated systems. In
addition, a controller using QV provides information that gives some insight into vehicle dynamics
and that is not available in classical equations of motion. The simulations done on two 3-DOF
models of different underwater vehicles and using two desired trajectories show performance of
the considered control strategy. A discussion of the presented control scheme and selected control
approaches from recent years was also conducted, and the benefits of the proposed approach were
pointed out.
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1. Introduction

In recent years, autonomous underwater vehicles (AUVs) have been gaining much
attention because of their usefulness for various operations. In terms of the availability of
input signals, vehicles can be divided into fully actuated and underactuated. Therefore, the
control methods in each of these cases are usually different. Furthermore, among many
problems, trajectory tracking and path following are of particular interest.

The problem of modeling real underwater or surface vehicles is difficult because the
system itself as well as the physical phenomena occurring in it and the environmental
disturbances can be taken into account only approximately. In addition, the equations of
motion are strongly nonlinear, and many physical phenomena are only partially taken into
account. For this reason, there are various methods for modeling dynamics of the system
and analyzing its properties. Some of these methods may even allow a more accurate
analysis of the vehicle behavior in motion. The issues related to marine vehicle modeling
have been considered many times, e.g., in [1–5]. An important issue examined in the
literature is the control of underactuated marine vehicles exposed to wind, waves and
ocean currents, as shown in [6]. Control in the presence of irregular waves was addressed
in [7]. When a marine vehicle may encounter obstacles while performing a control task, it is
necessary to solve the collision avoidance problem. This was done, for example, in [8–10]. If
the variable ballast has to be taken into account, then it is necessary to modify the equations
of motion accordingly as in [11]. Automatic control of a single unmanned surface vehicle
pushing a floating payload was analyzed in [12]. Such a problem is difficult to solve because
the payload being manipulated is insufficiently controlled and its open-loop dynamics are
inherently unstable. Problems related to marine vehicle motion are indicated here by way
of example to indicate the various difficulties encountered in building a dynamic model
and control strategy.

However, since the purpose of this paper is to try to apply a modified control algo-
rithm to a basic model of a vehicle in horizontal motion, the above problems were omitted
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in this paper. They are very important at the stage of modeling and construction of the
control scheme, but they are not crucial for the topic of this work. Here, the aim is to
show that using a velocity transformation for the given vehicle model it is possible not
only to track the desired trajectory, but at the same time to have an insight into the vehicle
behavior for the model with different parameters and for tracking different trajectories.
On the other hand, the mentioned previous problems should be investigated in the fu-
ture. This paper is limited to the problem of trajectory tracking of a 3-DOF underactuated
underwater vehicle moving in the horizontal plane. At present, there are many control
methods into this control problem of underactuated AUV. There exist various controllers
that have been used for this class of vehicles. If the inertia matrix in the dynamical model is
a diagonal one, then the methods representing Lyapunov approach [13–15], sliding mode
control (SMC) [16–18], terminal sliding mode control (TSMC) [19,20], the proportional-
integral-derivative sliding mode control (PID-SMC) [21], backstepping method [22–24]
or backstepping and Lyapunov’s methods [25,26], backstepping and SMC [27], backstep-
ping and a composite system method [28], feedback control, backstepping and averaging
approach [29], SMC and backstepping based on a neruodynamical model [30,31], and
output-feedback represented in [32] are used. Another group of strategies is based on
neural networks (NN), e.g., in [33,34]. However, these methods are often a combination
of different algorithms, e.g., [35] (NN, SMC), [36,37] (NN, backstepping, SMC) or [38] (an
event-triggered adaptive neural fault-tolerant control scheme). Fuzzy logic approach, due
to its simple control structure, is also employed to the solution of the trajectory tracking
problems as, for example, in [39,40]. One can also find other trajectory tracking methods,
e.g., prescribed performance [41,42], model predictive control (MPC) [43], dynamic surface
control (DSC) method [44], bounded feedback [45], dynamic inversion method [46], linear
algebra approach [47], viability control [48].

Models with a diagonal inertia matrix, on the one hand, indeed simplify the theoretical
considerations, but on the other hand, are less of a representation of the actual vehicle.
Therefore, algorithms are designed for models with a non-diagonal inertia matrix. Because
in this paper an attempt was made to use the quasi-velocities (QV) for a planar vehicle
trajectory tracking, therefore we are interested in control algorithms appropriate when
dynamics models are described by an inertia matrix containing non-diagonal elements. In
relevant control strategies of this type, for example, neural networks [49–52], backstepping
method [53,54], sliding mode control [55], input-output linearization [56], an improved
line-of-sight (LOS) using terminal sliding mode controller [57], combination of backstep-
ping technique, cascade analysis and Lypunov approach [58], combination of FUO-based
observations (finite-time uncertainty observer) and cascade analysis [59], combination of
Lyapunov direct method, backstepping control method, and disturbance observer [60] are
applied.

The QVs considered in this work are known as the generalized velocity components
originally introduced for mechanical systems in [61]. In order to obtain some information,
which is inaccessible in classical control algorithms as well as to demonstrate some of the
system’s properties, quasi-velocities-based controllers were introduced. However, they
were also used to fully actuated underwater vehicles control [62,63]. For vehicles with
incomplete input signals, the desired trajectory tracking is a big challenge and to the best of
the author’s knowledge, no effective solution to this problem has been developed. In this
work, an attempt was made to describe vehicle dynamics in the sense of the QV and then
to apply a known control algorithm. Since this is a preliminary test, methods requiring a
combination of different techniques (also including neural networks) have been omitted
because they require additional knowledge. Therefore, it was decided to use the input–
output linearization method described in [56]. Simulation results show effectiveness of the
proposed approach and give a preliminary answer to the question about the applicability
of the QV for underactuated underwater vehicles trajectory tracking control.

The originality of the proposed work can be stated as follows:
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(i) A proposal for solving the trajectory tracking problem for an underactuated un-
derwater vehicle moving horizontally described by equations resulting from the
transformation of the inertia matrix (expressed in terms of the QV);

(ii) Description with the quasi-velocities was used to detect properties of the vehicle
model that are not available directly using the classical equations of motion (indication
of some information that can be obtained based on the proposed vehicle dynamic
equations);

(iii) Controller based on transformed dynamic equations and expressed in QV;
(iv) Simulation verification of the proposed control algorithm for 3-DOF planar models

of 2 vehicles with different dynamics and for 2 different trajectories (this issue is
important because it happens that the algorithms effectively working in the original
literature do not work after changing the parameters of the model or the desired
trajectory as demonstrated in [64]). Effects related to the properties of the equations
are also presented.

This work is organized in the following way. In Section 2, the problem formulation
is presented. In Section 3, equations of motion in terms of the quasi-velocities and the
selected tracking control algorithm are described. In Section 4, simulations are given for
two different underwater vehicles and two trajectories to demonstrate effectiveness of the
modified control scheme. Section 5 contains further discussion concerning the tracking
algorithm. Finally, conclusions are made in Section 6.

2. Problem Formulation

The model of the considered marine is presented in Figure 1.
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Figure 1. Underwater vehicle model sketch.

The North-East-Down (NED) frame is used. The position and the orientation of the
vehicle, in the NED frame, is described by the vector η = [x, y, ψ]T . The velocities in the
body frame are given by ν = [u, v, r]T (the surge velocity, the sway velocity, and the yaw
rate, respectively). The vector V = [Vx, Vy, 0]T represents the ocean current in the NED
frame. In the body frame, we have the ocean current νc = RT(ψ)V (R(ψ) is the rotation
between the body frame and the inertial frame). The model of motion of an autonomous
surface vehicle (ASV) or an autonomous underwater vehicle (AUV) that moves horizontally
is given in the form as in [56,65]:

η̇ = R(ψ)νr + V, (1)

Mν̇r + C(νr)νr + Dνr = B f , (2)

where M is the inertia matrix including the added mass, νr = [ur, vr, r]T = ν− νc represents
the vector of relative velocities in the body frame (νc is velocity of the ocean current velocity
vector). Hence, the Coriolis matrix is denoted as C(νr). Moreover, f = [Tu, Tr]T , where Tu
is the thruster force and Tr is the rudder angle (in general applied torque). The matrices
R(ψ), M, C(νr), D, B have the form:
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R(ψ) =

 cos ψ − sin ψ 0
sin ψ cos ψ 0

0 0 1

, M =

 m11 0 0
0 m22 m23
0 m23 m33

,
C(ν) =

 0 0 c13
0 0 c23
−c13 −c23 0

, D =

 d11 0 0
0 d22 d23
0 d32 d33

, B =

 b11 0
0 b22
0 b32

 (3)

where it is assumed that: m11 = m− Xu̇, m22 = m− Yv̇, m23 = m32 = mxg − Yṙ, m33 =
Jz − Nṙ, c13 = −m22vr − m23r, c23 = m11ur. The linear damping coefficients matrix D
contains the constant elements d11, d22, d23, d32, and d33 only, whereas B means the actuator
configuration matrix.

Referring to [56], the equations replacing Equations (1) and (2) were of the form:

ẋ = ur cos ψ− vr sin ψ + Vx, (4)

ẏ = ur sin ψ + vr cos ψ + Vy, (5)

ψ̇ = r, (6)

u̇r = Fur (vr) + τu, (7)

v̇r = X(ur)r + Y(ur)vr, (8)

ṙ = Fr(ur, vr, r) + τr. (9)

The quantities were explained in the cited reference.
Next, the change of coordinates vector was defined as Q = [z1, z2, ξ1, ξ2, ξ3, ξ4]

T . The
new equations of motion had the form: ż1 = z2, ż2 = Fz2(z1, ξ3, ξ4) + τr, ξ̇1 = ξ3 − Vx,
ξ̇2 = ξ4 −Vy, and also:[

ξ̇3
ξ̇4

]
=

[
Fξ3(z1, ξ3, ξ4)
Fξ4(z1, ξ3, ξ4)

]
+

[
cos z1 −l sin z1
sin z1 l cos z1

][
τu
τr

]
, (10)

where: [
Fξ3(·)
Fξ4(·)

]
=

[
cos ψ − sin ψ
sin ψ cos ψ

][
Fur (·)− vrr− lr2

urr + X(·)r + Y(·)vr + Fr(·)l

]
, (11)

and Fz2(z1, ξ3, ξ4) was obtained from Fr(ur, vr, r) by using ur = ξ3 cos z1 + ξ4 sin z1, vr =
−ξ3 sin z1 + ξ4 cos z1 − z2l, and r = z2. The change of input to linearize the external
dynamics was as follows:[

τu
τr

]
=

[
cos ψ −l sin ψ
sin ψ l cos ψ

]−1[ −Fξ3(z1, ξ3, ξ4) + µ1
−Fξ4(z1, ξ3, ξ4) + µ2

]
. (12)

Theorem 1. From [56]: Consider an underactuated marine vehicle described by the model (4)–(9).
Consider the hand position point h = [ξ1, ξ2]

T = [x + l cos ψ, y + l sin ψ]T , where [x, y]T is the
position of the pivot point of the ship, l is a positive constant, and ψ is the yaw angle of the vehicle.
Then, define Ud = ((ξ3d −Vx)2 + (ξ4d −Vy)2)1/2 > 0 as the desired relative velocity magnitude
and φ1 = arctan(ξ4d −Vy/ξ3d −Vx) as the crab angle.

The Assumptions (1)–(8) are satisfied.

Assumption 1. The motion of the vehicle is described using surge, sway, and yaw.

Assumption 2. The vehicle is considered as port-starboard symmetric.

Assumption 3. The linear hydrodynamic damping is taken into account only.
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Assumption 4. The constant, irrotational ocean current in the inertial frame V = [Vx, Vy]T is
bounded, i.e., ∃Vmax > 0 such that (V2

x + V2
y )

1/2 ≤ Vmax.

Assumption 5. The body-fixed coordinate frame b (body frame) is located at a point (x∗P, 0), at a
distance xP from the vehicle’s center of gravity along the center line of the ship. This point (x∗P, 0) is
chosen to be the pivot point, i.e., such that M−1B f = [τu, 0, τr]T when the model (2) is written with
respect to this point. Moreover, X(ur) = −X1ur + X2, Y(ur) = −Y1ur −Y2, and X1, X2, Y1, Y2.

Assumption 6. The following bounds hold on Y1, Y2: Y1 > 0, Y2 > 0.

Assumption 7. There exist minimum and maximum value constant values ξ3, ξ̄3, ξ4, ξ̄4, ξ∗3d
,

ξ̄∗3d
, ξ∗4d

, ξ̄∗4d
such that: ξ3 ≤ ξ3d(t) ≤ ξ̄3, ξ4 ≤ ξ4d(t) ≤ ξ̄4, ξ∗3d

≤ ξ̇3d(t) ≤ ξ̄∗3d
, and

ξ∗4d
≤ ξ̇4d(t) ≤ ξ̄∗4d

.

Assumption 8. The desired total relative velocity is selected as Ud = ((ξ3d − Vx)2 + (ξ4d −
Vy)2)1/2 > 0. The thrusters of the vehicle provide enough power to overcome the ocean current
disturbance.

Moreover, it is assumed that:

0 < Ūd <
Y2

Y1
, kvi > 0, kpi > 0, kIi > 0, kvi kpi > kIi , i ∈ {x, y},

l > max
{

m22

m23
,−X2

Y2

}
, Ū∗d ≤

2 min{a(d− c), b}
Y1Ûd

l + 2
(

Y1 − X1−1
l

) . (13)

In controller (12), the new inputs µ1 and µ2 are given by:

µ1 = −kvx (ξ3 − ξ3d)− kpx (ξ1 − ξ1d)− kIx (ξ1I − ξ1dI ) + ξ̇3d , (14)

µ2 = −kvy(ξ4 − ξ4d)− kpy(ξ2 − ξ2d)− kIy(ξ2I − ξ2dI ) + ξ̇4d (15)

kvx , kvy , kpx , kpy , kIx , and kIy are positive real gains and ξ I where i ∈ {1, 2, 1d, 2d} are
integrals of the appropriate signals), guarantees the achievement of the control objectives
(i.e., to make the point track the desired trajectory Γ(t) = {(ξ1d(t), ξ2d(t), ξ3d(t), ξ4d(t))|t ∈
R+}, where ξ̇1d = ξ3d , ξ̇2d = ξ4d ):

lim
t→∞

(ξ1 − ξ1d(t)) = 0, lim
t→∞

(ξ2 − ξ2d(t)) = 0,

lim
t→∞

(ξ3 − (ξ3d(t)−Vx)) = 0, lim
t→∞

(ξ4 − (ξ4d(t)−Vy)) = 0. (16)

Specifically, (ξ1, ξ2, ξ3, ξ4)→ (ξ1d , ξ2d , ξ3d , ξ4d) globally exponentially and (z1, z2) are glob-
ally ultimately bounded. Furthermore, the steady-state values of the integral variables give
an estimate of the ocean current:

V̂x = lim
t→∞

kvx (ξ1I (t)− ξ1Id
(t))

kIx

, V̂y = lim
t→∞

kyx (ξ2I (t)− ξ2Id
(t))

kIy

. (17)

The controller proposed in [56] is called in this work classic (CL).

3. Vehicle Model in Terms of Quasi-Velocities

For a symmetric inertia matrix M, it is possible to use some decomposition method,
e.g., [61], which was successfully applied for marine vehicles for example in [62,63]
(Equation (1) is valid). In the method M = Υ−T NΥ−1, which leads to a diagonal ma-
trix N = ΥT MΥ. Consequently, instead of (2), one gets:
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η̇ = R(ψ)νr + V, νr = Υζ, (18)

ζ̇ + N−1ΥTC(νr)νr + N−1ΥT Dνr = N−1ΥTτua, (19)

where ζ = [ζ1, ζ2, ζ3]
T , with

Υ =

 1 0 0
0 1 Υ23
0 0 1

, N = diag{N1, N2, N3}. (20)

The introduced quantities are defined as: N1 = m11, N2 = m11 N3 = m33 − (m2
23/m22),

Υ23 = −(m23/m22), ζ1 = ur, ζ2 = vr−Υ23r, ζ3 = r, which means that only vr 6= ζ2 because
vr = ζ2 + Υ23ζ3.

Instead of M−1B f = [τu, 0, τr]T , it is N−1B f = [τu, 0, τr]T . Equations replacing (1) and
(2) are written as follows:

ẋ = ζ1 cos ψ− (ζ2 + Υ23ζ3) sin ψ + Vx, (21)

ẏ = ζ1 sin ψ + (ζ2 + Υ23ζ3) cos ψ + Vy, (22)

ψ̇ = ζ3, (23)

ζ̇1 = F1(ζ) + τ∗u , (24)

ζ̇2 = F2(ζ) (25)

ζ̇3 = F3(ζ) + τ∗r , (26)

where:

F1(ζ) = −N−1
1 (c∗13ζ3 + d11ζ1), (27)

F2(ζ) = −N−1
2 (c∗23ζ3 + d22(ζ2 + Υ23ζ3) + d23ζ3), (28)

F3(ζ) = N−1
3 (c∗13ζ3 + (c∗23 − (d32 + Υ23d22))(ζ2 + Υ23ζ3)− (Υ23(c∗23 + d23) + d33)ζ3), (29)

and c∗13 = −(m22(ζ2 + Υ23ζ3) + m23ζ3), c∗23 = m11ζ1. The change of coordinates is the same
as in [56] because only the velocity transformation was applied and the system dynamics
remains unchanged. Therefore, in terms of the QV, one has:

z1 = ψ, (30)

z2 = ζ3, (31)

ξ1 = x + l cos ψ, (32)

ξ2 = y + l sin ψ, (33)

ξ3 = ζ1 cos ψ− (ζ3 + Υ23ζ3) sin ψ− ζ3 l sin ψ, (34)

ξ4 = ζ1 sin ψ + (ζ3 + Υ23ζ3) cos ψ + ζ3 l cos ψ, (35)

and also:

ż1 = z2, (36)

ż2 = F3(ζ) + τ∗r , (37)

[
ξ̇1
ξ̇2

]
=

[
ξ1
ξ2

]
+

[
Vx
Vy

]
, (38)[

ξ̇3
ξ̇4

]
=

[
F∗ξ3

(z1, ξ3, ξ4)

F∗ξ4
(z1, ξ3, ξ4)

]
+

[
cos z1 −(l + Υ23) sin z1
sin z1 (l + Υ23) cos z1

][
τ∗u
τ∗r

]
, (39)
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where: [
F∗ξ3

(·)
F∗ξ4

(·)

]
=

[
cos ψ − sin ψ
sin ψ cos ψ

][
F1(ζ)− ζ2ζ3 − (l + Υ23)ζ

2
3

F2(ζ) + ζ1ζ3 + (l + Υ23)F3(ζ)

]
. (40)

In order to keep the same idea of changing variables as in [56], it was assumed that
ur = ξ3 cos z1 + ξ4 sin z1, vr = −ξ3 sin z1 + ξ4 cos z1 − z2l, and r = z2. The change of input
to linearize the external dynamics has the form:[

τ∗u
τ∗r

]
=

[
cos ψ −(l + Υ23) sin ψ
sin ψ (l + Υ23) cos ψ

]−1
[
−F∗ξ3

(z1, ξ3, ξ4) + µ1

−F∗ξ4
(z1, ξ3, ξ4) + µ∗2

]
, (41)

where µ1 is defined by (14), whereas µ∗2 by:

µ∗2 = −kvy(l + Υ23)(ξ4 − ξ4d)− kpy(ξ2 − ξ2d)− kIy(ξ2I − ξ2dI ) + ξ̇4d . (42)

However, from the used decomposition method, it follows that τ∗u = N−1
1 τu and τ∗r =

N−1
3 τr. This relationship can be used for the input signals normalization, and it is described

by the equation: [
τu
τr

]
= s f

[
N1 0
0 N3

][
µ1
µ2

]
, (43)

where s f means a scaling factor (a constant value). In addition, the following relationships
arise from this τu = s f N1 µ1 = β1µ1 and τr = s f N3 µ2 = β2µ2. It is necessary if the values
N1 and N3 are too large or too small, which would make the control signal ineffective. The
benefit of such normalization is that the control algorithm action will be directly related
to the dynamics of the vehicle. Note that in reference [56], the control gains are selected
without reference to vehicle dynamics.

Information accessible using QV. Some benefits of decomposition of the inertia matrix
can be pointed out:

1. Diagonalization of the inertia matrix instead of computing the inverse inertia matrix;
2. An insight (additional information) into the dynamics of the vehicle;
3. A heuristic algorithm in matching the QV and classical regulator gains;
4. Control signal related to the vehicle’s dynamics.

In order to give an insight into the vehicle dynamics, consider some quantities known
from the literature that were applied for fully actuated marine vehicles [62,63]. We can use
the following of them:

1. Norm of the matrix
∥∥Υ−1

∥∥ which determine couplings in the dynamic model of the
vehicle. The matrix Υ depend on elements of the symmetric matrix M.

2. The kinetic energy K expressed in terms of the vector ζ for 3-DOF vehicle:

K=
1
2

νT
r Mνr=

1
2

ζT Nζ=
1
2

3

∑
i=1

Niζ
2
i =

3

∑
i=1

Ki. (44)

Because each variable ζi takes into account a component of the kinetic energy arising
from all other velocities, which are coupled with the i-th variable, then we can examine
the contribution of kinetic energy associated with each variable and the total kinetic
energy of the vehicle. It is possible to determine Ki reduced by each variable.

3. The average kinetic energy associated with each variable and the total kinetic energy:

Km = mean (K) =
3

∑
i=1

mean (Ki). (45)
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4. Deformation of each velocity. The variables ζi allow one to evaluate the impact of
other velocities at the i-th velocity, i.e.,

ζi = Υ−1
ii νri +

3

∑
j=i+1

Υ−1
ij νrj. (46)

This result means that each ζi takes into account a coupling between itself and the
other velocities. Thus, using the controller, one can observe the effects of couplings
for dynamics of the vehicle. Effect of the dynamical couplings is obtained by Υij. As
the measure of couplings we introduce the following quantity:

∆ζi = ζi − νri. (47)

For a 3 DOF underactuated vehicle valuable are: (1) the coupling constants and
index, (2) kinetic energy distribution into individual variables, (3) errors between the
quasi-velocity and the corresponding velocity in the body frame.

4. Simulation Results

Conditions of the investigation done in Matlab/Simulink were as follows: the force
and torque values were limited in order to avoid their excessive values at the beginning
of the vehicle movement, i.e., |τu| ≤ 5 N |τr| ≤ 5 Nm, time of motion t = 120 s (for linear
trajectory), t = 300 s (for sine trajectory), the time step ∆t = 0.03, and using the method
ODE3 Bogacki–Shampine. The simulation test was done based on software given in [66].

Two underwater vehicles were intended for the test, namely ROPOS described in [67]
and XX AUV model in [53,68]. Their parameters are given in Table 1 and Table 2, respec-
tively. For tracking, the desired trajectory position profiles are assumed, described as
pd = [xr, yr]:

pd = [0.7 t, 0.7 t]T , (48)

pd = [0.5 t, 40 sin 0.02 t]T (49)

linear and sine trajectory, respectively. The start point was p0 = [−2, 6]T (for ROPOS) and
p0 = [−4, 8]T (for XX AUV). The starting points were chosen according to the dynamic
parameters of the vehicles (due to different dynamics of the tested vehicles), whereas the
disturbances Vx = 0.05 m/s, Vy = −0.08 m/s were taken from [56].

Table 1. Parameters of ROPOS vehicle.

ROPOS

Symbol Value Unit

L 1.75 m
W 2.6 m
H 1.45 m
m 2268 kg
J 2457 kg·m2

Xu̇ −4380 kg
Yv̇ −9518 kg
Nṙ −5000 kg·m2

m11 6648 kg
m22 11,786 kg
m23 −1134 kg·m
m33 7457 kg·m2

d11 725 kg/s
d22 1240 kg/s
d33 1804 k·m2/s
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Table 2. Parameters XX AUV model.

XX AUV Model

Symbol Value Unit

L approx. 1.2 m
m approx. 45 kg

m11 47.5 kg
m22 94.1 kg
m23 5.2 kg·m
m32 5.2 kg·m
m33 13.6 kg·m2

d11 13.5 kg/s
d22 50.2 kg/s
d23 41.4 kg·m/s
d32 17.3 kg·m/s
d33 27.2 kg·m2/s

4.1. ROPOS Vehicle

The parameters of the selected vehicle are given in Table 1 [67]. The ROPOS vehicle
has rectangular shape with length L, width W, and height H.

The use of this parameters set means, that m11 = 6648 kg, m22 = 11,786 kg,
m33 = 7459 kg·m2 and consequently N1 = 6648 kg, and N2 = 11,786 kg, N3 = 7348 kg·m2.
For the point h value l = 1.3 m was chosen, where l is the distance between the pivot point
in the NED frame described by (x, y) (Figure 1) and the hand position point h.

In [67], the matrix M was a diagonal one. Here, in order to consider the matrix M with
off-diagonal elements, it is assumed that m23 = mxg = −1134 kg·m, which corresponds to
a center of gravity shift of −0.5 m.

For this vehicle
∥∥Υ−1

∥∥ = 1.0493, which means about 10% couplings (1 is equivalent to
0%, whereas 1.1008 to 20%). This value means that the couplings are weak. Of course, we
can take the values of the parameters so that the couplings in the system are larger, but for
practical reasons it seems unrealistic.

Linear trajectory. At first, the linear trajectory (48) and using (43) was tested.

The gains for the controller given by (14) and (15) were selected to ensure acceptable
errors convergence:

kvx = kvy = 4, kpx = kpy = 1, kIx = kIy = 0.25. (50)

Moreover, due to the dynamics of the ROPOS vehicle s f = 10−3, s f N1 = 6.648, and
s f N3 = 7.348. Results of simulation are presented in Figure 2. As it is observed from
Figure 2a, the actual trajectory reaches the desired trajectory. From Figure 2b,c one can see
that all error states ∆ξi tend to zero after about 40 s, which confirms that the algorithm is
working properly. The applied force τu and torque τr (Figure 2d) have big values only if the
vehicle starts and then their values are small. In Figure 2e, the kinetic energy corresponding
to each variable is given (they are accessible only for the QV controller). The most of the
energy is consuming by the ζ2, which is related to the lateral movement of the vehicle,
which means that the lateral velocity vr plays the crucial role in dissipating this energy. The
error ∆ζ2 in Figure 2f represents velocity deformation caused by couplings at the beginning
of the movement is up to 0.02 m/s is almost an insignificant change.

The kinetic energy average values are Km = 4911 J (and Km1 = 1503, Km2 = 3401,
Km3 = 7).

In the next case the gains for the original controller (14) and (15) were assumed the
same as in [56] due to a lack of information as to their choice:

kvx = kvy = 50, kpx = kpy = 5, kIx = kIy = 0.5. (51)
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Figure 2. Simulation results for ROPOS QV controller and linear trajectory: (a) desired and realized
trajectory; (b) position error states; (c) velocity error states; (d) applied force and torque; (e) kinetic
energy time history; and (f) error ∆ζ2.

As it follows from Figure 3a the trajectory is reached in a longer time than in the case
of the QV tracking algorithm. Additionally, the position errors shown in Figure 3b,c are
approaching zero in a longer time (after about 80 s). The applied force and torque have
similar values if we compare Figures 3d and 2d. Therefore, it can be concluded that the
values of gains have a significant impact on the performance of the control algorithm.
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Figure 3. Simulation results for ROPOS original controller (CL) and linear trajectory: (a) desired and
realized trajectory; (b) position error states; (c) velocity error states; (d) applied force and torque.
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Sine trajectory. Next, the sine trajectory described by (49) for ROPOS and using the QV
algorithm was investigated. The same gains (50) were used for simulation.

From Figure 4a it is seen that the trajectory is tracked correctly. The state errors are
close to zero after about 50 s as it arises from Figure 4b,c. The applied force and torque in
Figure 4d have similar values as in Figure 2d. The kinetic energy shown in Figure 4e is
consumed mainly by the lateral movement of the vehicle, which also results from dynamic
parameters and the error ∆ζ2 representing velocity deformation because of the couplings is
very small.

The kinetic energy average values are now Km = 2418 J (and Km1 = 702, Km2 = 1712,
Km3 = 4).

Figure 5 shows the test results of the original controller (CL). It can be seen that the
trajectory is tracked slightly worse despite the small differences visible in Figure 5a. It
is because values of the error states (Figure 5b,c) change during the vehicle motion. The
controller works worse than the QV controller despite similar applied force and torque
values (cf. Figures 5d and 4d).

0 50 100 150

x [m]

-50

0

50

y
 [

m
]

p
d

p

(a)

0 50 100 150 200 250 300

t [s]

-2

0

2

4

6

∆
ξ

1
, 
∆
ξ

2
 [

m
] ∆ξ

1

∆ξ
2

(b)

0 50 100 150 200 250 300

t [s]

-1.5

-1

-0.5

0

0.5

∆
ξ

3
, 
∆
ξ

4
  

[m
/s

]

∆ξ
3

∆ξ
4

(c)

0 50 100 150 200 250 300

t [s]

-5

0

5

τ
u
 [

N
],

 τ
r [

N
m

]

τ
u

τ
r

(d)

0 50 100 150 200 250 300

t [s]

0

2000

4000

6000

8000

K
 [

J
]

K
N

1

K
N

2

K
N

3

K
UV

(e)

0 50 100 150 200 250 300

t [s]

-0.02

-0.01

0

0.01

∆
ζ

2
 [

m
/s

]

(f)

Figure 4. Simulation results for ROPOS QV controller and sine trajectory: (a) desired and realized
trajectory; (b) position error states; (c) velocity error states; (d) applied force and torque; (e) kinetic
energy time history; and (f) error ∆ζ2.
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Figure 5. Simulation results for ROPOS original controller (CL) and sine trajectory: (a) desired and
realized trajectory; (b) position error states; (c) velocity error states; and (d) applied force and torque.

4.2. XX AUV Model Vehicle

In order to test performance of the control algorithms the model of XX AUV under-
water vehicle, described in [68], was chosen. It is a torpedo-shape vehicle. Its parameters
are collected in Table 2. The parameters set means, that N1 = 47.5 kg, and N2 = 94.1 kg,
N3 = 13.3 kg·m2. For the point h, value l = 1.5 m was assumed.

For this vehicle
∥∥Υ−1

∥∥ = 1.0280, which means about 5% couplings (1 is equivalent to
0% whereas 1.0732 to 10%). This value means that the couplings are very weak.

The set of gains applied for the QV controller was (50) whereas for the CL one (51) both
for tracking of the linear and the sine trajectory. However, due to the dynamics of the XX
AUV for the QV algorithm, it was assumed that s f = 10−1, s f N1 = 4.75, and s f N3 = 1.33.

Linear trajectory. The results for linear trajectory tracking are presented in Figure 6 (QV
controller).

From Figure 6a, it can be concluded about the correct work of the control algorithm
because the desired trajectory is tracked. Figure 6b,c show that after about 40 s, the position
and velocity error states are close to zero. The applied force and torque (Figure 6d) have
great values only if the vehicle starts, next their values are small. It results from the assumed
initial point. It is clear from Figure 6e that the largest part of kinetic energy is dissipated in
lateral motion vr and half less in longitudinal motion ur. The error ∆ζ2 shown in Figure 6f
has small values, which means that the impact of dynamic parameters on lateral movement
is also very small.

The kinetic energy average values are Km = 39.45 J (and Km1 = 11.80, Km2 = 27.63,
Km3 = 0.02).

Figure 7 shows results obtained using the original controller [56]. As it is observed
from Figure 7a, the desired trajectory is tracked but the position and velocity error states
(Figure 7b,c) go to zero slower than for the QV control algorithm, i.e., after about 90 s. The
applied force and torque (Figure 7d) have comparable values as for the previous controller.
Other information is not available.

Sine trajectory. For the QV control algorithm, the results are shown in Figure 8, whereas
for CL algorithm in Figure 9.

It can be clearly seen from Figure 8a that the QV controller works correctly. This
observation is confirmed in Figure 8a,b, where the position and velocity error states are
presented (the steady state is achieved after about 50 s). Moreover, the deviations of these
errors are small taking into account the realized trajectory. The applied force and torque
have great values only in the first phase of the vehicle’s motion (Figure 8d). The kinetic
energy consumption is presented in Figure 8e. As can be seen, the dominant consumption
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of this energy is caused by transverse movement of the vehicle, i.e., vr. Only in the first
phase the forward motion (ur) causes the highest energy consumption. From Figure 8f, it
can be concluded about the weak influence of dynamic parameters on the change in lateral
velocity of the vehicle.
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Figure 6. Simulation results for XX AUV QV controller and linear trajectory: (a) desired and realized
trajectory; (b) position error states; (c) velocity error states; (d) applied force and torque; (e) kinetic
energy time history; and (f) error ∆ζ2.
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Figure 7. Simulation results for XX AUV original controller (CL) and linear trajectory: (a) desired and
realized trajectory; (b) position error states; (c) velocity error states; and (d) applied force and torque.

The kinetic energy average values are Km = 19.04 J (and Km1 = 5.34, Km2 = 19.69,
Km3 = 0.01).



Appl. Sci. 2022, 12, 3496 14 of 23

As can be seen in Figure 9a, the tracking task is carried out, but not quickly. However,
taking into account Figure 9b,c, the position and velocity error states are not close to zero,
but change as the vehicle moves, so trajectory tracking is inaccurate. Figure 9d shows that
the values of applied force and torque are close to the values that were obtained using the
QV control algorithm.
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Figure 8. Simulation results for XX AUV QV controller and sine trajectory: (a) desired and realized
trajectory; (b) position error states; (c) velocity error states; (d) applied force and torque; (e) kinetic
energy time history; and (f) error ∆ζ2.
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Figure 9. Simulation results for XX AUV original controller (CL) and sine trajectory: (a) desired and
realized trajectory; (b) position error states; (c) velocity error states; and (d) applied force and torque.
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4.3. Discussion of Results

Some observation based on the simulation results can be made.

(1) It turned out that for the control algorithm in the QV version, the same set of gains
allows the tracking task to be carried out for both two different trajectories and two
vehicles with significantly different dynamics. Such information proves a certain
universality of a correctly selected set of controller gains.

(2) The coefficients that give satisfactory performance using the QV algorithms can be
used to select the gains of a classic controller. For example the obtained gains set
using QV kvx = kvy = 4, kpx = kpy = 1, kIx = kIy = 0.25, suggests that for ROPOS
the gains for the CL algorithm may be chosen as follows: kvx = kvy = 20 ÷ 30,
kpx = kpy = 5÷ 10, kIx = kIy = 1÷ 2. For example the obtained gains set using QV
kvx = kvy = 4, kpx = kpy = 1, kIx = kIy = 0.25 for XX AUV model, suggests that the
gains for the CL algorithm may be chosen as follows: kvx = 10÷ 20, kvy = 5÷ 10,
kpx = 3÷ 8, kpy = 1÷ 5, kIx = 1.0÷ 1.5, kIy = 0.2÷ 0.5.

(3) Both algorithms (QV and CL) make it possible to track a desired trajectory with the
use of small values of applied forces and torques, which is also consistent with the
results shown in [56].

(4) It was found that significant changes in the vehicle dynamic parameters do not cause
a significant deformation of the lateral velocity (the remaining quasi-speeds are equal
to the velocities in the respective directions of movement).

5. Further Discussion on the Tracking Control Algorithm
5.1. The Proposed Controller versus Other Control Schemes

This section discusses the differences between the proposed control algorithm (PCA)
and other selected schemes in recent years. The selected methods are classified into the
following groups:

• Control strategies based on combinations of neural networks with other methods [31,
35–38,49,50,52,69,70];

• Sliding mode control based approaches [18] or combined with backstepping [27];
• Control schemes with guaranteed prescribed performance [41,42,71,72];
• Extended observer based control algorithms [28,57–60];
• Fuzzy logic based control [40];
• Modified dynamic inversion [46];
• Input–output linearization [56].

In [31], the neural shunt model method was applied in order to solve the problem
arising from virtual control law. The adaptive control strategy used a combination of
backstepping sliding mode. Numerical simulation of trajectory tracking performed on
a benchmark prototype and for circular trajectory showed the superiority of the algo-
rithm compared to a known sliding control type method (with model uncertainty and
environmental disturbances).

In [35], an adaptive trajectory tracking control strategy for an underactuated surface ve-
hicle subject to unknown dynamics and time-varying external disturbances was presented.
It consisted of first-order sliding mode, second-order sliding mode and the neural network
minimum learning parameter method. The latter method was introduced into the design
of controller. Numerical simulations were performed for straight and circular trajectories
and the results obtained showed the effectiveness of tracking and were slightly better than
for the sliding mode tracking control method selected from the literature (chattering was
avoided).

Paper [36] addressed the control problem of trajectory tracking by underactuated au-
tonomous surface vehicles with parameter uncertainty and nonlinear external disturbances.
The control strategy included backstepping method, neural network and sliding mode
control. The radial basis function neural network (RBFNN) was applied for estimation
and approximation of unknown functions representing uncertainties due to its simplicity
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and linear parameterization. Simulation studies were carried out on a ship model taken
from the literature and a desired sinusoidal trajectory and with sinusoidal external distur-
bances. The proposed neural-based command filtered backstepping (NBCFB) approach
was compared with the traditional backstepping method and dynamic surface control
(DSC) tracking based on neural network observer. Lower trajectory tracking errors were
achieved and oscillations of position and velocity error signals were reduced.

In paper [37], a control algorithm for underactuated autonomous underwater vehicle is
proposed which is a combination of Radial Basis Function (RBF) neural network algorithm
and state prediction using sliding mode control method and backstepping. A sinusoidal
trajectory was used for the simulation. The study found that the vehicle under the controller
could track the desired trajectory at the highest speed to achieve accurate tracking of the
desired trajectory. However, the velocity and input signal errors contained oscillations,
which was a significant shortcoming of the algorithm. In addition, there was no simulation
comparison study with another controller.

The problem of marine surface vessels (MSVs) tracking control in the presence of
uncertain dynamics and external disturbances was investigated in [38]. The facts that
actuators are subject to undesirable faults and input saturation are taken into consideration.
Moreover, the event-triggered control (ETC) technique was applied. The proposed ETC
was compared using simulations with the continuous control scheme for a ship model
called CyberShip II as an example. The results were for only one trajectory and the tracking
errors were not significantly different in both cases.

Chen et al. [49] proposed an adaptive trajectory tracking control algorithm for un-
manned surface vehicles (USVs) with guaranteed transient performance. To make the
dynamic USV model more realistic, it was assumed that the mass and damping matrices
were not diagonal and the problem of input data saturation was taken into account. Neural
networks (NN) were used to approximate the unknown external disturbances and uncer-
tain hydrodynamics of the considered vehicles. The performance of the controller was
verified by simulation and experimental studies and compared to the performance of the
PI controller.

In paper [50], the trajectory tracking problem for underactuated marine vehicles with
predefined tracking error constraints was considered. The boundary functions of the
predefined constraints were asymmetric and time-varying and allowed for quantitative
evaluation of prescribed tracking error performance at both transient and steady-state
stages. A novel approach to the control of the transverse function was also developed
to introduce an additional control input in backstepping procedure. Due to unmodeled
dynamic uncertainties and external disturbances, neural network (NN) approximators were
used to estimate uncertain dynamics and disturbance observers. Then, an adaptive control
based on NN approximators and disturbance estimators were developed to guarantee the
efficiency of error tracking during the transient stage of online NN weight adaptations
and disturbance estimates. The simulation results on one vehicle model were compared
with model-based control results and showed the effectiveness of the proposed tracking
controller.

In [52], a practical adaptive sliding mode control scheme for an underactuated un-
manned surface vehicle using a neural network, an auxiliary dynamic system, sliding mode
control, and backstepping in the presence of modeling uncertainty and input saturation
was proposed. A radial basis function neural network with minimum learning parameter
method was used for on-line approximation of the uncertain system dynamics. Numerical
simulations performed for the CyberShip II model demonstrated the effectiveness of the
control strategy. In comparison with sliding mode robust tracking control (known from
literature), a reduction of position and velocity tracking errors was obtained (only for
circular trajectory).

Pan et al. [69] developed a novel event-triggered, complex, real-time learning control
strategy for trajectory tracking of underactuated marine surface vehicles considering un-
known dynamics and unknown time-varying disturbances. Neural networks (NN) were
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used to approximate the unknown dynamics. Simulation studies were performed for a
vehicle model adopted from the literature. The desired trajectory was circular and two
cases with different disturbances were investigated. The controller was effective but its
performance was not compared with some other algorithm.

Paper [70] addressed the problem of robust finite-time trajectory tracking control for
underactuated unmanned surface vehicles (USVs) subject to model uncertainty, saturation
constraints, and external disturbances. An output redefinition-based dynamic transforma-
tion (ORDT) was utilized and next a sliding mode controller (SMC) was proposed that had
the properties of chattering-free and finite time convergence. RBFNN-type neural networks
were used to obtain an accurate identification of any continuous function describing un-
known parameters of the model and external disturbances. Numerical simulations were
performed to demonstrate the validity and effectiveness of the proposed approach. Three
different external disturbances were tested on one type of surface vehicle.

In [18], the problem of robust tracking of a desired trajectory for underactuated marine
vehicles was solved using a finite-time sliding mode control method. The controller design
was divided into two stages: the design of the desired velocity and finite-time controller
design. A new sliding mode surface was proposed that allowed stabilization of position
tracking errors in finite time. The results of simulation studies that showed the effectiveness
of the control scheme were only for one vehicle model (with a mass of about 2 kg) and were
not compared with the results of another algorithm.

Sun et al. [27] proposed a sliding mode controller to solve the problem of trajectory
tracking of an underactuated surface vessel. By combining adaptive continuous sliding
mode control with a backstepping method, the chattering phenomenon reducing and the
trajectory tracking problem were successfully solved. Moreover, a novel sliding mode PI
control was designed, which made the control scheme more practical. In the simulation
studies, one marine vehicle model was tested and for one complex desired trajectory.
The control algorithm was found to be effective in the trajectory tracking task, but its
effectiveness was not compared in the simulations with that of another controller.

The control problem of tracking the trajectory of underactuated surface vessels using a
quantitative method with only position and attitude available was considered in [41]. Using
a combination of a high-gain observer, a parameter compression algorithm, and a perfor-
mance function, an adaptive control strategy with a given performance was presented. A
high-gain observer was constructed for velocity estimation, and the parameter compression
algorithm was used to account for persistent perturbations and model uncertainties in a
more concise manner. The controller guaranteed the prescribed performance. Numerical
simulations were performed for one ship model (taken from the literature) and one desired
trajectory. The control scheme proved to be effective and slightly smaller trajectory tracking
errors were obtained compared to another tested algorithm.

Li et al. [42] developed a novel robust adaptive control scheme for trajectory tracking
with prescribed performance for autonomous underwater vehicles in horizontal motion
subject to unknown dynamic parameters and disturbances. A simple error mapping
function was proposed to ensure that the trajectory tracking error meets the prescribed
performance. In addition, a novel control based on the Nussbaum function was added to
deal with the underactuation of the marine vehicle. The simulations presented were for one
vehicle, tracking a desired sinusoidal trajectory for two different disturbances functions. In
both cases, the controller worked correctly and was effective.

In [71], a new adaptive performance control (PPC) strategy was presented for a class
of USVs when parametric uncertainty and external disturbances were present. Prescribed
performance and steady-state performance in terms of trajectory tracking velocity and
accuracy were achieved using continuous and singularity-free control. In addition, the con-
troller eliminated the need for disturbance observers and the assumption that disturbances
must be differentiable. A simulation study performed on one ship model confirmed the
effectiveness of the controller. It also turned out that the offered approach outperforms
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in terms of tracking performance (less error perturbation) the method selected from the
literature for comparison.

Park and Yoo [72] proposed a robust control methodology based on to track the
trajectories of uncertain USVs under the presence of external disturbances in a band-
limited network environment. They used a coordinate transformation method and an
auxiliary signal to solve the problem of insufficient activation of a USV model (with
asymmetric stern and bow). They assumed that all USV states and inputs are quantized
by a uniform quantizer, which was designed using a low-complexity PPC method. The
proposed quantized feedback tracking system consisted of performance functions and error
surfaces using quantized states, which did not require any adaptive techniques. Conditions
for the selection of the performance functions were also given. Simulation results shown
that the proposed control strategy was effective for the control problem under a band-
limited network with state and input quantization. Comparison of the proposed method
with another taken from the literature (for one vehicle) showed slightly smaller tracking
error results for the assumed complex trajectory.

In [28], the problem of horizontal trajectory tracking control for underactuated marine
vehicles subject to unknown internal and external disturbances was considered. The control
design involved two stages. First, a kinematic control law of the desired surge speed and
trajectory angle was derived. Then, a kinematic control law that satisfies the convergence
requirement was designed. Specifically, the kinetic law was divided into two components:
the control law of disturbance rejection control law and the stabilization control law. The
former was obtained from the high gain ESO, which was designed to estimate unknown
disturbances, and the latter was developed in a reduced model using backstepping method
and composite-system method. The main advantage of the proposed approach is that the
design and analysis process has been simplified to some extent. Simulation verification
was performed for a model known from the literature and three trajectories: circular,
sinusoidal and complex. Based on the results obtained, the authors concluded that the
validity and effectiveness of the proposed method and the proposed control scheme have
been sufficiently proven.

Xia et al. [57] demonstrated the design of an improved line-of-sight (LOS) based adap-
tive trajectory tracking controller for an underactuated marine vehicle subject to highly
coupled nonlinearities, ocean currents-induced uncertainties, and input saturation. The
strategy was composed of LOS, terminal sliding mode control (TSMC), and extended
disturbance observers (EDO). The LOS guidance law was used to steer the vehicle towards
the desired trajectory. The TSMC improved system robustness and asymptotic convergence,
and was applied to weaken the influence of actuator saturation. The extended disturbance
observers estimated the ocean current-induced disturbances in the kinematic model. Ef-
fectiveness and robustness of the proposed trajectory tracking was verified by numerical
simulations on a well-known AUV REMUS vehicle. Four cases were considered for this
control scheme, which confirmed the theoretical results.

Paper [58] was devoted to solving a full-state control (FSRC) problem for an asymmet-
ric underactuated surface vehicle (AUSV) subject to disturbances. The FSRC objective was
divided into two subtasks, i.e., reaching trajectory (RT) guidance and synthesis of a tracking
controller with underactuation and disturbances. After performing a series of coordinate
transformations, the tracking error dynamics were shaped as a translational–rotational
cascade with respect to the central frame of the circular orbit. Utilizing a finite-time method,
the lumped disturbances were accurately estimated by accurate observers, facilitating the
synthesis of the surge and yaw controllers. The effectiveness of the proposed approach was
demonstrated using simulations on the CyberShip II prototype. However, no comparison
with the results of another controller was shown.

In [59], the problem of accurately controlling the trajectory tracking of an asymmetric
underactuated surface vehicle (AUSV) was solved by guiding yaw dynamics, which were
free of persistent excitation (PE). Next, a nested coordinate transformations was applied
in order to formulate the AUSV model in a cascade structure consisting of translation
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and rotation subsystems with complex uncertainties. Finite time uncertainty observers
(FUOs) were developed to accurately estimate the transformed uncertainties and enable
the application of the separation principle in controller and observer syntheses. The global
asymptotic stability of the whole translation–rotation tracking system was obtained and a
FUO-based yaw-guided tracking control (FUO-YTC) scheme was developed for an AUSV
with complex uncertainties. In simulation studies on the CyberShip II prototype, the
authors focused on comparing the performance of different versions of the proposed
control scheme for tracking three desired trajectories namely straight line, circle, and curve.
The tracking accuracy strongly depended on the variant of the controller used.

In paper [60], a decoupling and yaw control strategy was proposed for a USV to
maintain a constant speed and a desired course for high performance of on-board sonar
during seabed exploration. In addition to the direct Lyapunov method, a hierarchical
stepwise control method was used to achieve the desired speed and yaw angle of the
vehicle under the influence of external disturbances such as wind, waves, and currents.
An disturbance observer was also constructed to compensate for oscillations occurring
with external disturbances. The validity and robustness of the decoupling controller was
verified by application to one model of USV and straight line tracking.

Wang et al. [40] proposed an adaptive online constructive fuzzy controller (AOCFC)
for tracking USV trajectories while ensuring system stability. A new online constructive
fuzzy approximator (OCFA) was integrated with the dynamic surface control (DSC) method
to estimate the unknown time-variable uncertainty. Compared with the fixed-structure
fuzzy regulator, the proposed online constructive fuzzy regulator strategy was able to
adapt the online fuzzy rules to ensure the sufficiency and simplicity of the fuzzy system. In
the simulation study (on one vehicle model), the fuzzy control algorithm (AOCFC) was
compared with the adaptive structure-fixed fuzzy control (ASFFC) to show the effectiveness
and advantages of the constructive online fuzzy strategy.

Ye and Zong [46] presented three modified dynamic inversion methods for tracking
control of underactuated ship. In the first called dynamic extension-based on dynamic
expansion (DEDI) the input was treated as a state and dynamic expansion was used to
obtain the relative degree. The second method, i.e., virtual input-based dynamic inversion
(VIDI), treating the state as a virtual input to obtain the relative degree. The third method
was output redefinition-based dynamic inversion (ORDI), selecting a specific variable as
a new output to achieve relative degree. These three methods were generalizations of
dynamic inversion control and eliminate some of its limitations, so they could be applied
to a wide variety of underactuated systems. Numerical simulations performed on one
selected vehicle demonstrated the effectiveness of the control approach. Furthermore, a
comparison with a reference method was presented.

In [56], a trajectory tracking strategy and and path control strategy for underactuated
marine vehicles were presented. The strategy was developed as an extension of the results
of the work on ground vehicles, which introduced the hand position point definition
to marine vehicles (the definition of the hand position point was extended). An input–
output feedback linearization method using hand position as output was applied and
a trajectory tracking strategy and a path following strategy were developed for general
paths, with straight line paths as a special case. The effects of environmental disturbances,
such as a steady and non-rotating ocean current, on the vehicle were also considered. The
effectiveness of the approach was confirmed using simulation studies on the model and
experimental studies on the real vehicle.

It is worthwhile to present the differences between the selected methods and the
control scheme using quasi-velocities. The method proposed in this paper is intended not
only to realize the trajectory tracking of the desired control but also to provide some insight
into the dynamics of the vehicle in motion also under the influence of external disturbances.
For this reason, only some of the control strategies would be suitable to realize the objective
of the work.
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Methods based on the use of neural networks require additional mathematical knowl-
edge. Similarly, any complicated control algorithm makes difficult the dynamics analysis
proposed in this work. The reason for this is that to show the changes in vehicle dynamics
while tracking the desired trajectory, a velocity transformation that diagonalizes the inertia
matrix is sufficient. However, without the velocity transformation, no insight into the dy-
namics of the system will be obtained so as to estimate the impact of mechanical couplings
in for the assumed model and trajectory type.

Methods containing observers are also not useful for analyzing dynamics for coupling
estimation because the additional system (observer) introduces its own dynamics into the
original model. Control algorithms with prescribed performance are supposed to lead to
signals within prescribed limits. In contrast, the presented scheme is concerned not only
with achieving the control objective, but also with studying the impact of coupling during
performing the primary task.

Comparative simulations were performed only with the input-output feedback lin-
earization method developed in [56] to show the differences resulting from the application
of the classical asymmetric vehicle model and the model obtained by means of the velocity
transformation. In the original method, the accelerations are coupled in such a way that
the inertial forces cannot be attributed to only one variable. On the contrary, when the
dynamics is described in quasi-velocities the mechanical couplings occurring in the system
as their effect on the vehicle motion can be estimated. The original control algorithm is
used for tracking while the one presented in this paper, in addition to accomplishing the
control task, also provides insight into vehicle dynamics.

Since the symmetric inertia matrix plays a key role for the proposed controller, from
this point of view the control methods can be divided into:

• Methods for the model with a diagonal inertia matrix [18,27,28,31,35–38,40–42,46,71];
• Methods for the model with a symmetric inertia matrix [49,50,52,56–60,72].

Control methods designed for the dynamics model with diagonal inertia matrix cannot
be compared with the proposed algorithm because it is suitable for estimating the effect of
dynamic couplings. If a diagonal inertia matrix is adopted in the model, it is assumed that
any inaccuracies due to inertial forces will be compensate by the control algorithm. The
proposed scheme can also be applied to a model with a diagonal matrix, but then it will
only be used for control purposes and not to estimate the effect of couplings on the vehicle
behavior.

5.2. Advantages and Benefits of the Control Approach

The advantages and benefits of the proposed velocity transformation based control
scheme can be summarized as follows:

• It is suitable for the control of asymmetric vehicles, which makes the dynamics model
more realistic than the model with a diagonal inertia matrix;

• In comparison with other algorithms, after the velocity transformation from the modi-
fied controller, additional information hidden in the inertia matrix can be obtained;

• It gives ability to estimate the effect of couplings on vehicle behavior in motion (this
effect can be studied for various trajectories and vehicles, e.g., to change them);

• It can be used for both diagonal and non-diagonal inertia matrix models to decide
whether the simplified model is sufficient.

6. Conclusions

In this work, the tracking problems of the trajectory tracking for underactuated un-
derwater marine vehicles is addressed. An application of the trajectory tracking algorithm
expressed in terms of quasi-velocities was proposed and tested in simulations. The QV-
based first-order equations of motion arise from the velocity transformation and allows to
decouple the accelerations. The modified control algorithm uses those QV and it is slightly
different than the original algorithm proposed in [56]. By analyzing the simulation results
with the use of both trajectory tracking algorithms (QV and CL), it can be concluded that



Appl. Sci. 2022, 12, 3496 21 of 23

they are suitable for various underwater vehicles and different types of these trajectories
provided that the velocity disturbance is small (less than 0.1 m/s). Information on vehicle
dynamics that can be obtained using the quasi-velocities has been pointed out. It has also
been shown that some information about the dynamics of the vehicle is not available if
we apply the classical equations of motion. There was also a discussion on the offered
controller and control schemes selected from the literature published in recent years. The
advantages of its application were also mentioned. Summarizing the modified equations
and the control algorithm are useful not only to control the underwater vehicle, but also to
gain insight into its dynamics.
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