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Abstract: Current methodologies for insulator defect detection are hindered by limitations in real-
world applicability, spatial constraints, high computational demand, and segmentation challenges.
Addressing these shortcomings, this paper presents a robust fast detection algorithm combined
segmentation head networks with harnessing self-attention and transformer (HST-Net), which is
based on the You Only Look Once (YOLO) v5 to recognize and assess the extent and types of damage
on the insulator surface. Firstly, the original backbone network is replaced by the transformer cross-
stage partial (Transformer-CSP) networks to enrich the network’s ability by capturing information
across different depths of network feature maps. Secondly, an insulator defect segmentation head
network is presented to handle the segmentation of defect areas such as insulator losses and flashovers.
It facilitates instance-level mask prediction for each insulator object, significantly reducing the
influence of intricate backgrounds. Finally, comparative experiment results show that the positioning
accuracy and defect segmentation accuracy of the proposed both surpass that of other popular models.
It can be concluded that the proposed model not only satisfies the requirements for balance between
accuracy and speed in power facility inspection, but also provides fresh perspectives for research in
other defect detection domains.

Keywords: insulator surface defects; YOLOv5; segmentation head network; transformer cross-stage
partial networks

1. Introduction

With the development of the power industry, the safe operation of electrical facilities
and equipment has become a focal point for both the industry and the public. In particular,
surface defects on the insulators of power transmission lines are a significant contributing
factor to transmission line failures. These surface defects could cause a degradation in
insulator performance, which will lead to flashovers, system paralysis, or even power
system accidents, presenting a serious threat to the safe operation of power systems [1]. To
prevent such scenarios, the regular inspection of ceramic insulators on transmission lines
plays a pivotal role in grid transmission [2,3].

In the past few years, many scholars have conducted a series of research on insu-
lator surface defect detection. The traditional detection methods mainly categorize into
power-based, microwave-based, infrared imaging-based, and other electromagnetic wave
technology-based approaches. Fang et al. [4] computed the electric field distribution of
normal insulators and insulators with conductive defects and analyzed the influence of
defect length and position parameters on insulator electric field distribution. Mei et al. [5]
proposed a microwave technology-based method for detecting internal defects of composite
insulators. Jiang et al. [6] introduced a defect detection method that converted reflected
microwaves into energy signals and compared them with reference values. Zhao et al. [7]
introduced a strategy for intermediate feature generation based on binary feature pooling,
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which combined with support vector machine (SVM) effectively detects and classifies
insulator string defects in infrared images. Cheng et al. [8] used the infrared detection
for online analysis of composite insulators to determine the relationship between defect
temperature and infrared results with different types of thermal defects for composite insu-
lators. Wang et al. [9] used a terahertz time-domain system to test insulator models with
different interface defects and analyze the characteristics of time-domain waveforms. Mei
et al. [10] proposed a terahertz (THz) imaging method based on edge detection algorithms.
Zheng et al. [11] proposed an ultrasonic non-destructive testing method for assessing the
density uniformity of basin insulators in gas-insulated metal-enclosed switchgear devices.
But in practical application, these traditional detection methods are often subject to spatial
constraints. Especially when inspecting high-altitude insulation equipment, it is difficult
for personnel to directly contact the equipment, making these methods relatively low in
feasibility and efficiency. Additionally, due to the vastness of power systems, these methods
also entail significant time and labor costs, which is especially prominent in comprehen-
sive inspections of large-scale power grids. Therefore, insulator surface defect detection
methods based on image recognition have got more and more attention.

Insulator image processing methods can be divided into two categories. The first
one encompasses traditional image processing approaches, which extract insulator fea-
tures through techniques such as spatial transformations, threshold segmentation, and
morphological filtering. Reddy et al. [12] developed an adaptive neuro-fuzzy inference
system based on SVM to estimate the condition of insulators. Zhao et al. [13] proposed a
method oriented toward angle detection and binary shape prior knowledge. Tan et al. [14]
introduced a fusion algorithm based on shed contour features and grayscale similarity
matching. Zhai et al. [15] put forward a solution for detecting bundle drop faults of glass
and ceramic insulators using spatial morphological features. The above methods can yield
satisfactory localization results when handling images that possess simple backgrounds, es-
pecially for the texture features of impurities are highly contrasted with those of insulators.
However, they have shown limited robustness when dealing with complex backgrounds,
large camera dynamics, and low signal-to-noise ratios.

Another category is based on deep learning algorithms, which apply object detection
algorithms to the task of identifying insulators and their defects. The strength of deep
learning methods lies in their ability to handle a variety of complex scenarios and adapt to
different image qualities, as they can learn complex features from large amounts of data.
Gao et al. [16] proposed an improved small insulator defect detection network to better
utilize channel information and enhance the effect of different channels on the feature map.
Zhong et al. [17] constructed a new localized network called the TOL framework to reduce
background and achieve closer localization. Zhang et al. [18] used Faster RCNN to locate
insulators and extract their target defect images from detected images. Chen et al. [19]
proposed an INSU-YOLO insulator detection algorithm based on the adaptive threat esti-
mation method of the whole insulator and defect area ratio. Wang et al. [20] constructed
a new network based on ResNeSt and added an improved RPN for feature extraction to
better detect minute defects on insulators. Qiu et al. [21] improved the YOLOv4 model
structure using MobileNet lightweight convolutional neural network for the detection of
transmission line insulator defects. Xu et al. [22] proposed an insulator defect detection
algorithm based on the improved MobilenetV1-YOLOv4, enhancing the accuracy of in-
sulator fault recognition and the convenience of daily work. Zhang et al. [23] presented
a SE-YOLOv5 based on a synthetic fog algorithm for insulator detection. Han et al. [24]
proposed an improved SIoU loss function considering the regular influence of regression
direction on accuracy, which can accelerate model convergence and achieve better results
in regression. Tao et al. [25] studied the detection of power line insulator defects using
aerial images analyzed with convolutional neural networks. She et al. [26] proposed a
convolutional neural network integration with data enhancement and transfer learning
for insulator fracture detection with small samples. He et al. [27] introduced a motor fault
detection scheme based on one-class tensor hyperdisk, which emphasized the ongoing rele-
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vance of data-driven methods for fault detection. Wu et al. [28] introduced an end-to-end
physics-informed gated recurrent graph attention unit network for unsupervised anomaly
detection, highlighting the integration of prior knowledge with process data to improve the
modelling performance and interpretability. The above methods based on deep learning are
superior to traditional methods, especially in situations involving complex backgrounds or
challenging imaging conditions. However, it should be noted that these methods typically
require substantial computational resources, which is not ideal for real-time application
scenarios and resource-limited environments. Therefore, it is urgent to solve the balance
problem between detection speed and detection accuracy, to meet the increasing efficiency
and precision requirements of power companies for inspections.

In addition, in the context of insulator defect detection, segmentation algorithms aid in
precise pixel-level object detection and enhance the semantic understanding of an object’s
shape and size. Their high accuracy, coupled with their heightened instance-awareness
capabilities, makes them an excellent choice for effective detection and quantification of
defects. Tan et al. [29] proposed an intelligent defect detection algorithm for the contact
network based on the Mask Region Convolutional Neural Network (R-CNN). Lu et al. [30]
developed an outdoor support insulator surface defects segmentation approach via image
adversarial reconstruction. Li et al. [31] studied an insulator defect recognition based on
global detection and local segmentation. Antwi-Bekoe et al. [32] predicted the instance-level
masks for each insulator object presented from the RoI align layer. However, minor local
changes in complex image targets, such as partial occlusion, could result in image segmen-
tation or edge extraction failure, leading to inefficiency and weak robustness in multi-stage
segmentation networks. Besides, due to multiple iterations, they exhibit high time com-
plexity, which does not meet the requirements for real-time segmentation during insulator
inspections. Due to the complexity of working conditions and the enormous computational
cost of multi-stage segmentation algorithms, current methods for insulator surface defect
detection and segmentation still face some challenges in practical applications [33].

As illustrated in Table 1, signal analysis methods shine for their versatility in detecting
various surface defects, but they suffer from low robustness and slow inspection speeds.
Traditional image processing methods have shown certain capabilities in inspection speed
and robustness, yet they still harbor limitations. Deep learning methods, however, represent
the cutting edge in insulator defect detection. Despite their high computational resource
demands, their robust performance and rapid inspection speeds make them the most
promising approach currently available. Therefore, how to balance the accuracy and speed
of power facility inspection is a problem worth studying.

To sum up, this paper proposes an insulator surface defect detection and segmentation
model based on the You Only Look Once (YOLO) v5 model, incorporating self-attention
and transformation techniques, named HST-Net. It replaces the original backbone network
with a transformer cross-stage partial (Transformer CSP) network, enhancing its ability to
capture information across different depth feature maps. It particularly focuses on complex
insulator surface defect types and degrees, as real-world insulator surfaces often suffer
from issues such as lighting angles, environmental factors, and occlusion, causing defects
to appear unobvious or incomplete. Furthermore, an insulator defect segmentation head
network is proposed for segmenting defect regions such as insulator loss and flashover.
This approach assists in achieving instance-level mask prediction for each insulator object,
greatly reducing the impact of complex backgrounds. Additionally, HST-Net is based
on a single-stage detection segmentation network, reducing model complexity and com-
putational and storage resources, thus accelerating model training and detection. This
effectively resolves the contradiction between speed and accuracy in traditional insulator
defect detection methods. The main novelties and contributions of the proposed model are
as follows.
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(1) We introduce a novel Transformer-CSP as the backbone, which, enriched with a self-
attention module, achieves superior feature reuse and gradient information retention.

(2) A new insulator defect segmentation head network is proposed, effectively enhancing
the precision of defect region segmentation, thereby reducing the impact of complex
backgrounds.

(3) Comparative experiments demonstrate that the proposed method outperforms exist-
ing models in accuracy and robustness, notably in high-altitude insulator equipment
detection, signifying an optimal balance between accuracy and speed.

Table 1. Comparison of the status of the proposed model.

Classification Method Types of Surface Defect
Computational

Resource
Requirements

Robustness Inspection
Speed

Signal Analysis
Method

Electric Field [4]
Missing, fracture,

bubbles, debonding,
ablation, crack

Medium Low Slow

Microwave [5,6] Air-gap, carbonization,
conductive defect Medium Low Slow

Infrared [8] Fracture, crack Medium Low Medium

Traditional Image
Processing Method

DOST-SVM [12] Broken Medium Medium Medium

Similarity
matching [14] Missing, broken Low Low Fast

Deep Learning
Method

BN-CBAM [16] Missing, crack, broken,
Flashover High High Medium

Faster RCNN [18] Missing, crack, broken,
Flashover High High Medium

YOLO [19,21–24] Missing, crack, broken,
Flashover High High Fast

ResNeSt [20] Missing, crack, broken,
Flashover High High Medium

HST-Net(ours) Missing, broken, Flashover Medium High Fast

2. HST-Net Model

In pursuit of enhancing the efficiency of defect detection on the surface of insulators
during power equipment inspections in substations, this paper introduces an improved
detection model, the HST-Net. As shown in Figure 1, the HST-Net model is composed of
three stages.
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In the first stage, a Transformer CSP is presented as the backbone network for feature
extraction to facilitate the reuse of features and prevent excessive gradient information
loss by truncating the gradient flow. The integration of a self-attention module fosters a
more effective separation and fusion of prominent and subtle features of surface defects
on insulators. In the second stage, a path aggregation network (PANet) is used for the
feature refinement. The PANet boosts the semantic flow through a bottom-up pathway
and achieves a high-resolution restoration of deep features via a top-down route. This
enhances the feature fusion impact, thereby allowing the extraction of richer semantic
information from both high-level and low-level image features. The third stage encom-
passes the decision network and prediction phase. In the head network of the HST-Net,
we augment the original object detection head—which includes localization, classification,
and confidence—with a segmentation head. This adjustment enables precise pixel-level
defect detection, thereby strengthening the semantic understanding of the shape and size
of insulator defects.

The realization of the entire model aims to emulate the actual process of power equip-
ment inspections in substations. Therefore, special attention is paid to handle various
interfering environments, ensuring the proposed HST-Net model architecture can be ap-
plied to the detection of surface defects in insulators, thus further improving the accuracy
and efficiency of defect detection.

2.1. Backbone Network with Transformer-CSP
2.1.1. Structure of Backbone Network

As shown in Figure 2, the backbone network of HST-Net is composed of an assortment
of modules, namely the convolution layer (Conv), three convolution layers with a shortcut
connection (C3), Transformer-CSP, and spatial pyramid pooling—fast (SPPF). In the initial
phase, a Conv module with a stride of 2 is employed to halve the input image size, aug-
menting computational efficiency while concurrently eliciting preliminary features. This
is subsequently succeeded by the iterative application of Conv and C3 modules, which
execute a gamut of convolutional operations and residual connections, facilitating the
extraction of intricate features with depth from the input.
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2.1.2. Transformer-CSP Module and Self-Attention Mechanism

Drawing inspiration from the transformative capabilities of the transformer network
and the CSP architecture, the proposed Transformer-CSP module enhances the model’s
capacity to assimilate contextual information and more nuanced feature representations. It
incorporates a self-attention mechanism, which enables the model to weigh the importance
of different features in the input, providing the network with a more global understanding
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of the input data. By assigning varying degrees of attention to different features, the
model can focus more on the relevant parts of the input and less on the less relevant parts,
enhancing the overall feature representation.

The SPPF module incorporates spatial pyramid pooling to address multi-scale object
detection. By conducting pooling operations of diverse sizes on the same feature map, it
extracts features at multiple scales, thus endowing the model with the capability to adapt to
a myriad of object detection tasks. Three sets of anchor boxes are defined for P3/8, P4/16,
and P5/32 layers, aiding in the precise localization of objects across different scales.

The final C3 module demonstrates a notably swift execution speed, attributed to its
employment of a reduced 20 × 20 feature grid. In contrast, the initial C3 module, character-
ized by a very small stride and a correspondingly large grid, executes at a considerably
slower pace [34]. The Conv–Batch_Normalization–Leaky_Relu (CBL) module consists of
the Conv, batch normalization (BN), and leaky rectified linear unit operations (Leaky_Relu),
which results in a large computational load. In order to improve the detection accuracy,
this paper presents a novel Transformer-CSP module by introducing the self-attention
mechanism. The Transformer-CSP module is shown in Figure 3.
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2.1.3. Transformer-CSP Implementation and Multi-Head Attention Layer

Inspired by the ViT proposed by Dosovitskiy et al. [35], we try to apply a transformer
to the YOLO algorithm and introduce the self-attention mechanism. The image is divided
into patches of the same size, and a class representation is added before the patch, which
corresponds to the global information. The machine can notice the correlation between
different parts of the whole input while maintaining the output structure consistent with
the C3 module. The mathematical expression of input X is shown in Formula (1), H is
the height of the divided patch, W is the width of the divided patch, and C is the number
of channels.

x ∈ RH × W × C (1)

Since the input is a one-dimensional embedded vector, the two-dimensional data
needs to be reshaped. The conversion formula is as follows:

x ∈ RN ×(P2 · C) (2)

N =
HW
P2 (3)

where, P is the size of the patch, and the mathematical expression of the mapped result Y is:

Y =
[
xclass ; x1

pE ; x2
pE ; . . . ; xN

p E
]
+ Epos , E ∈ RN ×(P2 · C) , Epos ∈ RD ×(N +1) (4)

where, D is the fixed size accepted by transformer, and mapping E is learnable.
The Transformer-CSP adopts a six-tier encoder-record structure, and each encoder

contains two sub-tiers. The first sub-layer is the multi-head attention layer. The structure
of multi-head attachment is shown in Figure 4. Q, K and V are calculated through h
linear transformations.
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The second sub-layer is the full connection layer, which is connected with all nodes of
the previous layer to synthesize the features extracted from the front. The reason for using
multiple attention is to make the proposed model focus on different aspects of information
from multiple subspaces. The decoder layer is composed of self-attention layer, attention
layer and feedforward neural network. This structure can make the network invest more
attention resources in the bearing area so as to obtain more information in the defect
area and suppress other useless information. It allows us to quickly screen out valuable
information from a large amount of information. Embedded patches first perform the layer
norm processing, then performs the multiple-headed self-attention operation, and last
performs the residual add operation. The calculation formula of self-attention is as follows.

Attention(Q, K, V) = softmax

(
QKT
√

dk

)
V (5)

Output of the multi head attention module is obtained by linear transformation of the
input vector X, and the matrix W multiplied by them respectively is the matrix obtained
by training. The similarity degree of Q and K can be obtained by the transposed point
multiplication of Q and K, and divided by dk to keep the gradient stable during training.
Use softmax to normalize to get the weight matrix, and use this weight matrix and V
to weight. The reason for dividing the weight matrix is to solve the problem that the
gradient of softmax disappears when the two vectors are large. The h matrices obtained in
Figure 4 are spliced to obtain the large characteristic matrix, and the linear transformation
is performed with the matrix W, and the results of multiple sub-layers are mapped to the
original space to obtain Z.

Next, carry out layer norm processing, and then use a multi-layer perceptron, that is,
MLP layer, to learn from the residual network to carry out the residual add operation to
prevent degradation. The proposed Transformer-CSP module removes the operation of
Norm in the original Vision transformer structure, and the MLP module does not use the
activation function but directly operates on two full-connection layers. In order to avoid
the gradient dispersion problem when increasing the depth of the network, the residual
connection is used between each sub-layer, which makes it easier to train the depth network.
The residual mapping is also easy to capture the subtle fluctuations of the identity mapping.
The encoder module increases the ability to capture different local information, and it can
use the self-attention mechanism to explore the potential of feature representation.

The innovative design of the Transformer-CSP backbone network, with its adaptability
to multi-scale object detection and its capacity to handle multi-class object detection tasks,
underscores its efficacy as a potent tool across a diverse array of detection tasks.
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2.2. Head Network with Segmentation Head

Insulator defect segmentation can be regarded as a semantic segmentation problem.
The goal of semantic segmentation is to categorize each pixel within a given image or image
sequence into corresponding classes. Since this essentially involves assigning a class to
every pixel, it is also considered as a dense prediction problem. For defect segmentation,
pixels demand a higher computational volume than the minimal external contour used for
defect localization.

Traditional semantic segmentation algorithms, such as Unet [36] and OCRNet [37],
can no longer meet the substations’ demand for real-time detection. Therefore, in this study,
we introduce an improved real-time segmentation head network capable of accurately
segmenting insulator defects in real-time. Given that the objective of insulator defect
segmentation is to attain a mask of defects with natural spatial connectivity, most primary
detectors can only obtain classification results through box parameters. While secondary
detectors can acquire information through feature localization steps such as box, and use
Conv layer output masks. This greatly influences the algorithm’s real-time performance.

As shown in Figure 5, the proto modules are used to add an instance segmentation
detection head, replacing the original object detection head. The initial YOLOv5 output
consists of the class number a and the corresponding anchor box matrix, on top of which we
add a segmentation result of [512, 512, k]. The Proto module, based on FCN implementation,
outputs k mask masks. The Proto module likes a semantic segmentation model, differing
in that it does not set a separate loss value but adds a new mask loss at the end of the
entire network.
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In terms of loss function, in addition to the original classification loss and bounding
box loss, a mask loss is added to measure the distance between the validation mask and
the real mask of the labels. The mask loss function Lmask is defined as follows:

Lmask = − 1
n ∑N

i =1[yilogxi + (1− yi) log(1− xi)]
(6)

where i is the serial number of the pixel of the bearing image. N is the product of the length
and width of the bearing image. xi is the classification of the ith point predicted by the
segmentation head, and yi is the label classification of the ith point.

In the placement of the proto module, the deepest backbone network is selected to
obtain the feature information so as to generate the most accurate mask. Although the
segmentation accuracy of insulator defects is related to the pixels of the image, considering
the need for real-time segmentation, the calculation amount is reduced by upsampling the



Appl. Sci. 2023, 13, 9109 9 of 20

size of defects to 0.25. Use the Equation (7) to process the output of two branches through
matrix operation and sigmoid function.

M = σ
(

PCT
)

(7)

3. Experiments
3.1. Dataset Collection

To evaluate the effectiveness of the proposed HST-Net model in the detection of insu-
lator surface defects, we collected a dataset comprising images from four distinct types of
defects, namely: (1) flashover damage to insulator shells, (2) insulator shell break, (3) good
insulator shell, and (4) insulator string. The images were captured using an industrial-grade
array camera, the MV-CE200-10GM model, within the Songshan Substation, Zhengzhou
City, China. Initially, our collection comprised 1600 original images. Then, we enhanced
this dataset to a total of 12,500 images by data enhancement. This expanded dataset was
then meticulously segregated into training and validation sets, maintaining a ratio of 2:1.

When capturing images, careful consideration was given to the realistic scenarios of
insulator operation on actual industrial lines, striving to include various temporal periods,
light angles, shooting distances, and interference damage. This thorough approach ensured
the images chosen were representative of the broad range of possible scenarios, thereby
boosting the robustness of the dataset. Figure 6 illustrates the variety of insulator surface
defects captured in our study.
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3.2. Data Enhancement

In this study, given the finite quantity of defective insulators, we have endeavored to
expand the initial data set acquired. To mitigate the phenomenon of overfitting within the
training network and enhance the generalization capabilities of the resulting model, an
assortment of data augmentation strategies has been employed, such as random cropping,
horizontal and vertical flipping, and local magnification. Moreover, we have incorporated
two additional techniques into our data augmentation process: Mosaic and Mixup. The
Mosaic technique enriches and diversifies the presentation of images by combining portions
of multiple training images, while the Mixup method escalates the variety of data by
executing linear interpolations of images within the feature space. As a result of these
applied data augmentation strategies, the enriched data set is demonstrated in Figure 7.

In order to better restore the real working environment and improve the robustness
of the algorithm and the adaptability to the complex environment, salt and pepper noise,
Gaussian noise and Poisson noise are added to the expanded data set. Due to the diversity
of noise sources under real working conditions, this paper sets the additive sum of random
variables with different probability distributions for the above three types of noise, and the
insulator images with various types of noise are shown in Figure 8.
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3.3. Training Environment and Evaluation Indicators

The training process of the proposed model runs under the Windows 10 operating sys-
tem and PyTorch framework. The software environment for the experiment is CUDA11.1,
CUDNN8.0.4 and Python 3.7. The hardware condition of the experiment is to have a CPU
of Intel Core i9-13900 K with a basic frequency of 3.0 GHz, equipped with 32 Gb RAM, and
the GPU is NVIDIA GeForce RTX 4090 24 Gb. The initial parameters of the experimental
device are shown in Table 2.
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Table 2. Initial training parameters.

Parameter Name Symbol Numeric Value

Initial learning rate Ir0 0.01
Cycle learning rate Irf 0.2

momentum Momentum 0.937
Optimizer weight decay Weight_decay 0.0005

Warm-up training rounds Warmup_epochs 3.0
Preheat training momentum Warmup_momentum 0.8

The Box loss gain Warmup_bias_lr 0.05
The cls loss gain cls 0.5

cls BCELoss positive weight cls_pw 1.0
The obj loss gain Obj 1.0

obj BCELoss positive weight obj_pw 1.0
The iou training threshold value iou_t 0.20

In order to measure the performance improvement of the improved algorithm com-
pared with the original algorithm, several evaluation indicators are as follows.

Recall rate (R) is the ratio of the predicted correct target among all of the targets
marked as correct. The mathematical calculation expression is as follows:

Recall =
TP

TP + FN
(8)

where TP in the above two formulas represents the number of positive examples of correct
prediction, FP represents the number of negative examples of wrong prediction, FN repre-
sents the number of positive examples of wrong prediction, and TN represents the number
of negative examples of correct prediction.

Average precision (AP) is an important indicator to measure the advantages and dis-
advantages of the trained network model in a single category. Its mathematical calculation
expression is as follows:

AP =
∫ 1

0
P(R)dR (9)

The mean average precision (mAP) is an important indicator to measure the average
quality of the trained network model in each category. mAP is the average value of AP in
all categories. Its mathematical calculation expression is as follows:

mAP =
∑N

i =1 APi

N
(10)

Intersection-over-union (IoU) refers to the ratio of the area of the intersection part of
the prediction box and the real box to the area of the union part of the prediction box and
the real box. The mathematical calculation expression of IoU is as follows:

IoU =
Soverlap

Sunion
(11)

Frames per second (FPS) refers to the measure of how quickly an imaging device, such
as a computer, TV, or video game console, can produce unique consecutive images called
frames. High FPS often results in smoother and more realistic motion. The mathematical
calculation expression of FPS is as follows:

FPS =
1
T

(12)

where T represents the time taken to detect a frame.
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Confidence (Conf) in object detection is a metric that indicates the degree of belief
in the existence and class of an object in a bounding box predicted by the model. The
confidence is calculated using the following formula:

Conf = (1.0− gr) + gr · CIoU (13)

where gr represents a parameter known as the label smoothing coefficient, which helps to
reduce overfitting. Complete Intersection over Union (CIoU) is the Complete Intersection
over Union score between the predicted bounding box and the ground truth box. When gr
equals 1, the confidence score is equal to the CIoU score. The mathematical calculation of
CIoU is as follows:

CIoU = IoU −
ρ2(b, bgt

)
c2 − v (14) (14)

In this equation, IoU represents the intersection over the union of the predicted
bounding box (b) and the ground truth bounding box (bgt). ρ2(b, bgt

)
is the square of the

Euclidean distance between the centers of b and bgt. c is the diagonal length of the smallest
enclosing box containing both b and bgt. v is a measure of the difference in aspect ratio
between b and bgt. v is calculated as follows:

v =
4
π2

(
arctan

ωgt

hgt
− arctan

ω

h

)2
(15)

where ωgt and hgt represent the width and height of the ground truth bounding box. ω
and h represent the width and height of the predicted bounding box.

We define the inspection workload completed per unit time as efficiency, and the
inspection efficiency for insulator defects is defined as:

Efficiency =
1
T

∫ T

0
min(f, FPS)·m · v(t) dt (16)

where f is the camera frame frequency. FPS is the algorithm processing speed which
together with f dictates the effective rate, m is the number of visible insulators per frame,
v(t) is the speed at time t, and T is the total patrol time. Efficiency measures help to evaluate
the performance and speed of insulator inspection.

These metrics allow one to more accurately and comprehensively evaluate the perfor-
mance of the object detection model.

3.4. Sensitivity Analysis

In this experiment, Transformer-CSP modules with different positions and numbers
are selected to replace C3 modules. The Transformer-CSP module placed at the front
mainly affects small objects, while the Transformer-CSP module placed at the end of the
trunk will mainly affect large objects, so many smaller objects may not be significantly
affected by changes. The results of training 200 epochs by replacing different numbers of
Transformer-CSP modules are shown in Table 3:

Table 3. Results of Different Modules.

Network Model Structure mAP R

YOLOv5 0.802 0.786
YOLOv5 + 1 Transformer-CSP 0.842 0.818
YOLOv5+ 2 Transformer-CSP 0.757 0.746
YOLOv5+ 3 Transformer-CSP 0.575 0.627

Table 3 elucidates that with the progressive addition of Transformer-CSP modules,
mAP displays an initial increment from 0.802 to 0.842 (i.e., a relative enhancement of 5%).
However, when more than one Transformer-CSP module is added, the mAP exhibits an
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inconsistent trend and even slightly declines, implying that further augmentation with
additional Transformer-CSP modules does not necessarily translate into improved mAP.
With the initial augmentation of one Transformer-CSP module, the R value notably escalates
from 0.786 to 0.818. But, akin to the mAP behavior, R fails to consistently improve with
further module addition, instead displaying a mild depreciation. This evidence again
underscores the pivotal role of a singular Transformer-CSP module, suggesting that it
serves as the primary force driving the performance elevation of the network.

Considering that there are three corresponding C3 modules for detection in the back-
bone network, in order to maximize the performance of the Transformer-CSP module, the
next set of experiments replaces each of the three C3 modules with a Transformer-CSP
module at different locations. The model is then trained for 200 epochs, and the results are
displayed in Figure 9.
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It can be seen from Figure 9 that the optimal performance boost is achieved when the
Transformer-CSP module is integrated into the 9th layer of the YOLOv5 network. Through
this configuration, an enhancement of 0.04 is observed in the mAP metric, achieving a
precision score of 0.84. However, when the Transformer-CSP module is introduced at the
5th and 7th layers, the model’s performance remains constant or decrease slightly. This
implies that the inclusion of the Transformer-CSP module at deeper levels offers significant
improvements for the task of detecting minor insulator defects, impacting the entirety of the
head network. Hence, we conclude that the optimal choice for improving mean precision in
minor insulator defect detection is to substitute the C3 module with the Transformer-CSP
module at the 9th layer of the network. This research outcome provides direction and
reference for the design of less resource-intensive and trainable models.

3.5. Comparison of Training Results with Other Positioning Network Models

To better demonstrate the superior performance of the HST-Net model in the pre-
cision and recall of insulator surface defect detection in substations, five state-of-the-art
algorithms are chosen for comparative analysis with the validation set, such as SSDlite-
mobilenetv2 [38], YOLOv5, YOLOX [39], YOLOF [40], and SSD [41]. The experiments
are run under identical environments, using the same equipment and the same image
pre-processing procedures. The comparison results are shown in Table 4. It can be seen
that the proposed method achieved optimal values on both indicators.

The change curve of mAP from five network models with the training rounds is
plotted in Figure 10. As can be clearly observed, with the same 200 Epochs of training,
the mAP outcomes on the insulator defect dataset are superior for HST-Net, YOLOF, and
YOLOX as compared to SSD and SSDlite-mobilenetv2. Although in the early Epochs, the
proposed HST-Net required a longer convergence time, the final mAP peak was 0.02 and
0.10 higher than YOLOX and YOLOF, respectively, attaining a score of 0.84201. SSD and
SSDlite-mobilenetv2 scored mAP values of 0.635 and 0.630 respectively, reflecting subpar
precision. It further substantiates the effectiveness of our proposed HST-Net model in
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detecting insulator defect regions. The comparative prediction outcomes are shown in
Figure 11.

Table 4. The detection results of each model for insulator defect.

Algorithm Frame mAP R

YOLOv5 CSPDarknet 0.802 0.786
YOLOX CSPDarknet 0.813 0.746
YOLOF ResNet50 0.741 0.681

SSD ResNet50 0.635 0.590
SSDlite-mobilenetv2 ResNet50 0.630 0.561

HST-Net (Ours) Transformer-CSP 0.842 0.818
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In assessing the effectiveness of model detection, we gauge the precision of the model
by its confidence score and measure its completeness through the defect classification recall
(DCR). DCR refers to the recall of insulator defects. As depicted in Figure 11, the proposed
HST-Net attains the highest confidence score and a 100% DCR in the test images, thus
delivering the most efficient detection results. Notably, the SSDlite-mobilenetv2 model,
as illustrated in Figure 11d, overlooks two instances of surface damage and one normal
insulator, rendering it the least effective model with a mere 50% DCR. Furthermore, SSD,
portrayed in Figure 11c, exhibits numerous instances of redundant detection, resulting in a
lower confidence score. Meanwhile, YOLOX suffers from defect omissions, and YOLOF
shows a lower confidence score. In conclusion, the enhanced HST-Net demonstrats the
most adept detection performance in the test images.

Based on the analysis, the HST-Net defect detection model exhibits a fast speed, boast-
ing high detection precision. This ensures a balance between precision and speed, making it
suitable for deployment in unmanned aerial vehicle (UAV) inspections of insulator surface
defects in substations. The scalability of this model could facilitate an improvement in the
efficiency and efficacy of defect detection in substations across various scales of operation.

3.6. Visual Analysis of Transformer-CSP Layer Feature Map

In this section, the fifth layer of the backbone network is visualized as shown in
Figure 12. Figure 12a is the feature map visualization results of the C3 module of the
original YOLOv5, and Figure 12b is the feature map visualization results of the improved
Transformer-CSP module of the YOLOv5. It is not difficult to find that the feature images
extracted by the Transformer-CSP module are sparser and have more semantic information
for the neck network to screen the extracted features. However, the feature images extracted
by the original C3 module do not have much geometric information, which is not conducive
to target detection. Although some images contain more geometric information, the
semantic features of the image are not much, which is not conducive to image classification.
The proposed Transformer-CSP module pays more attention to extracting the effective
features of the prior box and inhibiting the irrelevant or invalid features.
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3.7. Experimental Results of Insulator Defect Segmentation

The results from the training of the HST-Net on the insulator defect segmentation
dataset are depicted in Figure 13. The model displays a quick convergence rate, reaching
a plateau within the first 200 epochs, at which point the training is halted to prevent
overfitting. The maximum mAP score on the insulator defect validation set reached 0.84,
with a recall rate of 0.81.
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Table 5 presents a comparison among four segmentation models: HST-Net, Unet,
OCRnet, and U-Segnet-p. Notably, HST-Net operates with an impressive speed of 83.33 FPS
and a smaller model size of 93.245 M. It outpaces Unet, OCRnet, and U-Segnet-p, which
run at 51.02 FPS, 4.22 FPS, and 54.81 FPS, and have larger model sizes of 221.857 M, 275.573
M, and 113.986 M, respectively. Moreover, HST-Net achieves a commendable AP of 0.82
and a higher mIoU of 0.89. Additionally, it registers a significantly higher Efficiency score
of 1100.0. In contrast, Unet, OCRnet, and U-Segnet-p attain lower AP and mIoU scores, as
well as lesser Efficiency scores. It is evident that our HST-Net considerably outperforms the
other models, underlining its superior performance in environments such as substations
where stringent real-time requirements are necessary.

Table 5. Comparison results of four segmentation models.

Algorithm FPS Model Size AP mIoU Efficiency

HST-Net (Ours) 83.33 93.245 M 0.82 0.89 1100.0
Unet 51.02 221.857 M 0.65 0.57 1020.4

OCRnet 4.22 275.573 M 0.79 0.61 84.4
U-Segnet-p 54.81 113.986 M 0.76 0.60 647.2

Additionally, the HST-Net is designed with a remarkable consideration for model size.
Despite being compact and amenable to edge computing platforms, where processing is
often conducted via embedded processors, it maintains a model size within the 100 MB
range. This allows for more effortless deployment and better utilization of computational
resources, offering a strategic advantage in constrained environments. Besides, the HST-Net
does not compromise on precision. With an AP score surpassing 0.82 and a mIoU of 0.89,
it demonstrates a superior level of segmentation accuracy. This feature, combined with
its compact size and high speed, validates the HST-Net as a highly efficient, precise, and
resource-friendly solution for insulator defect segmentation.

As illustrated in Figure 14, insulator defect detection segmentation is executed at
the pixel level. The inspection algorithm primarily identifies two categories of defects:
flashover damage to insulator shells and insulator shell breaks. Flashover damage, the
first defect type, is typically the result of excessive voltage stresses or contamination on
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the insulator surface. It presents itself as charred or discolored patches on the insulator
shell, indicating areas where electricity has bypassed the intended conductive path and
traversed through the insulator instead. Prolonged exposure to such conditions may further
weaken the insulator’s dielectric properties and lead to catastrophic system failures. The
second defect type, breaks in the insulator shell, usually occur due to mechanical stresses
or environmental factors such as wind, ice, and even wildlife interference. Such defects
might compromise the insulator’s mechanical integrity and lead to catastrophic equipment
failure if not detected and addressed promptly.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 17 of 20 
 

Efficiency score of 1100.0. In contrast, Unet, OCRnet, and U-Segnet-p attain lower AP and 
mIoU scores, as well as lesser Efficiency scores. It is evident that our HST-Net considerably 
outperforms the other models, underlining its superior performance in environments 
such as substations where stringent real-time requirements are necessary. 

Table 5. Comparison results of four segmentation models. 

Algorithm FPS Model Size AP mIoU Efficiency 
HST-Net (Ours)  83.33 93.245 M 0.82 0.89 1100.0 

Unet 51.02 221.857 M 0.65 0.57 1020.4 
OCRnet 4.22 275.573 M 0.79 0.61 84.4 

U-Segnet-p 54.81 113.986 M 0.76 0.60 647.2 

Additionally, the HST-Net is designed with a remarkable consideration for model 
size. Despite being compact and amenable to edge computing platforms, where pro-
cessing is often conducted via embedded processors, it maintains a model size within the 
100 MB range. This allows for more effortless deployment and better utilization of com-
putational resources, offering a strategic advantage in constrained environments. Besides, 
the HST-Net does not compromise on precision. With an AP score surpassing 0.82 and a 
mIoU of 0.89, it demonstrates a superior level of segmentation accuracy. This feature, com-
bined with its compact size and high speed, validates the HST-Net as a highly efficient, 
precise, and resource-friendly solution for insulator defect segmentation. 

As illustrated in Figure 14, insulator defect detection segmentation is executed at the 
pixel level. The inspection algorithm primarily identifies two categories of defects: flash-
over damage to insulator shells and insulator shell breaks. Flashover damage, the first 
defect type, is typically the result of excessive voltage stresses or contamination on the 
insulator surface. It presents itself as charred or discolored patches on the insulator shell, 
indicating areas where electricity has bypassed the intended conductive path and trav-
ersed through the insulator instead. Prolonged exposure to such conditions may further 
weaken the insulator’s dielectric properties and lead to catastrophic system failures. The 
second defect type, breaks in the insulator shell, usually occur due to mechanical stresses 
or environmental factors such as wind, ice, and even wildlife interference. Such defects 
might compromise the insulator’s mechanical integrity and lead to catastrophic equip-
ment failure if not detected and addressed promptly. 

 
Figure 14. Insulator defect segmentation detection results. 

From the segmentation results shown in Figure 15, it is evident that the Unet algo-
rithm provides the least satisfactory performance. Two large areas of insulator defects are 
overlooked by this algorithm, resulting in a substantial gap in defect identification. The 
OCRnet model, on the other hand, produces a false positive, mistakenly identifying a nor-
mal white area as a “Broken” region. Furthermore, the U-Segnet-p model exhibits a clear 
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From the segmentation results shown in Figure 15, it is evident that the Unet algorithm
provides the least satisfactory performance. Two large areas of insulator defects are over-
looked by this algorithm, resulting in a substantial gap in defect identification. The OCRnet
model, on the other hand, produces a false positive, mistakenly identifying a normal white
area as a “Broken” region. Furthermore, the U-Segnet-p model exhibits a clear instance of
missing an evident defect. In stark contrast, the proposed HST-Net model demonstrates
superior segmentation results. It achieves a level of precision and style comparable to the
ground truth, setting a new standard in image segmentation quality and reliability.
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Figure 15. Comparison of Different Algorithm Segmentation Masks.

The pixel-level defect detection algorithm is a significant breakthrough in the field
of insulator health monitoring. It holds the potential to improve the overall efficiency of
the inspection process, augmenting the preventative maintenance efforts, and ultimately
enhancing the reliability and longevity of power system operations. The efficacy of this
approach underscores the importance of incorporating advanced image processing tech-
niques in the realm of power system maintenance and inspection. Further research and
optimization in this domain could pave the way for even more robust and effective methods
for insulator defect detection and assessment.
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4. Conclusions

In localizing minute surface defects on insulators, conventional object detection meth-
ods have encountered several limitations, with their comparatively slower processing
speeds standing out as a prominent issue. This paper proposes a novel insulator surface
defect detection algorithm, HST-Net, based on the improved YOLOv5, by reconstructing
the backbone network structure of YOLOv5 and introducing Transformer-CSP modules as
replacements for the original C3 modules. A real case is used to verify the effectiveness of
the proposed HST-Net. Specifically, the ablation experiments demonstrate the proposed
HST-Net achieves a near increment of 5% mAP and outperforms other object detection
algorithms. These significant enhancements in detection accuracy are achieved without
compromising the detection efficiency. Furthermore, we restructure the head segmentation
network, enhancing the output of insulator defect segmentation. It attains an AP50 of
0.82, surpassing the OCRnet. Additionally, this method exceeds the performance of the
classic segmentation network Unet. Meanwhile, we manage to maintain model lightness
with a detection speed that reaches 83.33 FPS, satisfying the substation’s requirements for
inspection efficiency.

For future work, we intend to incorporate more samples of various types of insulator
defects to train our network. Additionally, addressing the high rate of missed detections in
small insulator defects will be a significant direction for our future research.
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