
Citation: Wang, L.; Xi, R.; Guo, X.;

Ma, Y. The Structural Design and

Optimization of Top-Stiffened

Double-Layer Steel Truss Bridges

Based on the Response Surface

Method and Particle Swarm

Optimization. Appl. Sci. 2023, 13,

11033. https://doi.org/10.3390/

app131911033

Academic Editor: Dario De

Domenico

Received: 28 August 2023

Revised: 26 September 2023

Accepted: 5 October 2023

Published: 7 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

The Structural Design and Optimization of Top-Stiffened
Double-Layer Steel Truss Bridges Based on the Response
Surface Method and Particle Swarm Optimization
Lingbo Wang 1,2,*, Rongjie Xi 1, Xinjun Guo 1 and Yinping Ma 3

1 Highway School, Chang’an University, Xi’an 710064, China; 2021121061@chd.edu.cn (R.X.);
2021121051@chd.edu.cn (X.G.)

2 Key Laboratory of Transport Industry of Bridge Detection Reinforcement Technology, Chang’an University,
Xi’an 710064, China

3 School of Civil Engineering, Chongqing University, Chongqing 400045, China; myfmyh1@cqu.edu.cn
* Correspondence: wanglingbo@chd.edu.cn

Abstract: A lightweight design optimization algorithm is proposed to optimize the design parameters
of stiffened double-layer steel girder bridges, the aim of which is to improve structural safety
and reduce superstructure works. Taking a top-stiffened double-layer steel truss bridge as the
reference project, a multiscale mixed-element model of the initial design parameters is established,
and its computational accuracy is verified. Considering the structural configuration and loading
characteristics of the bridge, the elastic modulus of steel, the deck plate thickness, the stiffening
vertical bar height, and the relative distance between the double-layer main girders are selected as
the design parameters for optimization. The mid-span vertical deflection, the axial forces in the
stiffeners, the bottom plate of the deck, the compressed web tube at the pier top, and the quantity of
superstructure works are chosen as the objective functions to be minimized. A lightweight calculation
equation reflecting the relationship between the optimization parameters and the objective functions
is established using the response surface method (RSM). Subsequently, an improved weighted particle
swarm optimization (WPSO) model is employed to perform the multi-objective optimization of the
design parameters for the bridge, and the results are compared with those obtained from the multi-
objective genetic algorithm NSGA-II. The results show that the RSM accurately fits the numerical
relationship between the optimization parameters and the objective response functions. When
minimizing the quantity of superstructure works as the primary control objective and minimizing
the mid-span vertical deflection and the axial forces in the compressed web tube at the pier top as
secondary control objectives, the optimization results achieved by WPSO outperform those obtained
by NSGA-II. The optimized results lead to reductions of 11.09%, 3.92%, 7.56%, 4.45%, and 8.38%
in the respective objective function values of the structure. This method has important theoretical
significance for the optimization of structural design parameters.

Keywords: structural design optimization; steel truss bridge; RSM; WPSO; NSGA-II

1. Introduction

With the rapid expansion of the urban environment and the fast advancement of
economic construction, steel truss bridges are favored because of their light weight, high
strength, and strong adaptability [1]. However, while steel truss bridges are widely used as
long-span bridges, the increasing vehicle load also brings new challenges to their structural
design. Bridge structure design optimization seeks the functional relationship between the
design parameters and output responses to achieve one or more of the goals of reducing
bridge construction costs, improving structural bearing safety and stability, improving
structural durability, and enhancing construction environmental protection. In the context
of economic globalization, structural design optimization can improve the existing design
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level, reduce construction costs, and increase the core competitiveness of bridges with
similar structural designs.

Finite element (FE) modeling methods are generally used for traditional steel truss
bridge design and verification calculations. However, when performing multi-parameter
optimization, it is necessary to manually adjust various parameter combinations to perform
trial calculations and verify the optimization results; in particular, for large-scale bridge
models with a large number of meshes and complex structures, the optimization process
will be slow and will consume large amounts of computing time and resources. Therefore,
under the current situation, namely, the daily increase in the number of long-span steel
truss bridges and the increasingly more stringent optimization requirements of bridge
design, it is necessary to find a lightweight multi-parameter design optimization algorithm.

At present, the commonly used bridge optimization methods mainly include mathe-
matical optimization methods, structural optimization methods based on empirical equa-
tions, deep learning methods [2], etc. Mathematical optimization methods can be used to
solve multi-constraint and nonlinear problems, but they require numerous calculations,
take a long amount of time, and sometimes cannot converge to the global optimal solution.
Structural optimization methods based on empirical equations have a simple calculation
process and quickly yield results, but the dependent empirical equation may not completely
match the actual structure, resulting in low-precision results. Finally, although deep learn-
ing methods can provide high-precision calculation results, they require a large amount of
sample data for training, and the time cost is high. In contrast, the response surface method
(RSM) can explicitly express the optimization function; it has the characteristics of a concise
form, clear logic, and rapid response, and is suitable for the lightweight design of long-span
complex structures. It maps each point in the design space to the value of each design
variable, establishes a response surface based on the overall response of the design target,
and then optimizes the structural design parameters by analyzing the response surface.

In recent years, scholars have carried out detailed research on the application of the
RSM in civil engineering. The extant literature has mainly focused on the local compo-
nents (mainly simply supported beams), the damage identification of girders [3,4], bridge
piers [5], and stay cables [6], and the seismic design of bridges with simple structures [7–9].
Moreover, the results of load tests have been used to correct the FE models of bridges
undergoing service modification [10–14], and the experimental design method has been
adopted to study the mechanical properties of new building materials [15]. The design
parameter adjustment method has also been used to study the mechanical properties of
structures [16,17], and construction monitoring data have been utilized to monitor and
control the construction process [18]. However, there have been few related studies on the
multi-objective optimal design of bridges using the RSM. In addition, the extant optimiza-
tion research on bridge structures has primarily focused on simple structures, and there is
limited research on the optimization of large-span bridges with complex structures.

The engineering project considered in this study is a complex large-span double-layer
steel truss bridge, for which traditional optimization methods would result in significant
time and economic costs. A new optimization method is proposed to achieve rapid and
accurate structural design optimization for this complex bridge. First, a multiscale hybrid
element model of the bridge is established using ABAQUS FE software (https://www.3ds.
com/products-services/simulia/products/abaqus/) based on the de-sign drawings. Next,
the RSM is used to fit the model data and extract sensitive parameters via significance
analysis. This leads to the formulation of a lightweight equation for structural variables,
which takes into account the elastic modulus of steel, the bridge deck thickness, the
maximum length of the stiffening vertical rods, and the relative distance between the
double-layer main beams. Based on this, a multi-objective optimization algorithm with the
response function as the control indicator is adopted to find an optimized solution that
maximizes the structural load-bearing capacity while minimizing material costs, such as
achieving the minimal vertical deflection of the structure while minimizing the engineering

https://www.3ds.com/products-services/simulia/products/abaqus/
https://www.3ds.com/products-services/simulia/products/abaqus/
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quantity of the upper structure. (The minimization of material costs mentioned in this
article generally refers to minimizing the amount of upper structure engineering).

2. Capacity Optimal Design Method
2.1. Response Surface Method

As a statistical method, the RSM can establish a predictive model via multiple nonlin-
ear regression. The RSM is widely used as an alternative model in parameter sensitivity
analysis and design optimization to improve the computational efficiency. The RSM as-
sumes that the response of the structure can be approximated as

Z =
i=1

∑
n

ki ϕi(x), (1)

where Z is the structural response, ϕi(x) is the basis function, n is the number of basic
functions, and ki is the response function coefficient.

According to the least-squares method, the response surface function coefficient is
determined as

K =
(

ΦTΦ
)−1(

ΦTZ
)

, (2)

where K is the response surface function coefficient matrix, K = [k0, k1, . . . , kn]. Moreover,
Φ is the matrix formed by the sample points and is expressed as follows:

Φ =



ϕ1

(
x(1)

)
· · · ϕn

(
x(1)

)
...

...
...

ϕ1

(
x(i)
)
· · · ϕn

(
x(i)
)

...
...

...
ϕ1

(
x(m)

)
· · · ϕn

(
x(m)

)


. (3)

The response surface function Z can be obtained by solving the matrix equation of the
random variables of the response surface to find the response surface function coefficient.
For most engineering problems, Z is represented as a second-order polynomial function
with cross-terms to take into account the linearity, interaction, and curvature linear terms.

Z = a0 +
i=1

∑
c

aixi +
i=1

∑
c

aiix2
i +

i=1

∑
c

j>i

∑
c

aijxixj, (4)

where a0 is the constant coefficient of the response surface, ai is the coefficient of the linear
term of the response surface, aii is the coefficient of the quadratic term of the response
surface, aij is the coefficient of the interaction term of the response surface, and c is the
number of design parameters.

2.2. WPSO

Particle swarm optimization (PSO) is derived from the simulation of bird predation.
In essence, it is a random search algorithm suitable for finding the optimal solution in a
dynamic and multi-objective optimization environment.

The search space of optimization problems is analogous to the flight space of birds,
each of which is abstracted into a particle without mass and volume, which is used to
represent a possible solution to all problems. Each group of particles begins by randomly
assigning an initial position x and initial velocity v in a given space, and x and v are then
updated using the following equations:

vij(t + 1) = w·vij(t) + c1r1(t)
[
pij(t)− xij(t)

]
+ c2r2(t)

[
pgi(t)− xij(t)

]
, (5)
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xij(t + 1) = xij(t) + vij(t + 1), (6)

where t is the current iteration number, r1 and r2 are distributed in [0, 1], and pij(t) is
the historical optimal position of the i-th particle. Moreover, pgi(t) is the best historical
group position, and c1 and c2 are non-negative constants. The velocity and position are
usually limited to a certain interval, namely, [−vmax, vmax] and [−xmax, xmax], respectively.
Finally, w is the dynamic iteration weight, which is adopted as the following decreasing
linear equation:

w = wmax −
(wmax − wmin)·t

Tmax
, (7)

where Tmax represents the maximum number of evolutions, and wmax and wmin, respec-
tively, denote the maximum and minimum inertia weight values.

The fitness values f it[i] for each particle are calculated to select the individual ex-
tremum pbest(i) for the i-th iteration and the global extremum gbest(i) among all iterations.
When the algorithm termination condition is satisfied, the global extremum and the corre-
sponding position are the optimal results.

When actual engineering problems involve the constrained optimization of complex
multi-objective functions, a fitness function with a fixed value often cannot achieve the
expected results. In this case, the optimization problem is usually solved by the improved
weighted PSO (WPSO) method. In this algorithm, the fitness function is often not a single
function, but a multifunctional equation system. The fitness-weighted matrix ‖ f it[i]·ηi‖2
is introduced into the Euclidean norm equation of the fitness function, which sorts the
function priority and can be represented as follows:

‖ f it[i]·ηi‖2 =
(
| f it[xi1]·ηi1|2 + | f it[xi2]·ηi2|2 + . . . + | f it[xin]·ηin|2

)1/2
, (8)

where f it[xij](j = 1 ∼ n) represents each desirable equation for the optimization function,
and ηij(j = 1 ∼ n) represents the importance weight of each desirability equation.

In this case, ‖ f it[i]·ηi‖2 is the desirability function for the actual optimization of the
system of equations. The RSM and WPSO are integrated to design the WPSO-RSM model.

2.3. Decision-Making

WPSO can be used to obtain a series of Pareto solutions, including both the global
optimal solution and suboptimal solutions. However, based on practical considerations, it
is necessary to select a single preferred solution from the Pareto solutions. Therefore, to
select the most suitable optimization solution from multiple options in accordance with
engineering practicality, the following three different optimization strategies are considered.

Strategy I: Prioritize increasing the load-bearing capacity of the bridge structure
without increasing the material costs. This strategy is generally applicable to bridges that
require further improvement in the load-bearing capacity and the material utilization rate
of the upper structure.

Strategy II: Prioritize minimizing the material costs while ensuring that the load-
bearing capacity of the bridge structure is not reduced. This strategy is generally applicable
to bridges with sufficient safety reserves for which costs must be saved to a certain extent.
Scholars have previously applied this strategy to bridge optimization [19,20].

Strategy III: Prioritize achieving a balance between the load-bearing capacity and
material costs of the bridge structure. This strategy is an equilibrium strategy and needs to
be selected in consideration of the actual situation.

These three optimization strategies are proposed based on practical engineering expe-
rience and focus on the internal forces of the key components and the engineering quantity
of the upper structure of the bridge. Considering the engineering application context of
this study, Strategy II is chosen as the basis for selecting the optimal optimization solution.
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The optimization design process based on the WPSO-RSM model is illustrated in Figure 1,
and it mainly consists of the following three steps.
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Figure 1. The flowchart of the capacity design process based on WPSO-SRM.

Step 1: Develop the capacity response surface model.
A set of bridge samples is generated using the central composite design (CCD) method

after determining the ranges of different design parameters. Then, the capacity-related
values of bridge samples are subjected to polynomial fitting to determine the model param-
eters, which can be applied to determine the capacity response surface model by adjusting
the polynomial form.

Step 2: Obtain the Pareto optimal solutions.
The bridge samples are randomly generated and considered the initial particles. Con-

sidering the material cost, the bearing capacity, and the determined constraint conditions,
the fitness-weighted matrix is introduced as a Euclidean norm equation, which can be
applied to sort the function priority of fitness functions. Considering the specific opti-
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mization strategies, WPSO with the determined parameters is applied to obtain the Pareto
optimal solutions.

Step 3: Determine the optimal design scheme.
The final optimal design scheme can be achieved by comparing the differences in the

Pareto optimal solutions of the three optimization strategies.

3. Bridge Case Study
3.1. FE Modeling

A top-stiffened steel truss bridge comprising nine main trusses with a span arrange-
ment of 124 m + 132 m + 132 m + 168 m + 300 m + 168 m + 132 m + 132 m + 124 m
was selected as a case study, as shown in Figure 2. The bridge had two layers; the upper
layer was a six-lane road, and the lower layer was a four-lane road and two-track railway.
Sidewalks on both sides were also cantilevered on the lower layer. Two upper stiffening
rods were arranged in the middle three spans.
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Figure 2. The front elevation of the truss bridge (unit: m).

The horizontal chords were box-shaped cross-sectionally, the web members were h-
shaped cross-sectionally, the bridge slabs were orthotropic, the upper stiffening rods were
rectangle-shaped cross-sectionally, and the booms consisted of parallel steel wires. The
substructure included two abutments and eight piers. W1 and W10 were joint piers,
which combined an upper road pier and a lower rail pier. The others were hollow
piers with 6 × 8-m rectangular sections. The upper stiffening rods were made of Q420q
steel, the booms were made of Q370q steel, and the truss members were made of Q500q
steel. The elastic modulus of all steel materials was 206 GPa, and the mass density was
7850 kg/m3. The concrete strength of the substructure was 45 MPa and the mass density
was 2500 kg/m3. Moreover, PETE elastomeric bearings were installed at the top of each
bridge pier. The cross-section arrangement of the pier cap beam and the standard main
beam are shown in Figure 3.

ABAQUS software was applied to develop the nonlinear FE model of this bridge,
which is presented in Figure 4. The pier top and mid-span were selected as the most
important parts of the structure with the minimum remaining life. Based on the consid-
eration of the safety of the entire structure, the remaining life of this part determines the
remaining life of the whole bridge. The refined models of the small-scale segments were
built by S4R shell elements, while the large-scale models of the other main beam segments
were built by B31 truss elements. The shell and truss elements were assembled by the
“coupling” command.
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Figure 4. The multi-scale FE model of the tested bridge.

To avoid the influence of the Saint Venant effect, the modeling length of the beam
element in the non-test area was appropriately lengthened so that the distance between the
test section and the coupling surface was more than three times the chord section size. In
practice, sliding supports are used at all piers, so only vertical displacement constraints
were used for simulation, and the mesh size of the whole bridge was about 500 mm.

During bridge operation, the vehicle load will produce an uneven surface load on the
bridge slab. Considering the refined analysis requirement, bridge slabs were also built by
S4R shell elements. The global mesh size of the slabs was about 300 mm, and that near the
upper chord was reduced to 100 mm. There were at least four layers of the elements along
the thickness direction of the bridge slab.

To accurately simulate the actual force state of the longitudinal and transverse stiffened
beams interacting with the bridge slab, different connection strategies were developed.
Near the pier top and mid-span, S4R shell elements were used to establish longitudinal
and transverse stiffener beams, while the slab and top chord were connected by Boolean
operations. In the other main beam areas, B31 truss elements were used to establish
longitudinal and transverse stiffener beams, while the connection between the slab and top
chord was assumed to be strong enough and the “MPC” (multipoint constraint) command
was applied on the interface between them.

3.2. Verification of FE Modeling

To ensure the calculation accuracy of the multi-scale FE model, the calculated axial
forces of the upper chord, lower chord, inclined bar, upper stiffening chord, and vertical
stiffening bar under the design load were compared with the design data. The design data
presented in the figure were all derived from the engineering design drawings. Due to
space limitations, only the partial comparison results of the pier tops and mid-span areas
in a half-span symmetrical structure are presented. In Figure 5, the position of the bar
corresponding to each bar number is indicated by a red circle.

From Figure 5, it can be seen that the value of each regional component in the design
data and the calculation results of the ABAQUS multi-scale mixed unit model is above 0.97,
and the coefficient of variation (C.V.) is less than 4%. This demonstrates that the results
generated by the ABAQUS model are stable, reliable, and in good agreement with the
design data, and the calculation results can meet the precision requirements.
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upper stiffened chord under the design load. (e) The maximum axial force of the stiffened vertical
bar under the design load.

4. Model Lightweight Algorithm
4.1. Choice of Optimization Parameters and Objective Function

The double-layer steel truss bridge structure is complex and involves a large engineer-
ing volume. It is necessary to optimize the relevant parameters that affect the structural
stress and engineering volume within a reasonable range while meeting the specifications.

The improvement of the performance of steel is an important direction for the future
development of steel bridges [21]. The elastic modulus of steel, an important parameter
reflecting its mechanical properties, can be optimized within a reasonable range to improve
the structural stress performance and deformation. The elastic modulus of various steels at
room temperature is mostly between 1.9 × 105 and 2.2 × 105 MPa [22]. The optimization
ranges of the elastic modulus of steel described in this article include those of the steel used
in the upper and lower main girders of the steel truss in the project, as well as the steel used
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in the bridge deck, bracing chords, and vertical stiffening bars. The parameter optimization
ranges are considered to be within ±5%.

Orthotropic bridge decks consist of bridge panels, transverse ribs, and longitudinal
ribs. Studies have shown that appropriately increasing the thickness of the bridge panel
can improve the stress state of the orthotropic bridge deck [23], but it will increase the
engineering volume. Therefore, considering the bridge panel thickness as an optimization
parameter has significant engineering significance, and the parameter optimization range
is considered to be within ±20%.

In the double-layer steel truss bridge with upper bracing chords, the maximum length
of the vertical stiffening bars is an important parameter for structural stress, and its opti-
mization can provide guidance for practical engineering. The relative distance be-tween the
double-layer main girders is mainly determined based on the structural stiff-ness and over-
head clearance requirements. Its value affects the structural stress and steel consumption,
so it needs to be optimized. The design parameters of similar structures are compared with
the maximum length of the vertical stiffening bars and the relative distance between the
double-layer main girders of the supported project [24–26], and the parameter optimization
range is determined within ±10%.

Based on the preceding analysis, the final selection includes four structural parameters
for optimization: the elastic modulus of steel, the bridge panel thickness, the maxi-mum
length of the vertical stiffening bars, and the relative distance between the double-layer
main girders. The parameters to be optimized and their ranges are listed in Table 1.

Table 1. The parameters to be optimized.

Label Parameter
Range of

Correction (%)
Level

Low Initial High

A Steel elastic modulus (MPa) ±5 195,700 206,000 216,300
B Bridge deck thickness (mm) ±20 12.8 16 19.2
C Maximum length of vertical stiffening rods (mm) ±10 28,800 32,000 35,200

D Relative distance between double-layer main
beams (mm) ±10 10,800 12,000 13,200

To reflect the stress and deformation characteristics of the main load-bearing members
in a top-stiffened steel truss bridge, several objective functions were selected for correction.
These functions include the mid-span vertical deflection, the axial internal force of stiffened
strings, the longitudinal internal force of the bridge deck bottom plate, and the axial internal
force of the empty tube of the web bar under compression at the pier top. To ensure the
accuracy of the values, each model member in the most unfavorable area was divided into
five segments for calculation, and the average value was taken as the benchmark data for
analysis, as reported in Table 2.

Table 2. The settings of the objective functions.

Label Objective Function

R1 Mid-span vertical deflection
R2 Axial internal force of the stiffened string
R3 Longitudinal internal force of the bridge deck bottom plate

R4
Axial internal force of the empty tube of the web bar under

compression at the pier top
R5 Superstructure works

Based on the characteristics of the optimization parameters and objective function,
the CCD method was employed to establish 30 sets of experimental conditions for two-
level four-factor optimization parameters and objective functions. The aim was to analyze
the level of sensitivity of the structural optimization parameters to the objective function
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while solving the contradiction between ensuring the fitting accuracy and controlling the
experimental cost when using the RSM instead of a model. It is particularly important
to select limited and highly representative sample data without affecting the computa-
tional accuracy. The specific experimental conditions are presented in Figure 6. The
percentage shown in the figure represents the value levels of each factor under different
operating conditions.
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4.2. Response Surface Analysis Fitting and Precision Testing

If there are too few provided parameter points or selection errors in the experimental
design; the estimated model terms may be confounded in later analysis. Therefore, consid-
ering the interaction effects of the two factors, it is important to first determine whether the
selected design can sufficiently estimate the coefficients of the desired model, as shown
in Table 3.

From Table 3, it can be seen that regardless of considering a single factor or the
interaction effects of two factors, the estimated standard deviation of the same type of
coefficient is highly similar. The variance inflation factors are 1.0 and 1.05, indicating that
there are good orthogonal relationships between the selected parameters to be optimized.
This satisfies the correlation between the regression coefficients, and the influence of each
independent variable and the target variable can be accurately estimated and explained.
Thus, the prediction effect will be more reliable and accurate. After comparison, it was
found that the probability calculation of the model with a standard deviation of 2.0 is
superior to those with standard deviations of 0.5 and 1.0. Therefore, a quadratic polynomial
was chosen for data regression. Due to space limitations, only the response surface results
of the five objective functions for parameters A and B are presented in Figure 7.
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Table 3. The computational probability evaluation.

Experimental
Design Elements

Standard
Deviation

Variance Inflation
Factor

Design Assessment Probability Calculation

0.5 Standard
Deviation

1.0 Standard
Deviation

2.0 Standard
Deviation

A 0.20 1.00 20.9% 63.0% 99.5%

B 0.20 1.00 20.9% 63.0% 99.5%

C 0.20 1.00 20.9% 63.0% 99.5%

D 0.20 1.00 20.9% 63.0% 99.5%

AB 0.25 1.00 15.5% 46.5% 96.2%

AC 0.25 1.00 15.5% 46.5% 96.2%

AD 0.25 1.00 15.5% 46.5% 96.2%

BC 0.25 1.00 15.5% 46.5% 96.2%

BD 0.25 1.00 15.5% 46.5% 96.2%

CD 0.25 1.00 15.5% 46.5% 96.2%

A2 0.19 1.05 68.7% 99.8% 99.9%

B2 0.19 1.05 68.7% 99.8% 99.9%

C2 0.19 1.05 68.7% 99.8% 99.9%

D2 0.19 1.05 68.7% 99.8% 99.9%
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The significance of optimization parameters A–D to target functions R1–R5 to be cor-
rected was analyzed using the F-test method. Assuming the model contains m parameters,
the statistical variance was calculated to ensure the significance of (m + 1) parameters.

Fm+1 =
(Sm − Sm+1)/(ηm − ηm+1)

Sm+1/ηm+1
, (9)

where Sm and Sm+1 are the sum-of-squares errors in the response surface equation for the
m-th parameter and the (m + 1)-th parameter, respectively, and ηm and ηm+1 are the degrees
of freedom for the m-th parameter and the (m + 1)-th parameter, respectively.

The criterion for the significance test of the parameters is as follows: given a sig-
nificance level α, when Fm+1 > F1−α(1, n−m− 1), the (m + 1)-th parameter has higher
significance and should be included in the response surface model; otherwise, it will
be removed.

According to Table 3, considering the present experiment with m = 4 independent
variables and n = 30 experimental runs, the F-test critical value is Fα=0.01 = 4.018 at the
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significance level of α = 0.01. Notably, given the substantial differences in the F-test
values that correspond to each response surface of the objective functions, it is imper-
ative to individually normalize the R1–R5 single factors, the interaction factors, and
their quadratic coupling terms to gain an intuitive understanding of the significance
characteristics of each parameter. In this context, the F-test critical values for R1–R5 are,
respectively, FR1(α=0.01) = 7.85× 10−3,FR2(α=0.01) = 2.91× 10−3, FR3(α=0.01) = 1.88× 10−2,
FR4(α=0.01) = 2.77 × 10−4, and FR5(α=0.01) = 3.71 × 10−6, and their respective levels of
significance are shown in Figure 8.
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It can be seen from Figure 8 that for objective function R1, variables A, B, C, D, and
C2 exhibit good significance. For objective function R2, variables B, C, D, and C2 exhibit
good significance. Similarly, for objective function R3, variables C, D, and C2 exhibit
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good significance. For objective function R4, variables B, C, D, CD, B2, C2, and D2 exhibit
good significance. Finally, for objective function R5, variables B, C, and D exhibit good
significance. It can also be seen that in the design of the top-stiffened double-layer steel
truss bridge, among these four objective functions, the most influential are the first-order
items of the four parameters to be optimized and the second-order items of the maximum
length of the vertical stiffening bar, and the second-order interaction items of most of the
other parameters are not significant.

The incomplete quadratic polynomial response surface regression equations, simpli-
fied based on the results of parameter significance analysis, are represented by
Equations (10)–(14).

R1 = −817.11 + 8.38A + 0.43B + 3.29C + 6.18D− 0.23C2, (10)

R2 = 6.92× 107 − 9.29× 104B + 1.33× 105C− 5.13× 105D + 8.94× 103C2, (11)

R3 = 4.54× 107 − 1.84× 105C− 3.34× 105D− 1.28× 104C2, (12)

R4 = −9.00× 107 + 5.02× 104B− 6.18× 104C + 5.63× 105D + 1.27× 103CD
−2.85× 102B2 − 3.72× 103C2 − 4.70× 103D2 , (13)

R5 = 6.23× 104 + 2.93× 102B + 28.95C + 58.81D. (14)

After establishing the response surface equation, it is necessary to use the complex
correlation coefficient R2 and corrected complex correlation coefficient R2

Adj to test the
fitting accuracy to ensure that the mathematical model can replace the FE method for the
subsequent calculation and analysis of the structural response values.

R2 = 1−

n
∑

i=1
(yi − ŷi)

2

n
∑

i=1
(yi − y)2

(
0 ≤ R2 ≤ 1

)
, (15)

R2
Adj = 1− (n− 1)(1− R2)

(n− k)

(
0 ≤ R2

Adj ≤ 1
)

, (16)

where yi and ŷi refer to the response values of the FE method and the regression model for
the i-th sampling point, respectively, and their mean values are y = 1

n ∑n
i=1 yi.

The accuracy of response surface fitting is exhibited in Figure 9.
According to Figure 9, both R2 and R2

Adj of objective functions R1–R5 reach 0.95 or
above, and their C.V. values are less than 3%. This indicates that the response surface fitting
equation agrees well with the results calculated by the FE model and can accurately reflect
the numerical relationships between the optimized parameters and the objective functions.
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4.3. Pareto Solutions

In practical applications, multi-objective intelligent optimization algorithms are of-
ten used to solve the constrained optimization problems of multi-objective functions.
Commonly used multi-objective algorithms include multi-objective genetic algorithms,
multi-objective simulated annealing algorithms, and multi-objective PSO algorithms. These
three types of algorithms are based on different simulation and evolution strategies and
transform multi-objective optimization problems into a series of single-objective optimiza-
tion problems. The goal of the algorithm is to find the optimal solution of the objective
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function within an appropriate search space while considering the constraints. This process
can be achieved by iteratively adjusting the parameters to obtain numerical approximations
of the extreme values.

PSO is an efficient parallel search algorithm that can find not only the optimal solution
of a problem but also several good suboptimal solutions, thus providing multiple mean-
ingful solutions for practical engineering problems. Based on this, a multi-objective PSO
algorithm was used to optimize the response surface fitting equation system. According
to the actual engineering needs, under a constant load, the importance ranking of design
response objectives is as follows: upper structure engineering quantity > mid-span vertical
deflection > axial force of the compressive chord air tube at the pier top > axial force of the
stiffening truss > longitudinal internal force of the bridge deck bottom plate.

The PSO program was written using MATLAB, and the operation process of the PSO
algorithm is displayed in Figure 10.
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The specific optimization process is as follows.

(1) Initialize the particle population size as N = 500, the particle dimension as D = 4, the
maximum number of iterations as T = 50, and the learning factors as c1 = c2 = 1.49445.
Determine the particle position range by Table 1; the maximum particle velocity is
vmax = 1 and the minimum particle velocity is vmin = −1.

(2) Initialize the population with random particle positions x and velocities v within the
specified range, the individual best position p and the best value pbest for each particle,
and the global best position g and best value gbest for the entire swarm.

(3) Calculate the fitness function based on the response surface equation system and
supplement the fitness weighting matrix to regulate the importance ranking of multi-
objective parameter optimization.

(4) Calculate the individual best value for each particle to screen out the global best value
for the entire swarm.

(5) Update all particle positions x and velocity values v, handle the boundary conditions,
and update the individual best position p and best value pbest, as well as the global
best position g and best value gbest for the entire swarm.

(6) Check if the termination condition is met (i.e., reaching the maximum number of
iterations); if so, terminate the search process and output the global optimization
value; otherwise, continue with iteration optimization.

The fitness evolution curve after optimization is shown in Figure 11.
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Figure 11. The fitness evolution diagram.

From Figure 11, it can be seen that the fitness function quickly converges after
13 iterations. At this point, the optimized results of R1-R5 are, respectively, −777.910,
65,492,000, 42,620,000, 85,839,000, and 56,738.600. The function optimization curves are
shown in Figure 12.
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4.4. Optimization Result Certification

To verify the accuracy of the optimization results, an additional multi-objective opti-
mization program based on NSGA-II (non-dominated sorting genetic algorithm II) was
written using MATLAB. This program was used to compare the optimization results with
those obtained from WPSO. NSGA-II is a multi-objective optimization algorithm based on
the genetic algorithm and simulates the process of natural selection and evolution to find
optimal solutions. The flowchart of the NSGA-II algorithm is displayed in Figure 13.
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The same optimization function and constraints were set for both algorithms. The
primary goal was minimizing the engineering quantity of the upper structure, and the
secondary goals were minimizing the mid-span vertical deflection and axial internal force
of the empty tube of the web bar under compression at the pier top, while ensuring the
safety of the bridge structure. Five sets of better optimization results were then selected
from the outcomes and the best data were compared. The optimization results obtained
using NSGA-II are presented in Table 4, while the optimization results obtained using
WPSO are shown in Table 5.
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Table 4. The NSGA-II optimization results.

Optimization
Group

Optimization Objective Optimization Coefficient (%)

A
(MPa)

B
(mm)

C
(mm)

D
(mm) R1′ R2′ R3′ R4′ R5′

1 216,237 12.94 34,599 13,185 −12.97% −2.32% −12.36% −3.38% −7.67%

2 216,237 12.95 34,599 12,047 −5.80% 4.70% −5.38% 2.17% −8.57%

3 216,237 12.96 34,999 13,185 −12.87% −1.82% −13.48% −3.23% −7.57%

4 216,279 13.00 32,618 13,200 −4.80% −5.34% −6.06% −4.24% −8.93%

5 216,236 12.96 35,135 13,185 −12.81% −1.63% −13.88% −3.17% −7.55%

Table 5. The WPSO optimization results.

Optimization
Group

Optimization Objective Optimization Coefficient (%)

A
(MPa)

B
(mm)

C
(mm)

D
(mm) R1′ R2′ R3′ R4′ R5′

1 216,300 12.80 32,838 13,200 −11.25% −3.76% −7.90% −4.40% −8.35%

2 216,300 12.80 32,723 13,200 −11.18% −3.85% −7.72% −4.43% −8.35%

3 216,279 12.80 32,618 13,200 −11.09% −3.92% −7.56% −4.45% −8.38%

4 216,300 12.80 33,088 13,200 −11.38% −3.55% −8.30% −4.33% −8.31%

5 216,300 12.82 32,816 13,200 −11.24% −3.79% −7.86% −4.41% −8.29%

From Table 4, it can be seen that Solutions 2 and 4 are the two methods that achieved
the minimum engineering quantity for the upper structure. Although Solution 2 yielded
a slightly better optimization result for the mid-span vertical deflection, Solution 4 had
a larger optimization magnitude for the upper structure quantity. Moreover, Solution 2
resulted in the negative optimization of the axial internal forces of the stiffened string and
the empty tube of the web bar under compression at the pier top, which would affect the
structural load-bearing capacity. Therefore, Solution 4 was selected as the final optimization
result for NSGA-II.

From Table 5, it can be observed that the optimization magnitudes of each solution of
WPSO were quite similar, and there were no extreme cases, as in Solution 2 of NSGA-II.
Among them, Solution 3 had the largest optimization magnitude for the engineering quan-
tity of the upper structure, while other optimization indicators did not display significant
differences compared to other solutions. Therefore, Solution 3 was selected as the final
optimization result for WPSO. The comparison of the final optimization coefficient for both
methods is shown in Figure 14.

Figure 14 compares the optimization results of the final solutions of the two optimiza-
tion algorithms. Compared to the NSGA-II optimization results, WPSO yielded a 6.29%
smaller mid-span vertical deflection, a 1.42% larger axial internal force of the stiffened
string, a 1.5% smaller longitudinal internal force of the bridge deck bottom plate, a 0.21%
smaller axial internal force of the empty tube of the web bar under compression at the pier
top, and a 0.45% larger upper structure quantity.
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In comprehensive consideration of the optimization targets, it is preferred to minimize
the upper structure quantity while ensuring safety, followed by minimizing the mid-span
vertical deflection and the axial internal force of the empty tube of the web bar under
compression at the pier top. Although the WPSO optimization solution displayed a slight
disadvantage in the optimization coefficients of the upper structure quantity and the axial
internal force of the stiffened string compared to the NSGA-II solution, it achieved an ad-
vantage in the optimization coefficients of the mid-span vertical deflection, the longitudinal
internal force of the bridge deck bottom plate, and the axial internal force of the empty
tube of the web bar under compression at the pier top. Among them, the optimization
co-efficient of the mid-span vertical deflection was almost three times that of the NSGA-II
solution. Therefore, considering all the factors, the WPSO optimization solution was chosen
as the final optimization solution for the bridge.

After optimization, the vertical deflection at the midpoint of the span can be reduced
by 11.09%, the axial internal force of the stiffening member can be reduced by 3.92%, the
axial internal force of the bottom plate of the bridge panel can be reduced by 7.56%, and
the axial internal force of the compressed web member at the pier top can be reduced by
4.45%. Moreover, the engineering quantity of the upper structure can be reduced by 8.38%.
The optimization coefficients are shown in Figure 15.

To compare the lightweight equation with the traditional ABAQUS calculation results
and to facilitate visualization, a comparison chart of the calculation data was drawn based
on a deflection of 1 mm, an internal force of 105 MPa, and an engineering quantity of
102 t, as presented in Figure 16. After comparison, the maximum deviation between the
lightweight calculation using the RSM and the ABAQUS modeling results was found
to be 1.43%, which meets the precision requirements while reducing the computational
modeling workload.
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5. Conclusions

In this study, the elastic modulus of the steel, the thickness of the bridge deck panel,
the height of the vertical stiffening rods, and the relative distance between double-layer
main beams were selected as the structural parameters to be optimized based on the
characteristics of bridge structures supported by engineering. Via the static analysis of the
initial FE model in ABAQUS, the mid-span vertical deflection, the axial internal force of
the stiffening chord, the longitudinal internal force of the bottom plate of the bridge deck
panel, the axial internal force of the compressed chord of the pier top truss, and the quantity
of upper structure engineering were selected as the objective functions. A lightweight
calculation equation based on the RSM was established for the optimization of the design
parameters, and the following conclusions were drawn.
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(1) A lightweight calculation equation based on the FE model of the engineering structure
supported by the RSM was established. Via significance analysis, it was found that the
use of a simplified incomplete quadratic polynomial as the response surface equation
can accurately fit the numerical relationships between the optimized parameters and
the target response function to be corrected. The fitting accuracy was found to be
high, which greatly reduces the workload of structural modeling in the optimization
design and ensures the accuracy and reliability of the optimization.

(2) Based on the lightweight equation established using the RSM, two optimization
methods, namely, WPSO and NSGA-II, were used to minimize the quantity of upper
structure engineering as the primary control objective and to minimize the mid-span
vertical deflection and the axial compression force in the hollow pier top tie rod as
the secondary control objectives. After comparing the optimization results, WPSO
was chosen as the final optimization scheme. After optimizing the design parameters,
the mid-span vertical deflection under constant load, the axial internal force of the
stiffening chord, the longitudinal internal force of the bottom plate of the bridge
deck panel, and the axial internal force of the compressed chord of the pier top truss
were reduced by 3% to 11% as compared with the original design. Furthermore, the
quantity of upper structure engineering was reduced by 8.38%, which improved the
structural performance while reducing the engineering cost.

(3) In the design stage, bridge structures usually require the manual adjustment of a large
number of design parameters to achieve the control of the structural performance,
material usage, and engineering cost. The process of establishing complex FE models
and adjusting parameter combinations is time-consuming and difficult to control
and involves many iterations. This article proposed a method that can achieve the
accurate optimization reasoning of certain control indicators of bridge structures via
mathematical optimization using lightweight response surface equations. Moreover,
when bridge structures enter the service period, this method can still be used to
simulate the actual parameters of the bridge structure under current conditions by
using health monitoring data. Thus, the precise simulation of the entire life cycle of
the bridge structure can be achieved. Therefore, this method is suitable not only for
the optimization of structural parameters in the bridge design stage but also for the
simulation of the structural health status of bridge structures in the operation stage.

Author Contributions: Conceptualization, L.W. and Y.M.; methodology, L.W.; software, L.W. and
R.X.; validation, R.X., X.G. and Y.M.; formal analysis, L.W.; investigation, R.X.; resources, X.G.;
data curation, R.X. and Y.M.; writing—original draft preparation, R.X., X.G. and L.W.;
writing—review and editing, R.X. and L.W.; visualization, Y.M.; supervision, L.W.; project adminis-
tration, R.X. and X.G.; funding acquisition, L.W. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by the National Key Research and Development Program of China
(Grant No. 2021YFB1600305), the Natural Science Basic Research Program of Shaanxi (Program No.
2022JC-23), and the Innovation Capability Support Program of Shaanxi (Program No. 2023-CX-TD-38).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data that support the findings of this study are available from the
corresponding author upon reasonable request.

Conflicts of Interest: The authors declared no conflict of interest.



Appl. Sci. 2023, 13, 11033 26 of 27

Nomenclature

RSM Response surface method
WPSO Weighted particle swarm optimization
FE Finite element
PSO Particle swarm optimization
CCD Central composite design
MPC Multipoint constraint
C.V. Coefficient of variation
NSGA-II Non-dominated sorting genetic algorithm II
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