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Abstract: Recommender systems position themselves as powerful tools in the support of relevance
and personalization, presenting remarkable potential in the area of marketing. The cold-start customer
problematic presents a challenge within this topic, leading to the need of distinguishing user features
and preferences based on a restricted set of transactional information. This paper proposes a hybrid
recommender system that aims to leverage transactional and portfolio information as indicating
characteristics of customer behaviour. Four independent systems are combined through a parallelised
weighted hybrid design. The first individual system utilises the price, target age, and brand of each
product to develop a content-based recommender system, identifying item similarities. Secondly,
a keyword-based content system uses product titles and descriptions to identify related groups of
items. The third system utilises transactional data, defining similarity between products based on
purchasing patterns, categorised as a collaborative model. The fourth system distinguishes itself
from the previous approaches by leveraging association rules, using transactional information to
establish antecedent and precedence relationships between items through a market basket analysis.
Two datasets were analysed: product portfolio and transactional datasets. The product portfolio
had 17,118 unique products and the included 4,408,825 instances from 2 June 2021 until 2 June 2022.
Although the collaborative system demonstrated the best evaluation metrics when comparing all
systems individually, the hybridisation of the four systems surpassed each of the individual systems
in performance, with a 8.9% hit rate, 6.6% portfolio coverage, and with closer targeting of customer
preferences and smaller bias.

Keywords: artificial intelligence; machine learning; recommender system; cold-start; digital marketing;
content filtering; collaborative filtering; market basket analysis

1. Introduction

Digital marketing is the result of an era of information and technology. New opportu-
nities bring along responsibilities; the ability to reach the world within a few clicks leads to
aneed to do so in a timely and relevant manner, respecting regulations such as the General
Data Protection Regulation (GDPR), privacy and human rights [1]. Thus, there is an ever
increasing demand for more relevant, personalised, engaging and entertaining methods of
marketing. Simultaneously, the trend has been to automatise and simplify these methods,
delegating analytics to machines and freeing human resources to more creative tasks [2—4].

Machine Learning (ML) positions itself as a valuable tool able to extract information
from large amounts of data, thriving from volume, velocity, variety and veracity, inherent
characteristics of big data [5]. ML is capable of exceeding human capacity in several tasks,
being extremely adaptable and fast responding, often used for classification, regression,
and prediction tasks [4,6].
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Within the spectrum of ML applications for digital marketing, recommender sys-
tems (RS) exhibit great utility and potential [7]. These systems seek to understand the
connection between users and items, identifying patterns among them in order to predict
user preferences [8]. By obtaining this information through complex models, RS provide
relevant recommendations, playing a role towards responsible, functional, pertinent and
non-invasive marketing.

RS rely on the quantity and quality of data, since a lack of information disrupts the
analytical power of ML tools. With an increased challenge of providing suitable recommen-
dations, the cold-start issue arises [9]. Cold-start is defined by the absence of sufficient data
to fulfil model requirements, either regarding user or item data. Considering the digital
marketing scenario, cold-start often occurs in regard to recent customers and products.
When presented with a full non-existence of data, the case is referred to as frozen-start [10].
The frozen-start case distinguishes itself from the exclusively cold-start case due to the
inability of developing customized recommendations, as there is no characterising feature.

Trends within the area of digital marketing greatly impact RS’s requirements. Ref. [11]
explored the concept of hyper-relevance within marketing, predicting “(...) a post-marketing
utopia where old forms of marketing—the disruptive, irrelevant, and corporate kind—have been
replaced by something new and different, still performed by marketers but no longer marketing” .
Hyper-relevance reinforces the challenge of treating cold-start cases, as achieving accurate
understanding and assuming a relevant role becomes increasingly difficult with the lack
of data.

This paper’s focal point is to provide recommendations to cold-start users given
the challenge and potential this area presents. It is required to perceive the users” main
distinguishing features, identifying connections between these characteristics and user
preferences. The user cold-start limitation is typically evaded through the use of extensive
item information and explicit ratings; the developed RS distinguishes itself from the
current state of the art due to utilizing a limited set of item and transactional information.
Considering the paper’s objectives, frozen-start cases will be excluded from the analysis
due to the inability to provide customisation.

This paper is organised as follows: Section 2 presents the latest developments within
the area of digital marketing, followed by a review of recommender systems and concluding
with a focus on the cold-start problem. Section 3 explores the problem and data description.
Section 4 describes the adopted methodology in detail. Section 5 presents the obtained
results, providing a comparison and critical analysis. Finally, Section 6 presents the main
conclusions and opportunities for future work.

2. Related Work

The goal of RS is to provide relevant recommendations in a responsive, dynamic
manner. These systems rely heavily on the quantity and quality of the data used to
make inferences. The most commonly used approaches include content, collaborative,
demographic, knowledge, and community-based RS [12]. Furthermore, the development
of hybrid, adaptable tools is often necessary to predict customers’ preferences [13]. Table 1
summarizes the related work about RS.

Content-based RS utilise descriptive data to find similarities between items. For exam-
ple, Ref. [14] explored a content-based movie recommender utilising movie descriptions
and metadata, such as genre and year of release, extracting similarity scores through cosine
similarity and further refining the recommendations. Ref. [15] further explored movie rec-
ommendations by characterising a content-based RS. Semantic descriptions were leveraged
to extract relevant information and find connections between items. By creating user profiles,
the relationships between users and items were identified, originating recommendations.

Collaborative RS support the recommendations on the behaviour of related users.
For example, Ref. [16] used this type of system based on two different perspectives: item
and user-based. Item-based filtering identifies items that have been purchased by the



Appl. Sci. 2023,13, 12749

30f17

same users, while user-based filtering seeks users who purchase similar items. These
relationships are used to extract similarity measures.

Table 1. Summarization of the related work about Recommendation Systems.
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Demographic-based RS utilise users” demographic data in order to provide recom-
mendations. Ref. [17] adopted this approach, identifying user relationships through demo-
graphic data to predict consumer behaviour. This process explores the concept that users
sharing demographic characteristics tend to have similar preferences and requirements.
However, Ref. [17] reinforced the importance of combining demographic-based with col-
laborative systems to fine-tune the results and avoid establishing misleading connections.

Knowledge-based RS leverage specific case knowledge to provide recommendations,
such as demonstrated in the model presented by Ref. [18]. The model’s methodology
consisted of an initial case construction based on provided information, followed by the
case selection phase that identifies similarities between various cases. Following, a case
classification occurs, leveraging existing knowledge to classify the input. The final stage is
the case customisation, where user inputs feed the system and provide further knowledge.
This RS is highly dependent on data quality and deeply limited to the range of knowledge
provided to the model.

Community-based systems operate under the premise that users with social connec-
tions may share preferences, due to the tendency to conform and obtain social approval, a
phenomenon known as conformity [32]. Thus, access to community structures is vital to
develop this type of RS. For example, Ref. [19] explored community-based RS, beginning by
grouping users into overlapping communities based on the existing connections, followed
by the addition of community preference into the model through a collaborative approach,
providing predictions for each user based on their associated communities.

Hybrid models combine the effects of multiple systems, allowing to bypass the limita-
tions of each individual system. For example, Ref. [20] proposed the application of a hybrid
RS combining content, collaborative, and demographic filtering, performing all three in
parallel, combining them through a weighted sum and a switching algorithm. Ref. [21]
explored a different hybridisation design through a set of models processing outputs of
previous models, denominated as a pipelined, meta-level design. Using a knowledge-based
model as the first system, a content-based system follows using the previous output as an
input, providing a refined set of recommendations. Another example of use of hybrid RS is
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Ref. [22], who presented a cascade-hybrid RS composed of a content-based recommender
followed by a user-based or item-based collaborative RS, depending on whether the user is
considered high or low interaction, respectively. This study demonstrated the importance
of combining various methods to achieve a satisfactory analysis, while emphasising the
necessity of developing models focused on the cold-start cases.

Typically adopted evaluation metrics, prevalent in the presented articles, include
the root mean square error, regarding the error associated with the predicted
rating [16,19,20,22], the precision, reflecting the percentage of relevant items recommended
from list of recommended items [14,16], the recall, regarding the percentage of relevant
items recommended from list of relevant items [21], the hit rate, indicating the percentage
of recommendations where one item was relevant [21] and the coverage, reflecting the
percentage of the total items that were recommended by the system [14,22]. The use of these
metrics allows for the comparison of different models and adjustment of hyper parameters
during the model definition phase, assessing performance.

Cold-start situations heavily impact the performance of RS, leading to a necessity of
developing models adapted to these cases. Ref. [9] defined the cold-start problem for two
situations: cold-start for new users or new items. The case to be tackled in this paper is the
recent user cold-start, regarding the existence of insufficient information and interactions
associated with certain users. Within marketing, this issue happens when customers have
not made enough purchases or interactions with the brand to enable the extraction of
relevant information about the user.

Cold-start RS, although similar to a typical RS, require additional complexity in order
to overcome the lack of data. For example, the use of feature engineering enables the
increase of the number of inputs to the model [25], while segmentation can aid in behaviour
prediction [26], thus increasing performance. Furthermore, exploring additional ML tools
can further expand the potential of RS [27]. For example, Ref. [28] proposed the use
of a multi clustering recommendation system to predict new customer behaviour. The
approach starts by clustering items, followed by a customer feature engineering, allowing
the segmentation of users and finalising with item recommendations. The algorithm was
proved to increase buyers’ attention and addressed the issue of cold-start through the
prediction of new users’ behaviour. Regarding the application of ML tools, Ref. [23] used
a multi-level fuzzy RS, analysing several continuous inputs in order to make inferences
regarding the similarity between users. This system was found to be valuable for extracting
more information from cold-start cases. Additionally, Ref. [24] suggested the inclusion
of Market Basket Analysis (MBA) [33] using pairwise association rules, resulting in a RS
independent of complex user and item information. This approach identifies related items
based on the behaviour of a population of users, building a collective model of preferences.
This circumvents the cold-start problematic, preventing biased recommendations.

ColdGAN [29] is a GAN-based recommendation system that addresses the problem
of new user cold-start recommendation. It uses generative networks to predict item ratings
for cold-start users based on limited rating behaviour data. The system is evaluated by a
discriminative network to ensure accuracy. A novel rejuvenation function and relevant
item loss are also incorporated to enhance predictions. ColdGAN outperforms many state-
of-the-art recommendation systems, and its rejuvenation function and relevant item loss
effectively guide the generative network in inferring item ratings for new users. Ref. [30]
proposed a new method called Sparsity and Cold Start Aware Hybrid Recommended
System (SCSHRS), which was developed to address these issues. The proposed method has
been tested on MovieLens-20 M, Last.FM, and Book-Crossing data sets and compared to
prevailing techniques. The SCSHRS system achieved a Mean Absolute Percentage Error of
40%, precision (0.16), recall (0.08), F-measure (0.1), and Normalized Discounted Cumulative
Gain (0.65). Meta-learning is effective for user cold-start problem in recommender systems,
but many are gradient-based and require user demographic information. This raises
privacy concerns and can be difficult to satisfy in rare scenarios. Additionally, these
systems rarely capture user preferences over different item attributes. In Ref. [31] a new
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system called HyperRS is proposed, which does not rely on demographic information
for personalized recommendations. Instead, a hypernetwork generates all weights in the
underlying recommender system, allowing weights to adapt quickly to capture user interest
in item attributes and their contents. Experimental results show that HyperRS outperforms
state-of-the-art meta-learning recommender systems for user cold-start problems.

The presented paper positions itself as a highly adaptable approach to providing
recommendations for cold-start users. The main contributions of this paper include the
parallelisation of content, collaborative and MBA approaches, allowing to leverage each
system while preventing the amplification of bias. Moreover, the developed model enables
the extraction of information from a limited selection of reliable data, exploring the topic of
hyper-relevance using a robust, stable model.

3. Problem and Data Description

The current section aims to present a detailed description of the available data, con-
taining a brief problem characterisation.

3.1. Data Characterisation

The data used to support this study comes from a large, well established retailer.
The retailer’s offer is characterised by short life cycle products with notable seasonality.
Moreover, customers are typically associated with a continuous behavioural transformation,
rarely repurchasing items. The market is also highly affected by trends and external events.

It was provided access to the retailer’s product portfolios and transactional data, as
well as a list of recommendations recently made. Due to the absence of demographic data
or descriptive user information, the adopted approach will be item-based.

3.1.1. Product Portfolio Datasets

The product portfolio datasets, referring to the Portuguese and Spanish market, in-
clude the identification of each product, the product’s title, and price. It should be noted that
the Portuguese dataset contains 13,633 products while the Spanish contains 15,635 products.
When merging both portfolio datasets, a total of 17,118 unique products are identified.

There is a high concentration of products priced under EUR 42.49, representing 75% of
the total number of products. A high variability of prices is observed, with items reaching
up to EUR 2999.00, as presented in Table 2 and Figure 1.
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Figure 1. Histogram of product prices.
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Table 2. Product price analytics.

Product Price Analytics

Mean EUR 44.00
Standard Deviation EUR 93.30
Minimum EUR 0.10
25% Percentile EUR 12.99
50% Percentile EUR 22.99
75% Percentile EUR 42.49
Maximum EUR 2999.00

When analysing the product titles, it is possible to observe the existence of 10,478
and 11,763 unique words within the Portuguese and Spanish portfolios, respectively. In
both portfolios, product titles are constituted, on average, by seven words. Thus, product
titles are positioned as potential elements to characterise products and identify similarities
among them.

3.1.2. Transactional Dataset

The transactional dataset included 4,408,825 instances, including the client, the pur-
chased item, and the transaction’s date and time. The covered time horizon is 12 months,
from the 2nd of June 2021 until the 2nd of June 2022. Considering the short product life
cycle and the dynamic customer positioning, 12 months is considered a reasonable amount
to understand customer behaviour while avoiding obsolescence.

The transactional dataset reveals the existence of 556,785 users considered cold-start
users, as they are associated with three or fewer transactions within the last twelve months,
considered recent enough to be pertinent indicators of user behaviour. Purchases occurring
before the indicated time frame are considered obsolete due to the retailer’s context. They
represent 58.9% of the total number of users, i.e., 945,080. It can be concluded that, for the
business under analysis, the cold-start topic is highly relevant given that the majority of
customers are considered to be cold-start users.

It should be noted that not all products existent in the transactional dataset are present
in the product portfolios. The transactional data contains a total of 38,686 unique products,
while 60% of this value, i.e., 23,223 products, are not present in the product portfolio
or the company’s website. This phenomenon may be caused by the short product life
cycle, leading to portfolios quickly becoming outdated or recently purchased items being
removed from the portfolio, as well as the existence of items exclusive to the physical stores,
not being displayed online.

4. Methodology

The project’s aim is to address the cold-start problematic through the development of
a RS adapted to a specific business case. Considering the large offer and the short life-cycle
of the portfolio’s products sold by the retailer used as business case, adaptability and
responsiveness will be highly valued in the developed system. Cross Industry Standard
Process for Data Mining (CRISP-DM) [34,35] was used.

4.1. Data Preparation

The portfolio and interactions datasets, characterised in the previous chapter, are the
basis for the data pre-processing task. Considering the interactions dataset, the values
regarding transactional dates are scaled between 0 and 1, 1 regarding the most recent
transaction, therefore converting the date into a continuous variable. Given the limited
range of information in the portfolio dataset, additional data is obtained through the
process of web scraping, using the product ID as an input to find the product’s web page
and importing the brand, age range, and description associated with each product.

The product description and the title are merged, resulting in a textual element that is
processed using NLP. The first step is to remove symbols from the text, including commas
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and dashes, as well as numbers; additionally, all words containing two or fewer characters
are removed. Secondly, lemmatisation is performed to extract the base of each word and
stemming is applied, transforming each word into its stemmed form. At this stage, all
accents are removed. Thirdly, a stopword list is defined, including the list of product
brands. The removal of all accents and stemming is performed on the list.

Subsequently, a TF-IDF (term frequency-inverse document frequency) [36] vectorizer
is applied to the word list, resulting in a tokenised dataframe excluding all stopwords. This
method allows for the creation of a dataframe where each column represents a token and
the relevance of each token in characterising each product is indicated by an assigned value.
Considering the high amount of tokens originally obtained, a single value decomposition
(SVD) was performed, reducing dimensionality. From the resulting matrix a correlation
matrix is extracted, using the linear kernel, to be used posteriorly as an input to a content
RS. The linear kernel is selected due to the pertinence of the dimensionality within the
textual analysis, considering that high similarities in short descriptions are less relevant
than high similarities in long descriptions.

4.2. Content-Based Recommender System Model

Two content-based RS are developed, focused on product descriptors. The first content-
based RS (1CR) is supported by the portfolio and scraped data. Thus, each product is
characterized by price, age range, and brand. The second content-based RS (2CR) uses the
keyword-based correlation matrix described in Section 4.1.

Regarding the 1CR model, the first step is to prepare the input variables. The price
will be used as a continuous variable. The age range, originally a categorical variable, will
be transformed into a ordinal variable. The brand, originally a categorical variable, will
be converted into a numerical representation using one-hot encoding. One-hot encoding
allows to represent categorical variables as binary vectors. During the training phase,
combinations of the various presented inputs will be evaluated, analysing the effect of this
hyper-parameter.

Using the price, age range, and brand information, the cosine correlation coefficient
between items is calculated. Then, selecting a user, each of the user’s previously purchased
products are considered one by one, extracting similarity indexes based on the cosine
correlation coefficients between items. The size of this matrix will be evaluated during
the training phase, enabling the selection of a specific number of items with the higher
correlation coefficients, with this number being considered a hyper-parameter.

The model includes a time-decay perspective, prioritising recent purchases. Therefore,
products purchased more recently are associated with higher similarity indexes, i.e., the
similarity coefficient is reduced in proportion to the scaled date of the purchase.

Given that each product purchased by the customer resulted in a different list of
similarity indexes, the various outputs are combined, calculating the average similarity
coefficient for each product present in the recommendation list. The 1CR approach is
summarized in Figure 2a.

The 2CR model, based on the keyword-based correlation matrix, followed a similar
methodology to the 1CR model, extracting from the correlation matrix a list of similarity in-
dexes for each product purchased by the user, joining all lists and taking into consideration
the time-decay. The 2CR approach is summarized in Figure 2b.
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Figure 2. Diagram of the content-based approaches. (a) Diagram of the 1CR approach. (b) Diagram
of the 2CR approach.

4.3. Collaborative-Based Recommender System Model

The collaborative-based RS (CR) leverages information regarding products frequently
purchased by the same user in order to predict future purchases, therefore being fully based
on the transactions dataset. This approach complements the previous model given the
content limitations, with only 46.6% of all products existent in the transactional dataset
being present in the portfolio and website.

The adopted system is an item-based collaborative RS. Considering that the scaled
transactional date will be considered as an implicit rating, with recent transactions in-
dicating a stronger preference, this method incorporates a time-decay aspect within the
similarity matrix rather than introducing it in the final matrix.

The first phase is to create a product-user matrix based on the scaled transactional
dates. The similarity coefficients are calculated through cosine correlation, providing the
basis for returning recommendations. For each user, a list of similarity indexes will be
extracted from each of the previously purchased items. The size of this list is considered a
hyper-parameter and will be evaluated during the training phase. The obtained lists are
combined by calculating the average similarity coefficients for each product in the list. The
CR approach is presented in Figure 3.

E Transactions dataset ]

A,

Structure product-user matrix

v

E 1
[ Calculate cosine similarity ]
E l

]

v

Compute recommendations for each purchase
v

[ Compute recommendation list

Figure 3. Diagram of the collaborative recommender system approach.

4.4. Market Basket Analysis Model

The MBA-based RS (MR) is structured based on the transactional data. This analysis
begins by combining the transactions of individual customers, considering each group
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of transactions as one basket and removing baskets of one item only from the analysis.
Through this selection, it is possible to extract information regarding products frequently
purchased by the same customer.

This model can be applied given any set of transactional data and is independent
of ratings or feedback, only considering the existence of interactions. The approach is
presented in Figure 4.

{ Transactions dataset ]

A

Extract frequent itemsets

v

Extract association rules

v

E Compute recommendations for each purchase }

v
Apply time-decay

v

Compute recommendation list ]

Figure 4. Diagram of the MBA recommender system approach.

A minimum support of 0.01% and a minimum confidence of 0.1% are considered
to perform the market basket analysis, extracting the frequent item sets association rules.
The previously purchased items by a particular user are identified in the “antecedents”
column of the association rule, selecting the respective “consequent” products as the recom-
mendation, while using “confidence” as the value to represent the degree of relationship
between items. The time-decay aspect is considered by multiplying the “confidence” value
by the scaled date of transaction of the respective “antecedent” item. For each purchased
item, considered an “antecedent”, the list of the respective “consequent” will be selected
as recommended items. The final recommendation list for each customer is obtained by
calculating the average similarity coefficient of the various recommended items obtained
from each of the customer’s purchases.

4.5. Hybrid Recommender System Model

For the final hybrid RS, combinations of all four of the previously described models
are explored. By considering product content, user—item interactions and association rules,
the hybrid system circumvents the limitations of the cold-start cases, benefiting from the
extraction of different types of information, thus improving relevance and accuracy. Addi-
tionally, by extracting recommendations from each individually purchased product with an
item-based approach, the total number of purchases is irrelevant and not a limiting factor
for the model, making the system ideal for cold-start users. Moreover, the consideration of
time-decay allowed for the extraction of current, relevant, and dynamic recommendations.

The adopted system design is a weighted hybrid design. This selection is based
on simplicity and speed, while also considering the reach limitations of each individual
recommender within a cold-start context. The weights associated with each system are
defined after an analysis of the impact of each individual system during the training phase,
to be considered as hyper-parameters. Products with high similarity coefficients in several
systems result in higher overall similarity coefficients, increasing the robustness of the
RS. Considering the system’s requirements, the six products associated with the highest
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similarity coefficient are extracted, obtaining a recommendation list for a particular user.
An overview of the structure of the hybrid RS is presented in Figure 5.

[ Web Scraping ] [ Product Portfolio } [ Transactional Data J
J

1
| w, - )

[ Price } [Age range } [ Brand } [ Keyword-based similarity matnx} Product-user matrix }[ Association rules }

L J % %
1R ( ( ] VR )

[

[ Hybrid Recommender System }

Figure 5. Diagram of the hybrid recommender system approach.

4.6. Evaluation

The selection of the most adequate evaluation metrics is based on the commonly
adopted metrics in the revised literature, considering that the transactional dataset contains
no explicit or implicit rating. Therefore, the proposed system is evaluated through a set of
defined metrics: Hit Rate, Portfolio Coverage, Average Price, and Standard Deviation of Price.
These metrics are the basis for the adjustment of hyper-parameters, i.e., the selection of
inputs, matrix sizes considered in intermediate calculations, and the weighted sum in the
hybridisation step.

The Hit Rate, computed using expression (1), is defined as the percentage of predicted
purchases. This measure aids in understanding the relevance of the RS’s output through its
predictive power, although it does not consider the direct effect of the recommendation,
given that the user did not receive it.

Number of recommendations containing the next purchased item
Total number of recommendations

HitRate = (1)

The ability to cover a high percentage of the portfolio is an important measure of a RS,
as it indicates the reach of the system. The portfolio coverage was thus calculated using
expression (2). A high Portfolio Coverage results in a broader range of recommended items,
introducing novelty and variety from the user’s perspective, thus avoiding a repetitive and
general recommendation.

Number of unique products recommended

Portfolio C =
ortfolio Coverage Total number of unique products

()

The Average Price and Standard Deviation of Price measures serve to understand eventual
trends of biases existent in the model when comparing with the metrics of the dataset.
Additionally, the computational time is considered throughout the comparison of various
compositions due to the necessity of providing recommendations on a regular basis—speed
being a significant factor to consider.

4.6.1. Baseline Recommender System

The RS previously applied to the business case is presented in detail in Ref. [22],
consisting of a cascade-hybrid recommender system customisable for each particular re-
tailer. This will be considered the baseline RS, providing guideline values for the evaluation
metrics. A diagram summarizing the cascade-hybrid approach is presented in Figure 6. The
recommender’s first level, culminating in the content-based approach, consists of filtering
and ranking functions, providing an initial filtration of items. The second level further ranks



Appl. Sci. 2023,13, 12749 11 of 17

the items using alternative collaborative filtering approaches for high and low interaction
users, either model-based or memory-based, resulting in the final recommendation list.

Transactions

™~
(variables: user, item, date, price, quantity, description) [ User defined parameters: number of recommendations; past days to consider; low interaction threshold.

User defined parameters: price; quantity; interaction weight and gravity term \ banlrE e s Low Interaction users
\ — -
\ — —
\ Model-based Memory-based
Ratings \\ Approach Approach
Computation \.\
\‘. l
Treated \ Similarity
data runiny
O data | pruning
| 4 |

™
(_) parameter -

Content-based ___  —— Serve Final recommendations

D) nalysi
() process analysis

Figure 6. Diagram of the cascade-hybrid recommender system [22].

Further detailing the adopted methodology, the content-based approach employs Nat-
ural Language Processing (NLP), analysing item descriptions. The pre-computing process
includes three phases. Firstly, a vectorised keyword representation is formulated to extract
and represent features. Secondly, a user-specific model analyses previous transactions,
associating each user with a series of items; similarity between items is calculated based on
the cosine distance metric. Finally, the previously extracted information is used to provide
item recommendations for specific users.

With a focus on the cold-start user segment, a memory-based system was developed
comprising item classification using the K-nearest neighbours algorithm—a supervised
learning classifier. This algorithm adopts the inverse logic of the model-based approach,
identifying the similarity between items based on transactional data, categorised as item-
based collaborative filtering. Relying only on identified relations between items previously
purchased by a particular user, a low number of interactions causes a low impact in the
RS’s performance, proving itself suitable for cold-start users.

Additionally, the model includes a time-decay approach for the computation of implicit
ratings. This rating contemplates the number of units purchased and the price of the
product, introducing the time-decay element that rewards recent events. The consideration
of the number of purchased units increases the rating for items that were purchased
multiple times, while the product’s price contemplates the user’s willingness to purchased
higher priced products as an indicator of a stronger preference. The time-decay element
adjusts the ratings according to the decay of the relevance of ratings, dependant on each
specific market.

4.6.2. Training and Testing Phases

Different versions of the recommender are tested during the training phase, using a
sample of 1000 cold-start users, which is roughly equivalent to the number of cold-start
users whose last purchased occurred within one day. The first step consists of evaluat-
ing the impact of variations in the input data for each individual system. Secondly, the
variation of the similarity coefficient matrix size to consider in intermediate phases was
explored. At a final stage, the variation of the relative model weight was explored for each
individual system.

The testing phase consisted of selecting a sample of 1000 recommendations generated
for cold-start users by the baseline RS and comparing it to the recommendations generated
by the developed RS. The performance of the RS is assessed through this comparison.
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5. Results and Discussion

The final RS is defined through the evaluation and comparison of a series of experi-
ments, considering various combinations of hyper-parameters, as presented in Section 4.
The defined evaluation metrics are the following: Hit Rate, Portfolio Coverage, Average
Price and Standard Deviation of Price.

Regarding the first step of the training phase, based on the input data, a variation
in the content-based inputs and the number of days to consider from the transactional
dataset is performed, presented in Table 3. It is concluded that, regarding the 1CR, the full
combination of inputs provided the best performance based on the hit rate, 1.8%, with the
highest impact resulting from the brand category, the lack of this variable resulting in a
hit rate of 0.5%. The 2CR, using as input the correlation matrix extracted from descriptive
keywords, exhibited low predictive power, with a hit rate of 0.4%, indicating a possible
user preference for a higher variety of products. The CR demonstrated a slight increase of
hit rate through the increase of the transactional dataset’s size, from 2.2% to 2.8%, although
the computational cost is significant, increasing from 37 s to 806 s. The MR demonstrated
low sensitivity versus the size of the transitional dataset, with the highest hit rate, 3.0%,
being associated with three days worth of transactional data.

Table 3. Evaluation of input combinations.

Model  Inputs Rate Coverge  Priee  Price Time
1CR Price segments, recommended age, brand 1.8% 8.4% EUR 33.05 EUR 38.59 60s
1CR Recommended age, brand 1.5% 9.1% EUR 42.82 EUR 39.49 65s
1CR Price segments, brand 1.8% 9.4% EUR 28.77 EUR 21.58 6ls
1CR Price segments, recommended age 0.5% 11.0% EUR 49.19 EUR 14.94 55s
2CR  Keyword segments 0.4% 4.9% EUR 7774 EURB82.75 67's

CR Transactional dataset size: 1 day 2.2% 4.1% EUR 47.87 EUR 39.28 37s
CR Transactional dataset size: 3 days 2.3% 8.6% EUR66.42 EURG65.69 104s
CR Transactional dataset size: 7 days 2.4% 9.0% EUR43.41 EUR4553 195s
CR Transactional dataset size: 30 days 2.8% 9.9% EUR39.70 EUR4044 806s
MR Transactional dataset size: 1 day 1.2% 2.6% EUR 39.08 EUR 50.80 31s
MR  Transactional dataset size: 3 days 3.0% 6.3% EUR 2556 EUR26.72 80s
MR Transactional dataset size: 7 days 2.5% 1.8% EUR 25.05 EUR30.51 42s

The second step involves the exploration of higher similarity coefficient matrix size,
considering each model individually, represented in Table 4. It can be concluded that an
increase in the matrix size causes only small improvements in the hit rate for the 1CR,
from 1.9% to 2.0%, at a high computational cost, from 60 s to 1058 s. Regarding the
2CR, a considerable increase in the hit rate is observed, from 0.9% to 2.3%, although the
computational time also increases substantially, from 60 s to 974 s. For the CR and MR, a
significant increase in hit rate and portfolio coverage was observed when using the full
intermediate matrices, reaching 5.1% and 4.6% in hit rate and 9.4% and 6.3% in portfolio
coverage, with a relatively small a trade-off in computational time, reaching 543 s and 88 s.
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Table 4. Evaluation of similarity coefficient matrix size.

Model Similarity Coefficient Hit Portfolio Avg. Std. Dev.  Comp.
Matrix Size Rate Coverage Price Price Time
1CR 1000 1.9% 8.4% EUR 33.05 EUR 38.59 60s
1CR 5000 1.3% 8.0% EUR 3530 EURA44.13 178 s
1CR All 2.0% 8.2% EUR 3454 EUR32.87 1058s
2CR 1000 0.9% 8.0% EUR 67.55 EUR 63.85 60s
2CR 5000 0.9% 8.1% EUR 6755 EURG63.85 295s
2CR All 2.3% 8.2% EUR49.95 EUR47.37 974s
CR 1000 2.1% 8.5% EUR63.26 EUR 69.80 76s
CR 5000 2.1% 8.5% EUR63.26 EUR69.80 290s
CR All 5.1% 9.4% EURS52.28 EURDb51.76  543s
MR 1000 3.0% 6.3% EUR25.56 EUR26.72 80s
MR 5000 2.6% 6.2% EUR17.60 EUR 16.22 87s
MR All 4.6% 6.3% EUR46.37 EUR55.07 88s

When exploring the hybridisation step, an initial computational study was performed
to predict the impact of each individual RS in the final hybrid system. Figure 7 reproduces
the results of the study, where the relative weight of each individual model varied from 0
to 4, evaluating the impact of this variation in the model hit rate. Expressing each weight in
the corresponding percentage, 0 is equivalent to 0%, 1 to 25%, 2 to 40%, 3 to 50%, and 4 to
57%. It can be concluded that the 1CR and 2CR are associated with a higher performance
when its weight is lower than the remaining systems, although it is higher than zero. The
CR performs better at a higher weight and the MR performs well at a weight around one.
Considering the obtained results, a possible distribution of each system has been defined
as 15% for the 1CR, 15% for the 2CR, 45% for the CR, and 25% for the MR. Through the
exploration of the hybrid RS, it could be observed that the hybridisation unavoidably
results in higher computational times, although the impact in the rest of the evaluation
metrics is positive, leading to a considerable increase in hit rate and a small decrease
portfolio coverage.
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Figure 7. Impact of the variation of the relative weight of each individual model in the hybrid model
hit rate.
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Through the comparison of the various combinations evaluated through the training
sample, the final hybrid RS was defined as using the transactional dataset including the
three most recent days, intermediate similarity coefficient matrices of size 1000 for the 1CR
and 2CR, and the full matrices for the CR and MR, combined using a weighted parallelised
design, attributing the weights of 15% to the 1CR, 15% to the 2CR, 45% to the CR and
25% to the MR. Our study concluded that the 1CR and 2CR are associated with a higher
performance when its weight is lower than the remaining systems. The CR performs better
at a higher weight and the MR performs well at a medium weight.

The comparison with the baseline was performed using the recommendations dataset.
Selecting a random sample containing 1000 cold-start users from the recommendations
dataset, the testing sample, the first six recommendations were compared with the cus-
tomer’s actual next purchase, thus extracting the evaluation metrics presented in Table 5.
The same testing sample was used to obtain recommendations from the developed hybrid
RS, resulting in the evaluation metrics presented in Table 6. It can be concluded that the
developed hybrid RS resulted in over a five-fold increase in the hit rate, at the cost of a
decrease of portfolio coverage of almost four-fold. The final RS presented a higher average
price and standard deviation of price, indicating a possible tendency in the previously
adopted RS of selecting products from a particular price range.

Table 5. Evaluation of baseline.

Hit Rate Portfolio Coverage Average Price Standard Deviation of Price

1.6% 25.2% EUR 18.32 EUR 1.53

Table 6. Evaluation of final RS.

Hit Rate Portfolio Coverage Average Price Standard Deviation of Price

8.9% 6.6% EUR 26.99 EUR 24.93

6. Conclusions and Future Work

The aim of the presented study was to propose an approach capable of improving
recommendations for cold-start users, overcoming a recurrent issue that contains no single,
global solution. The selected business case suffered particularly from this problem, with
58.9 % of the customers having only made 3 or fewer purchases in the last 12 months of the
analysed data, with a short product life cycle intensifying the issue. It was assumed that
the customers’ behaviour is relatively consistent (previous behaviour is a good predictor of
future behaviour). The developed hybrid RS tackled the cold-start user problem through
the combination of various techniques, resulting in a responsive, robust, and adaptable
model, leveraging quality data to distinguish hidden patterns and obtain user-focused
recommendations. The broad range and high recency of the data fuelling the RS results in
robustness of model. The RS is adaptable to different business cases due to the simplified
design and the usage of typically reliable and easily obtainable data.

The development of the RS showed the impact of employing a time-decay aspect into
the model. Transactional data decline in relevance at an extremely high rate, due to both a
constant increase and substitution of products within the portfolio, but also a progression of
user behaviour and preference, notable in the market under analysis. Moreover, the model’s
flexibility and its ability of providing a high variety of recommendations is meaningful
from a customer relationship management point of view, providing a sense of novelty to
the customer while being highly responsive to the user characteristics. On that topic, there
is typically a trade-off between a higher hit rate and a higher portfolio coverage, requiring
a prior definition of priorities and adjustment of the RS accordingly.

In terms of limitations, the model only considers the latest three days of the transac-
tional dataset, focusing on trends and seasonality rather than a long-term view. The model
cannot be manually adjusted (for example, forcing it to recommend Christmas presents in
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December). It is solely a recommendation system, with no operational idea, commission
maximization, commercial pressure, etc.

The hybrid RS proposed can have significant managerial implications. By effectively
addressing the cold start problem of new users, the hybrid RS will enable to quickly engage
new users. This means a reduction in the time it takes for users to find relevant content
or products, which results in higher user satisfaction and retention rates. In addition,
the promising results of this study show that the proposed system will enable compa-
nies to tailor their offerings to better meet users” needs and preferences. This, in turn,
can result in increased conversions, higher sales, and a better return on investment for
marketing campaigns.

In what regards future work, further adaptations of the RS may be performed, ad-
justing the model to specific business requirements. Possible adjustments to the recom-
mendation may include setting limits on product prices or number of previous purchases
per product, providing recommendations within a certain price range or maturity level.
Different combinations of the developed models may be explored, adapting the weights
of the parallelised hybrid design, while additional products may be added to the final
recommendation list, such as the inclusion of a randomly selected product within the
recommendation list.

Moreover, additional evaluation methods are required to better measure the impact
of the developed RS obtained through the online testing exercise. The introduction of the
opening and the click-through rate are highly relevant for understanding the captivating
power of the recommendations, demonstrating relevance regardless of whether or not the
recommendation leads to a subsequent purchase.

Additionally, it must be mentioned the importance of a continuous adjustment of the
model in order for the system to sustain its relevance. Further hybridisation designs may
be studied to further improve the presented RS, while supplementary methods may extract
additional information from the existing data. Although perfection is impossible to reach
and no recommender will ever be complete, the ability to strive for deeper understanding
and surpass previous achievements is unlimited.

To conclude, it is also important to emphasise that while validating our recommender
system within a specific setting demonstrated its potential and initial effectiveness, it is
important to recognise the limitations arising from this restricted validation. In order to
establish the robustness, generalisability and adaptability of the system, future efforts
should focus on broader testing and validation in different settings.
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Abbreviations

The following abbreviations are used in this manuscript:

GDPR  General Data Protection Regulation
MBA Market Basket Analysis

ML Machine Learning
NLP Natural Language Processing
RS Recommender Systems

SVD Single Value Decomposition
TF-IDF  Term Frequency-Inverse Document Frequency
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