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Abstract: Dynamic risk assessment is a pivotal tool for enhancing construction safety and minimizing
the potential for partial failure during deep and extensive excavation projects. To enhance the efficacy
of dynamic risk assessment in deep excavation, this study introduces a novel risk assessment model
designed to evaluate instability risk in extensive excavations. It comprises a risk factor selection
model for identifying the most pertinent factors and an instability risk assessment model for gauging
the extent of instability risk throughout the construction process. Then, the model was deployed in
the construction of Anshan Road Station of the Qingdao Metro. To pinpoint the factors with the most
pronounced impact on excavation instability, a risk factor selection model was employed, yielding a
comprehensive risk evaluation index system. For real-time assessment of risk, the monitoring data
were used as the primary source of evidence. A comprehensive comparative analysis involving actual
data and predictions from conventional RBF and back propagation neural networks was performed.
The outcome of this analysis underscored the superior accuracy and predictive capabilities of the
assessment model. The instability risk assessment model offers the ability to dynamically evaluate the
instability risk associated with extensive excavations featuring a combination of soil and rock. It can
serve as a valuable methodological tool, furnishing essential support for the systematic prevention
and mitigation of excavation instability disasters.

Keywords: deep excavation; soil–rock combination; theory fusion; dynamic assessment; field monitoring

1. Introduction

In recent years, to meet the demands of urban expansion, there has been a notable surge
in the construction of deep and extensive excavation projects within densely developed
areas. Nevertheless, the excavation process is fraught with the potential for substantial
deformations, partial failures, and structural support breakdowns. These issues can be
attributed to a range of factors, such as geological conditions, the stability of the support
system, and the surrounding environment. Consequently, these challenges not only pose a
significant risk to safety, leading to potential casualties, but also contribute to significant
delays in the overall construction timeline [1–4]. For example, on 15 November 2008, an
excavation collapse occurred in the North 2 excavation of Xianghu Station of Hangzhou
Metro Line 1, which caused 21 deaths and a direct economic loss of 49.61 million yuan.
Another example, on 15 June 2021, a part of the north side of the excavation of the Bank of
Nanjing Science and Education Innovation Park Phase II project in the Nanjing High-Tech
Zone experienced a partial collapse accident, which involved casualties and 9.8973 million
yuan in direct economic losses. On the other hand, excavation exerts an impact on the
surrounding environment that cannot be ignored, especially in urban densely built-up areas,
and is prone to triggering problems such as cracking of the surrounding buildings and
deformation of road surfaces [5–8]. In addition, on 21 March 2021, the interior of a building
excavation in Hangzhou produced an inclined collapse, which caused the destruction of
the supporting structure and, meanwhile, contributed to the collapse and displacement
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of the adjacent road, where the ground cracks were more than 30 m in length. Although
monitoring is commonly employed in engineering to ensure excavation safety, it sometimes
lags in its reflection of the safety status. As a result, this has received extensive attention and
discussion among researchers, to make a correct assessment of the stability of an excavation
during the construction process and to judge the safety status [9–12].

Research about the risk analysis of excavations began in the 1960s, initially focusing
on exploring theories, while analyzing the field data of actual projects in certain areas.
Finno et al. [13] presented a method of predicting the degree of risk based on the cracks of
surrounding buildings to analyze the impact of excavation on the surrounding buildings
and used this method to predict the potential risk. Son and Cording [14] classified influ-
encing factors by combining the results of physical modeling and numerical simulation
with deformation monitoring data during the actual excavation process, so as to predict the
safety of the excavation and the damage to the surrounding buildings. These analyses pro-
vide the basis for subsequent risk assessment studies. Additionally, numerous researchers
have introduced mathematical models for the analysis of excavation risk and obtained
more accurate results [15–17]. Choi et al. [18] presented an underground engineering
risk analysis method based on an uncertainty model with fuzzy concepts for analyzing
the reliability of excavation projects, which was successfully applied in a Korean subway
project. Zhou and Zhang [19] established a fuzzy comprehensive evaluation model using a
Bayesian network that could qualitatively judge the safety status of excavations according
to the characteristics of uncertainty and fuzziness. Meanwhile, they established a hybrid
framework combining the ratio analysis method of stepwise weight assessment and the
theory of complex proportion assessment. Zhou et al. [20] substituted different monitoring
data and risk level monitoring during construction in a random forest model, on the basis
of which an intelligent risk prediction model for subway deep excavation was established
and successfully applied. In addition, the failure mechanics of surrounding rocks affected
by influencing factors such as anisotropy and heterogeneity have been investigated by
researchers [21–24]

With the emergence of artificial intelligence, artificial intelligence learning algorithms
based on neural networks have gradually become one of the key methods for geotechnical
engineering risk prediction and early warning [25–28]. Zhang et al. [29] proposed a com-
bined prediction model based on an optimized gray discrete Verhulst model and BP neural
network and proved its high prediction accuracy and stability by applying the model to
predict the settlement of actual building pits. Shen et al. [30] established a comprehensive
evaluation index system for the risk of a subway station by analyzing the influencing
factors on excavation construction, on the basis of which a three-stage fuzzy comprehensive
evaluation model was proposed and the risk level was ranked. Lin et al. [31] proposed a
risk assessment model for excavation engineering based on mixed fuzzy set theory, which
was successfully applied in actual projects. Sou-Sen and Hsien-Chuang [32] proposed
a method based on an artificial neural network for predicting the surface settlement of
deep excavation, which was used to evaluate the risk of construction in combination with
monitoring data. Li et al. [33] proposed a deep learning model based on a bidirectional long
short-term memory neural network combined with self-attention mechanism for predicting
the vertical displacement of buildings adjacent to excavation, which was validated using
an actual subway project. Lü et al. [34] proposed an analytical method based on artificial
neural networks and a uniform design for predicting the probability of damage in deep
rock excavations and verified its validity by comparing the results with those of Monte
Carlo simulation and a polynomial response surface methodology. Kounlavong et al. [35]
analyzed the relationship between different factor variables and the degree of excava-
tion safety with a sensitivity analysis using artificial neural networks. Ning et al. [36]
established a real-time online prediction model for surface settlement during foundation
excavation based on a long short-term memory neural network with improved quality of
input data using grey relational analysis and demonstrated its advantages by applying it
to a specific project. Tang et al. [37] proposed a ground settlement prediction model for
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predicting the potential risk to the surrounding buildings caused by excavation, which
used a BP neural network to predict the settlement, while the validity of the model was
verified by comparing the prediction results with the actual data. Tao et al. [38], in order to
improve the accuracy of excavation engineering prediction, considering the uncertainty
in the nature of geotechnical material, proposed an excavation response model, which
learns the relationship between geotechnical material parameters and excavation response
through a bidirectional long short-term memory neural network and can realize the rapid
prediction of excavation response. Currently, neural network-based prediction models
have been widely used in excavation projects, with excellent results [39–42]. Overall,
the development and application of risk assessment has helped to reduce the number of
engineering accidents.

In the abovementioned research, more attention was paid to a certain project or
a certain geological condition with respect to the selection of risk evaluation indexes.
Prediction using the existing assessment models is not satisfactory in the Qingdao area
due to its unique geological characteristics: a typical upper-soft and lower-hard composite
stratum. On the other hand, the choice of risk indexes focuses more on explicit factors such
as geological conditions and construction design, making it difficult to dynamically assess
the risk of excavation based on these models. To try to resolve this problem, this paper
considers monitoring indexes as excavation risk indexes while considering the geological
characteristics of Qingdao area, jointly establishing an excavation risk assessment index
system. Potential risk factors were identified and filtered based on a useful factor ratio (UR)
analysis and combined weights ranking. After the establishment of the risk index system,
an improved RBF network with an LLE algorithm was used to predict and evaluate the
excavation risk. The validity of the proposed method was verified by conducting a risk
assessment of the Anshan Road station pit. This provided an effective dynamic prediction
of the excavation risk. The risk assessment model established in this paper evaluates the
risk of excavation more accurately and scientifically, which can provide better support for
the safe construction of the Qingdao subway.

2. Models and Methods

In this paper, a variety of theories, including the analytic hierarchy process, entropy
method, grey relational analysis, locally linear embedding, and radial basis function net-
work, are applied to develop the risk assessment model. A brief review of the model and
theories is presented below.

2.1. Overview of the Assessment Model

The risk assessment model proposed in this paper comprises a risk factor selection
model for identifying the most pertinent factors and an instability risk assessment model
for gauging the extent of instability risk throughout a construction process. This is roughly
divided into three stages when applied, namely stage 1 (factor selection), stage 2 (data
handling), and stage 3 (risk assessment), and the detailed assessment process is shown in
Figure 1.

As shown in Figure 1, the potential factors affecting the stability of an excavation are
first selected, based on analyzing the characteristics of a deep and large excavation with
soil–rock combinations, and by combining the relevant specifications, literature research
results, and the study of the risk mechanism. Then, the potential factors are screened, in
order to construct an instability risk evaluate index system for deep and large excavation
with soil–rock combinations, consisting of factors having a greater influence on the stability
of the excavation, using a risk factor selection model. After that, we proceed to Stage 2,
where the results of the data selection are verified for correctness. Data are not processed
by LLE for dimensionality reduction unless the filtering is correct. Finally, in stage 3, the
dimensionally reduced processed data are used as input data to the RBF neural network
and are calculated to obtain the prediction results.
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In Stage 1, a factor selection model is used to filter potential risk factors. This is
composed of a combination of AHP and entropy methods. The selection of factors is based
on their combined weights. This combined weighting method can ameliorate the problems
of missing factor selection and high subjectivity of weights [43], which was the reason for
its selection. In this model, AHP is first used for initial screening of risk factors, followed
by the calculation of subjective weights. Meanwhile, the objective weights of factors are
obtained by combining the entropy method, in order to calculate their combined weights
based on a comprehensive weighting method. The formula for calculating the combined
weights is

zi = αwi + γβi(i = 1, 2, · · · , n) (1){
αwiwT

i + γwiβ
T
i = wiwT

i
αβiwT

i + γβiβ
T
i = βiβ

T
i

, (2)

where zi is the combined weight, wi and βi are the subjective weight and objective weight,
and α and γ are the weighting coefficients. Indeed, calculating the combined weights
is difficult when the number of risk factors is excessive. For this reason, prior to factor
selection, this paper proposes pre-filtering the factors with the useful factor ratio (UR) to
improve the efficiency of stage 1. The UR reflects the degree of importance of the different
factors. It is introduced to quantify the survey results based on the judgment of industry
experts on the reasonableness of the factor selection and to provide preliminary screening
of possible factors influencing the risk. The formula for calculating UR is as follows:

UR =
n
N
· λ, (3)

where n is the number of group members who consider the factor essential, N is the total
number of group members, and λ is the coefficient of variation, which takes the value of
0.9. UR values less than 0.4 indicate that the factor is unimportant and will not be involved
in further calculations.

In Stage 2 and 3, the risk assessment model is applied. It is composed of a radial basis
function (RBF) network and local linear embedding (LLE) algorithm. In particular, these
filtered factors are not counted unless they are confirmed as correctly selected through grey
relational analysis (GRA).
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2.2. Rationale
2.2.1. Analytic Hierarchy Process

AHP is a method of decomposing a complex problem into an ordered recursive
hierarchy, on which a mathematical method is used to make decisions. It can contribute
to simple decision-making methods for complex decision-making problems with less
quantitative information.

The steps for calculating subjective weights using AHP are as follows:
Several experts in the relevant fields were invited to compare a number of risk factors

two-by-two and to score them, using the 1–9 scale method with criteria as shown in Table 1.

Table 1. Scoring criteria.

Cij Definition Cij Definition

1 Equal importance 2 Between weak and equal importance

3 Weak importance 4 Between essential or strong and
weak importance

5 Essential or strong importance 6 Between demonstrated and essential
or strong

7 Demonstrated importance 8
9 Absolute importance

and to construct an indirect judgment matrix,

C =
(
cij
)

n×n, (4)

to calculate the importance ranking index of each evaluation factor using Equation (3),

ri = ∑n
j=1 cij(i = 1, 2, · · · , n), (5)

where ri is the importance ranking index of each evaluation factor, and cij is the degree of
relative importance of the factor i to the factor j. Amax denotes the element corresponding
to the maximum ranking index, Amin indicates the element corresponding to the minimum
ranking index, and the elements of the judgment matrix are

bm = Amax/Amin. (6)

Converting the indirect judgment matrix into a judgment matrix,

B =
(
bij
)

n×n, (7)

and the formula is

bij =


ri−rj

rmax−rmin
(bm − 1)2 ri > rj

1 ri = rj
ri−rj

rmax−rmin
(bm − 1)2 + 1 ri < rj

, (8)

where bij is the degree of importance of i evaluation factor to j evaluation factor, and
bm is the ratio of Amax to Amin, where (bm − 1)2 serves as a squared term to describe the
magnitude of the span of the ranking index A and ensures that the maximal ranking index
approaches the minimal ranking index converging to 1.

According to matrix theory, the weight value of each index is the judgment ma-
trix eigenvector. Calculated by normalizing the elements in B by columns, the formula
obtained is

wi =
wi ϕi

∑n
i=1 wi ϕi

(i = 1, 2, · · · , n), (9)

where wi is the subjective weight of each layer of risk factors, and ϕi is the modified
coefficient, whose value is selected depending on the difference between the maximum
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value and the minimum value in each column (row). When the difference is greater than 0
and less than 1, the correction coefficient is 0.75. When the difference is greater than 1, the
correction coefficient is 0.45. The smaller the difference, the larger the correction coefficient,
while the correction coefficient value is 1 when the difference is zero.

Add up by rows, as follows:
wi = ∑n

i=1 bij. (10)

Normalization by rows, as follows:

wi =
wi ϕi

∑n
i=1 wi ϕi

. (11)

Obtain the vector W = (w1, w2, · · · , wn)
T , the characteristic vectors of the judgment

matrix, the weight values of the factors.
The consistency test of the judgment matrix is performed using the formula

CR =
CI
RI

, (12)

where CR is the consistency ratio of the judgment matrix, CI is the consistency index, and
RI is the random consistency index. The value of RI is taken according to Table 2, and CI is
calculated using the formula

CI =
λmax − n

n− 1
, (13)

λmax =
1
n ∑n

j=1
(BW)i

wi
, (14)

As the calculated CR value is less than 0.1, the judgment is valid; conversely, the
indirect judgment matrix C needs to be modified until the CR value is less than 0.1.

Table 2. RI values.

Matrix Order 1 2 3 4 5

RI 0 0 0.52 0.89 1.12

2.2.2. Entropy Method

The entropy method is an objective method for assigning values, and its application
avoids the influence of human factors on the results. After subjective weights were calcu-
lated, the objective weights of the factors were calculated using the entropy method in the
following steps:

With n×m actual data of n evaluation factors, the evaluation matrix is

R =
(
yij
)

n×m. (15)

Standardized using the formula

y′ij =
yij −mini

(
yij
)

maxi
(
yij
)
−mini

(
yij
) , (16)

where the value of yij is between 0 and 1.
The entropy of index i is

Hi = −k ∑m
j=1 fij ln fij, (17)
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fij =
y′ij

∑m
j=1 y′ij

, (18)

k =
1

ln n
, (19)

The entropy weight value corresponding to the index i is

βi =
1− Hi

n−∑n
i=1 Hi

, (20)

2.2.3. Grey Relational Analysis

Grey relational analysis is an analytical method that quantitatively describes the trend
of a system by comparing the geometrical similarity of the reference data columns with the
comparison data columns to determine their degree of correlation. It has the capability to
reflect the degree of correlation between different sequences, which allows quantitative
analysis of the impact of each risk assessment indicator on the assessment results.

The steps of grey relational analysis are as follows:

1. Determination of the analytical sequence

The risk assessment grade is defined as a reference sequence reflecting the character-
istics of the system, and the risk assessment index is defined as a comparative sequence
affecting the system, resulting in the following matrix:

[X] =

 x10 · · · x1n
...

. . .
...

xm0 · · · xmn

, (21)

where the first column of the matrix is the parent sequence and columns 2 through n are
the subsequences;

2. Dimensionless processing of data

Due to the different dimensions of each risk assessment index, it is difficult to reach
a correct conclusion due to errors when analyzing and comparing. In order to reduce
the analytical error caused by the difference in dimensions, the original data are made
dimensionless using the initial value method. The initial value method is formulated
as follows:

X′ =
xij

1
n ∑n

i=1 xij
, (22)

3. Calculation of correlation coefficients

ξij =
min

{∣∣∣x′ij − x′i0
∣∣∣}+ ρmax

{∣∣∣x′ij − x′i0
∣∣∣}∣∣∣x′ij − x′i0

∣∣∣+ ρmax
{∣∣∣x′ij − x′i0

∣∣∣} , (23)

where ξij represents the correlation coefficient between the parameter i of the subsequence
j and the parameter j of the parent sequence, ρ is the distinguishing coefficient whose value
characterizes the variability between correlation coefficients with a range of [0, 1]. In this
paper, ρ is calculated with a value of 0.5.

4. Correlation calculation

The mean value resulting from homogenization of the correlation coefficient sequence
is the correlation degree, as follows:

γ0i =
1
n ∑n

i=1 ξij. (24)
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The closer γ01 is to 1, the higher the correlation between the two.

2.2.4. Locally Linear Embedding

LLE is a nonlinear dimensionality reduction method that maps sample data from a
high-dimensional space to a low-dimensional space, while keeping the structural informa-
tion of the original data unchanged [44]. The basic idea of LLE is that, for a certain sample
point Xi in the space, k sample points X(k)

i can be identified in its neighborhood, which can
be sufficiently close to Xi after combining these k sample points using a coefficient vector
wi. The coefficient vector wi consists of a set wij, j ∈ N(i), N(i) indicates the set of points
in the neighborhood of Xi, and this set wij needs to satisfy formula loss Equation (25)

w∗i = argwi min
1
2
||Xi − wiX

(k)
i ||

2, (25)

where wij is also recognized as the weight coefficient; and after dimensionality reduction,
the projection of a sample point with respect to these k sample points can still be linearly
represented using this vector of coefficients.

The LLE calculation process is as follows:
First, select point Xi with its k neighbors X(k)

i . Assuming that there are D points in
the space, calculate the Euclidean distances between point Xi and the other (D−1) points
in the space, and based on the calculated Euclidean distances choose the k points that are
closer to point Xi.

Calculate the weight coefficients wij between the sample points and X(k)
i . Assuming

that Xi is a 1-row, m-column vector and X(k)
i is a k-row, m-column matrix of k neighboring

points, normalizing the restriction on wij as follows:

∑j wij = 1, (26)

Substituting the above equation into Equation (25) to simplify it and solving it with
the Lagrange multiplier method yields

w∗i =
IT
k×1S−1

i

IT
k×1S−1

i Ik×1

, (27)

Si = wi

(
Ik×1Xi − X(k)

i

)(
Ik×1Xi − X(k)

i

)T
, (28)

where Ik×1 is all 1 vectors.
Constructing Low-Dimensional Data Collections. Assuming that the low-dimensional

projections corresponding to points Xi and X(k)
i are Yi and Y(k)

i , and satisfy the same linear
relationship, i.e., satisfy the loss equation minimization

Y∗ = argmin
Y

∑i ||Yi − w∗i Y(k)
i ||2, (29)

where Y∗ is a matrix of N rows and d columns. The mean of the N values in each column
is set to 0, and the variance is set to 1. Matrixing Equation (29) yields

∑N
i=1 ||Yi −W∗i Y||2 = tr

[
Y(E−W)(E−W)TYT

]
, (30)

where W =
[
W∗1 W∗2 · · · W∗N

]T , constructing the Lagrange equation to solve as follows

(EN −W)(EN −W)TYT = λYT , (31)
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It can be shown that Y is a matrix consisting of the characteristic vectors of (EN −W)

(EN −W)T .

2.2.5. Radial Basis Function Network

RBF is a typical feed-forward neural network, including an input layer, hidden layer,
and output layer, and its basic function is to activate the hidden layer neurons through the
radial basis function, mapping the original data in the low-dimensional space to the high-
dimensional space, so that the original data are transformed from linearly indistinguishable
to linearly divisible, to achieve the purpose of training and learning. Compared to general
neural networks, such as BP neural networks, it has a faster computational speed and
learning capability.

RBF mostly works with a Gaussian function as the activation function of the hidden
layer, whose expression is

R(xk − xi) = exp

(
− 1

2σ2
i
||xk − xi ||2

)
, (32)

where xk is the k input sample, xi is the i centroid, and σi is the width parameter of
the function.

The RBF utilizes an interpolation function as the approximation function, which is
expressed as

F(x) = ∑n
k=1 wiR(xk − xi). (33)

The output of the network obtained by the RBF neural network is as follows:

yi = ∑n
i=1 wijR(xk − xi) (34)

3. Case Study
3.1. The Project

The excavation of Qingdao Metro Anshan Road Station is located at the northwest
corner of the intersection of Anshan Road and Shandong Road, and the form is in the shape
of an “L”, as shown in Figure 2, and is the deepest station in Qingdao, with a maximum
excavation depth of about 42 m. Figure 3 shows the geologic profile of YDK7 + 495.533
− YDK7 + 670.333 of the Anshan Road station excavation. The topography of the area is
relatively flat, and the geology is a typical composite stratum of Qingdao area with upper
soft and lower hard strata. While the upper soil layer mainly consists of fill, powdery
clay, and coarse sand, the lower bedrock is dominated by granite with different degrees
of weathering, partially intruded by lamprophyre, granite, and cataclasite. Under the
influence of the Guanshan Fracture and Qingdao Mountain Fracture, a number of tectonic
fracture zones have been formed at the site, as shown in Figure 4, which are characterized
by the development of rock joints and fissures, rock fragmentation, and instability. The
depth of the groundwater is about 2.2–4.8 m, which is mainly stored in the fill soil layer and
coarse sand layer with strong permeability, recharged through atmospheric precipitation
and groundwater seepage. The station was excavated using top-down construction, and
the support system is a composite support form, consisting of steel pipe piles, cables, and
rock bolts.

During excavation, the existence of fractured rock and joints in the tectonic fracture
zone is prone to destabilizing the slope of the excavation. Meanwhile, the surrounding
environment of the excavation is complex, being adjacent to schools, residential areas, and
viaducts, as shown in Figure 2. The north and northwest sides of the station are adjacent
to the school’s depot and a residential building, respectively, with a space of 12.5 m and
24 m. And on the west of the excavation are Anshan 4th Road 2A and Qingdao 16th
Middle School, with the shortest distances of 20 m and 36.2 m to the excavation. Shandong
Road Viaduct and Hang-An Expressway Viaduct are located to the east and south of
the excavation, and the distance between the excavation and them is 24.9 m and 22.2 m,
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respectively. Additionally, there are 17 underground pipelines within the construction
impact area. In particular, as an interchange station, Anshan Road Station has a complex
structure with 21 supporting units containing a large number of corners, as shown in
Figure 5, which leads to collision of anchors and difficulties in construction control. For the
above reasons, during the construction, while ensuring the safety of the excavation itself, it
is also necessary to ensure the safety of the surrounding buildings, which greatly increases
the difficulty of the project. In fact, the excavation has resulted in cracks in the surrounding
ground and buildings, as shown in Figure 6. Therefore, an effective stability assessment is
urgently needed to ensure the safety of the excavation.
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3.2. Excavation Risk Assessment
3.2.1. Evaluation Index System for Excavation Instability Risk

The aim of this paper was to construct a model that can dynamically assess the risk of
excavation. For this reason, several factors that reflect the dynamic changes in excavation
needed to be explored and utilized. The existing research shows that on-site monitoring
can well reflect the working condition of rock and supports, which reflects the dynamic
changes in excavation engineering [45,46]. Therefore, on-site monitoring programs were
considered as risk assessment indexes. In the excavation introduced in Section 3.1, a
variety of monitoring programs were undertaken. With the help of invited experts, some of
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these were selected as evaluation indexes, including deformation, stress, and microseismic
signals. These can dynamically reflect not only the changes in the excavation but also
the internal failure of the rock mass. Based on this, while considering the geological
characteristics, a risk factor library was established, as shown in Table 3. This consists of
12 potential risk factors under three guideline layer factors, for the environment in the
excavation, the environment around the excavation, and the excavation support structure.
The useful factor ratio (UR) was used to analyze the importance of each risk factor for the
risk evaluation system of deep and large excavations with a soil–rock combination. Thirty
experts were invited to judge the importance of the factors through anonymous voting,
and the quantified UR is shown in Table 3.

Table 3. Potential risk factors and UR values.

Guideline Layer Potential Risk Factors UR Judgements

The environment in the excavation

Soil stress C11 0.9 Fit
Microseismic grade C12 0.81 Fit
Weak rock thickness C13 0.67 Fit

Microseismic frequency C14 0.67 Fit
Special strata C15 0.3 Unfit

The environment around the excavation

Thickness of overburden C21 0.9 Fit
Deformation of neighboring buildings C22 0.81 Fit

Surface settlement C23 0.7 Fit
Water table C24 0.67 Fit

The excavation support structure
Vertical deformation C31 0.81 Fit

Transverse deformation C32 0.81 Fit
Anchor cable axial force C33 0.83 Fit

After the calculation, the factor C15 named special stratum was not considered in
further calculations, owing to the fact that the UR value was less than 0.4. Then, the
combined weights of the selected potential risk factors were calculated using the AHP-
entropy method. Three experts were selected to perform two-by-two comparisons of the
importance between the factors of each layer and quantify their importance according to the
Table 1, to establish a judgment matrix. The weight, eigenvector, CR values, entropy value,
entropy weight, and comprehensive weight of each expert scoring result were calculated,
as shown in Table 4.

Table 4. Weights of risk indexes.

Expert 1 Expert 2 Expert 3 Average
Weight CR Entropy

Value
Entropy
Weight

Comprehensive
Weight

C11 0.23 0.17 0.23 0.21

<0.1

0.934 0.036 0.199
C12 0.14 0.17 0.14 0.15 0.811 0.104 0.141
C13 0.49 0.33 0.49 0.44 0.934 0.036 0.435
C14 0.14 0.33 0.14 0.2 0.680 0.177 0.193
C21 0.09 0.11 0.11 0.1

<0.1

0.931 0.038 0.086
C22 0.66 0.54 0.45 0.55 0.979 0.012 0.548
C23 0.17 0.18 0.34 0.23 0.727 0.151 0.208
C24 0.08 0.18 0.10 0.12 0.583 0.231 0.166
C31 0.27 0.31 0.43 0.34

<0.1
0.922 0.043 0.317

C32 0.27 0.58 0.43 0.43 0.879 0.067 0.386
C33 0.46 0.11 0.14 0.23 0.811 0.104 0.206

Twenty experts were invited to score the potential risk factors based on the evaluation
set V, to create an original data matrix. For the deep and large excavation with soil–rock
combination stability evaluation set V = (V1, V2, V3, V4) = (I, II, III, IV), the original data
matrix R was obtained. The original data matrix were standardized and normalized, and
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then the entropy value and entropy weight value of each index factor were obtained. The
subjective weights and objective weights were integrated and weighted to determine the
integrated weights of each indicator factor. It can be seen from Table 4 that the comprehen-
sive weights of the 11 potential risk factors were all greater than 0.1; therefore, they were
selected as the risk evaluation index, as shown in Table 5.

Table 5. Risk evaluation index system.

Evaluation Index I II III IV

Soil stress C11 MPa ≤6 6 15 24
Microseismic grade C12 grade ≤3 4 5 ≥6
Weak rock thickness C13 m <6 6−12 12−18 >18

Microseismic frequency C14 grade weak medium comparatively strong strong

Thickness of overburden C21 mm <2 2−5 5−8 >8
Deformation of neighboring buildings C22 mm <10 10−14 14−18 >18

Surface settlement C23 mm <12 12−18 18−24 >24
Water table C24 mm <500 500−1000 1000−1500 >1500

Vertical deformation C31 mm <18 18−24 24−30 >30
Transverse deformation C32 mm <12 12−17 17−25 >25
Anchor cable axial force C33 MPa <216 216−243 243−270 >270

In Table 5, the risk levels are graded based on the different evaluation criteria. First,
based on the control criteria defined in the code [47,48], the maximum (minimum) value of
the class IV risk was determined. Then, the maximum (minimum) value was subdivided
into different ranges with the assistance of the experts, to correspond to different risk levels.
In addition, appropriate management measures were set up based on the established
evaluation criteria, as shown in Table 6. Finally, the risk evaluation system for deep and
large excavation with soil-rock combination was established, as shown in Figure 7.

Table 6. Risk classification of excavation.

Risk Level Management Measures

I Continue construction and perform daily monitoring.

II Construction continues with more frequent monitoring and prohibit construction overruns.

III Construction is suspended with monitoring, while meetings are held to investigate the cause and
prepare contingency measures.

IV Stop construction and all personnel leave, while analyzing the cause, make an early warning and
develop measures according to the emergency plan.

Grey relational analysis was used to calculate the correlation between each risk index
and the risk level, so as to verify the rationality of its selection. Taking the risk level as the
parent series and the values of quantitative indexes as the sub-sequence, after the indexes
were made dimensionless, the gray correlation coefficients between the sub-sequence
and the parameters of the parent series were calculated as shown in Table 7. The results
show that the correlation coefficient of each sub-sequence risk factor index was more than
0.6, which had a strong correlation with the risk level of the parent sequence, so the risk
evaluation system for deep and large excavation with soil–rock combination had been
selected reasonably.
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Table 7. Gray correlation coefficient.

Parent Sequence Correlation Coefficient
C11 C12 C13 C14 C21 C22 C23 C24 C31 C32 C33

I 0.9271 0.9119 0.9882 0.4541 0.8392 0.9359 0.7927 0.7798 0.9024 0.9690 0.7823
II 0.7665 0.7747 0.9766 0.6940 1.0000 0.8589 0.6889 0.9084 0.8253 0.8067 0.6673
III 0.9271 0.9330 0.8267 0.9455 0.7229 0.8203 0.7235 0.9520 0.8269 0.8281 0.7272
IV 0.9271 0.9551 0.8267 0.4541 1.0000 0.8203 0.9642 0.9520 0.9558 0.9690 0.8954

3.2.2. Risk Assessment Process Based on Improved Neural Networks

In this paper, 12 sets of data were collected as training data for the RBF network,
which are shown in Table 8. The source of these data was the materials provided by the
construction company, including geologic investigation reports, construction plans, and
monitoring diaries, etc. Therefore, these data were reliable and credible. Moreover, it
should be noted that when choosing the LLE algorithm as a method for data dimensionality
reduction, the data dimensions should be no less than the number of indexes.

Table 8. Training data.

Risk Level
Quantified Indexes

C11 C12 C13 C14 C21 C22 C23 C24 C31 C32 C33

1 II 7.87 1.0 7.90 0.54 12.32 −2.95 −7.65 −5869 −11.04 12.29 275.83
2 III 10.23 1.86 10.78 0.57 17.30 −1.88 −5.0 −5711 −8.74 15.09 294.06
3 I 6.16 0.45 4.32 0.37 8.09 −3.58 −9.36 −6015 −12.36 9.60 264.22
4 IV 11.67 1.56 10.96 0.68 19.68 −1.77 −6.45 −5569 −9.85 9.8 257.35
5 II 5.47 2 8.45 0.60 17.68 −2.25 −7.65 −5671 −10.31 9.84 260.43
6 IV 11.16 1.69 10.22 0.81 22.70 −4.63 −9.23 −6423 −11.71 14.49 273.3
7 II 3.77 1.21 5.77 0.35 8.96 −1.5 −8.45 −5848 −11.29 12.26 269.91
8 II 3.64 0.68 5.44 0.20 4.89 −3.71 −10.06 −6377 −12.21 14.91 274.59
9 IV 5.63 1.05 9.54 0.55 10.48 −4.22 −10.95 −7196 −12.26 15.64 301.45

10 III 8.37 0.96 4.58 0.49 8.54 −4.84 −10.91 −6981 −13.09 15.32 287.46
11 I 3.55 0.18 3.27 0.31 6.78 −1.39 −4.47 −5067 −8.38 8.49 254.61
12 IV 10.51 1.93 10.87 0.74 19.64 −1.61 −6.26 −5169 −9.44 14.03 295.47

The original data needed to be processed by applying the LLE algorithm before
inputting it into the RBF network. In Table 8, each dataset contains 11 factors with high
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dimensionality and non-linearity. Therefore, the dimensionality of the low-dimensional
dataset was set to 11 when the data dimensionality was reduced using the LLE algorithm.
Twelve sets of training data were input into the neural network, with 1, 2, 3, and 4 used
to indicate low risk, medium risk, high risk, and extra high risk, respectively, and the
calculation results are shown in Table 8. In Table 9, compared with the actual risk level, the
risk level calculated using the model corresponds to it, which indicates that the improved
neural network had a high accuracy.

Table 9. Comparison of forecast results.

Risk Level

Predicted results 2 3 1 4 2 4 2 2 4 3 1 4
Actual result II III I IV II IV II II IV III I IV

After the neural network was trained, it was used for excavation risk assessment.
The monitoring data of Anshan Road pit unit K on 10 January 2019 and 30 May 2019,
which had a large cumulative variation, were selected to be used as samples for predicting
the safety status of the excavation, as shown in Table 10. Meanwhile, to demonstrate the
accuracy of the assessment results, the traditional RBF neural network model, BP neural
network model, and fuzzy comprehensive assessment model were used for prediction
based on the same data, and the results of the model comparison are shown in Table 11.
It can be seen from Table 11 that the prediction results of the improved neural network
model corresponded to the actual engineering grades, whose risk for deep excavation on
10 January 2019 and 30 May 2019 were grade II and grade III, respectively.

Table 10. Monitoring data of Unit K.

Date
Horizontal

Displacement
of Pile Top

Pile
Settlement

Deep
Horizontal

Displacement

Anchor Cable
Stress

Surface
Settlement

Building
Settlement Water Table

10 January 2019 9.80 mm −9.85 mm 17.84 mm 257.35 kN −6.45 mm −1.77 mm −5569 mm
30 May 2019 15.38 mm −13.45 mm 18.72 mm 304.71 kN −11.56 mm −5.43 mm −7151.00 mm

Table 11. Assessment results of different models.

Date Fuzzy Synthetic Evaluation Model LLE-RBF RBF BP

10 January 2019 II II II II III
30 May 2019 III III III II III

mean square error 0.045 0.251 0.779

In Table 11, the prediction results of the BP neural network are all class II, which is
more conservative. This is because 12 sets of data as training samples are not enough for a
BP neural network. This means that the improved RBF network could obtain good results
with less information. On the other hand, the traditional RBF networks seemed to have
better prediction results, with their risk levels all being 2. However, by comparing the
mean square error of the models, the improved model had a smaller value. Incidentally,
the BP model had the largest mean square error, with a value of 0.779. This indicates that
the improved model had a greater ability to analyze nonlinear factors, and it had a stronger
ability to resist interference when abnormal data were present. Overall, the improved
model had a higher accuracy and stronger immunity to interference.

Dynamic assessment of excavation risks and taking appropriate measures are signifi-
cant for ensuring excavation safety. At this point, according to the management measures
under the different risk levels listed in Table 6, the monitoring frequency of the pit itself as
well as the surrounding environment should be increased during the excavation process.
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An important fact to recognize is that the model presented in this paper has many
shortcomings requiring improvement. The first point is that the library of potential risk
factors needs to be supplemented with more risk factors. In actual engineering, the factors
affecting excavation safety are numerous and complex. For example, human factors have
a very significant impact on excavation safety but were not included in the factor library
developed in this paper. Second, although we tried as far as possible to avoid the role of
subjective factors in the factor selection process, their influence was still not completely
negligible. The issue of how to solve this problem is an important direction that needs to
be focused on in the future. Third, more training samples need to be collected. When the
risk factor index increases, the LLE algorithm will no longer be applicable if the number of
datasets is insufficient.

4. Conclusions

This study combined a variety of theories to construct a dynamic evaluation model for
calculating the instability risk of deep excavation with a soil–rock combination. A stability
assessment of the Anshan Road foundation excavation was carried out using the improved
RBF neural network, which verified the effectiveness of the proposed model. The main
conclusions are as follows:

1. The combined weights method is effective in screening potential risk factors. In
this paper, a factor selection model was first constructed. The UR was used for the
preliminary identification of potential risk factors. Then, the AHP-entropy method
was applied to calculate the combined weights of the factors, with which the risk
factors were selected. This factor selection model was valid, as verified through gray
correlation analysis;

2. An excavation risk evaluation index system was established for dynamic assessment.
The dynamic evaluation of excavation safety was realized based on the improved RBF
network, using real-time monitoring data as an evaluation index. A risk assessment
of unit K was conducted and the risk grades at 10 January 2019 and 30 May 2019 were
class II and class III, respectively. Additionally, comparison of the prediction results
with different models verified the validity of the proposed model. The model in this
paper had better accuracy and was less dependent on the original data.

3. The model needs further improvement. The model could dynamically analyze the
influence of each factor on the risk level of a deep excavation with soil–rock combi-
nation in construction. This has significant value in preventing excavation disasters
and reducing unnecessary losses. However, a number of drawbacks remain, lim-
iting further applications. This model needs to be gradually improved through
continuous application.
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