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Abstract

:

Application of Vehicular Ad Hoc Networks (VANETs) aims to help in the solution of some problems that have arisen in road transportation systems via short-range, low-latency mobile communication. The application of V2X (Vehicle-to-Everything) communication technologies to the next generation of Advanced Driver Assistance Systems (ADAS) is essential to the extension of the operational design domain (ODD) of the systems to provide safe, secure, and efficient automated driving solutions. Due to the safety-critical nature of the problem, the large-scale testing of V2X enabled ADAS solutions to evaluate and measure the anticipated quality and functionality of the experimental system is of great significance. This article proposes a novel ADAS application prototyping framework, using declarative programming, built on top of the popular Artery/OMNeT++ simulator. The framework is capable of simulating V2X-enabled ADAS applications using accurate network simulation and realistic simulated traffic on real-world maps. The solution features XML descriptions for application specification. The sensor model of Artery is used to provide information to applications. By using the simulator, one can conclude the performance of the applications and discover locations, circumstances and design patterns, where design limits should apply.
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1. Introduction


By the early 2000s, the trends in automotive development visibly changed. The priority of traditional driving functionality gave space to new design issues such as traveling safety, energy efficiency, and emission.



In order to comply with the above issues, an increasingly systemic approach, formerly not commonly adopted in vehicle design and operation, came to the fore. A vehicle (either traveling autonomously or supervised by a human driver) needs to be able to operate in a dynamically changing and varying environment and cope with rare and non-expected situations, including pedestrians and bicyclists on the road, accidents unfolding, presence of wildlife, adaptation to unpredictable weather conditions, etc. Given the above, it soon became apparent that two key driving features affecting the quality of vehicle handling and control needed to be significantly improved. They are (i) the performance of the decision-making capability of the driver (vehicle control) and (ii) the proper availability and quality of perception data collected from the interim driving environment.



Indeed, human decision making can be improved by assisting and supporting the human driver, including the more efficient management of human-related errors, moreover, the wide use of perception data and its feedback into drive control mechanisms became a primordial design quality in contemporary vehicles creating the required technology known as Advanced Driver Assistance Systems (ADAS).



The application of ADAS methodology combined with V2X promises a solution to some of the most challenging traffic problems nowadays [1,2]. Since ADAS can influence driving performance one can consider it safety-critical to create demands for an efficient and sufficiently detailed simulation framework to evaluate such applications and vehicle systems by using accurate network and sensor models. In this work, we propose a novel extension to the Artery/OMNeT++ simulator to support rapid prototyping of V2X-enabled ADAS applications with large-scale testing and evaluation capabilities in complex environments. Our solution features a flexible configuration scheme and an accurate sensor suite with realistic traffic and network models. To the best of our knowledge, no such system is currently available for the V2X community.



There are numerous VANET simulators and testing tools available for research purposes. A detailed summary of such systems is provided in [3]. In the scope of this work, we selected Artery [4,5], the most widespread state-of-the-art V2X simulator, due to its accurate network handling, precise protocol, and realistic traffic model implementation and capabilities of efficient full-stack V2X simulation.



Artery is an advanced V2X simulator built on top of OMNeT++ [6], a discrete-time, event-based network simulator engine, and the INET framework [7], which is also an OMNeT++ extension library responsible for the accurate protocol stack implementation, especially for the physical layer operations. Artery also features an exact ITS-G5 protocol model via the Vanetza library [8]. Vanetza is a standard-compliant protocol implementation which ensures the accuracy of the protocol model. SUMO [9] is a microscopic traffic simulator in Artery responsible for traffic simulation. This involves a number of accurate driving models and map generator tools, including support for OpenStreetMap [10].



The Artery simulator integrates the components listed above and also extends those components with additional modules. The extensions include a local object database called LocalEnvironmentModel and a sensor model, which feeds the database. The vehicles in the Artery can be configured to maintain the object database. The sensor model also supports V2X messages as object sources (Cooperative Awareness Messages, CAMs, by default and Collective Perception Messages, CPMs, with extensions of [11]) and models of physical sensors. The V2X object source practically detects a remote object if a corresponding message is received. The physical sensor model detects an object, e.g., a road user, if the related object is in the sensor’s field of view. The field of view and the onboard (in vehicle) placement of the sensor is configurable.



The remainder of this paper is structured as follows. In Section 2, some background information on the evolution of ADAS and autonomous driving applications is presented and the role of V2X in the progress is characterized. Section 3 highlights preliminaries and the most important related work of V2X-based ADAS simulations. This is followed by Section 4 where the proposed ADASApp framework is described with details of its implementation. Then, a brief comparison of the original Artery and our extended version is provided emphasizing the added values of the development. In Section 5 and Section 6, example use cases are shown which were realized as ADASApp extensions. Some distinguishing capabilities of the extended framework with simulation results are showcased. In Section 7, some concluding remarks close the paper.




2. Background


2.1. Evolution of ADAS Applications


From the very early ADAS applications, such as anti-lock braking systems (ABS) to the more complex ones using the entire repository of environment sensors, e.g., radars, lidars, ultrasonic sensors and cameras, etc., and advanced human-machine interface solutions, which are in wide use today, the technology has undergone significant development while shaping the whole vehicle industry. It proved capable of reducing associated fatalities on roads across the world and providing more comfort and assistance for vehicle users, which became a primary selling point in car markets. For a more comprehensive review and history of driving assistance systems, see, e.g., [1,12].



The human driver’s limited decision-making and control capacity and the continual striving to reduce human errors ultimately ended with the conceptual removal, or at least the partial replacement, of the human driver. This idea substantially contributed to the confirmation of the concept of self-driving car in the past decade. Later, therefore, the initial aspects which formed the evolution of ADAS were complemented by the issues created by the new requirements of automated, partially, and fully automated driving. Dependency on perception data requires using automated sensing and control functions on an ever-increasing scale. Thus, the two driving factors of ADAS development characterized above (i.e., human driver-related issues and the integration of environment detection technologies in vehicle control) are now spiraling in the research and development of the technologies of autonomous vehicles.



The newly emerging requirements of autonomous driving, however, not only foster ADAS development but also pose many new unpleasant questions. One of the most intriguing problems is that all of the driver assistance systems used and deployed recently can operate on a relatively short time horizon only and in an extremely limited scope and settings. Emergency braking kicks in at the last instant before a predictable crash, and its activation is based on local distance measurements. Lane detection comes on briefly when a car veers out of its lane, whose activation is based on imaging information taken from the next fifty meters of the road ahead. There can be ADAS operations on board that are frequently interrupted in operation and remain uncoordinated. In these situations, the human driver must be continuously alert and take over the control from the partially automated system.



The more automated the vehicle functions are, the more critical the presence of the human driver. This is because, on the one hand, human supervision is not adequate for an extended period of time. On the other hand, the constant shift between automated and human-driven operations is fraught with dangers. Air accident statistics prove that the vast majority of accidents caused by human error occur during the takeover of the autopilot. Humans cannot safely hand off the control efficiently and abruptly and counteract the limitations and deficiencies of the driver-assistance system. This must be changed drastically once the car should drive itself continuously for minutes or hours.



Critical issues in the development of the latest ADAS technologies are, therefore, how to increase their operational design domain (ODD) and how to extend the time horizon of their operation. Improving the performance and efficiency of environment sensing seems to be the right step toward finding a solution.



It is important to note that the operation of recent ADAS technologies is based on the principle of ego-centric perception, meaning that the driving environment is perceived and evaluated based on local measurements implemented from the viewpoint of a particular vehicle called the ego-vehicle. Relying on this principle is a somewhat limiting factor regarding both the size of the operational domain and the time horizon of operation. Just consider the line of sight and distance limitations of conventional sensors. Moreover, most of the risk scenarios that a continuously operating driver assistance system needs to handle can only be assessed from a higher perspective: a perspective that can represent an extended driving environment, including the characterization of co-related actions of other traffic participants.



Incorporating cooperative vehicle communication in environment sensing is essential to step out of the ego perspective. It can make it possible to use multiple redundant measurements, which are then fused and processed according to the given traffic scenario in a way other partners’ anticipated behavior, even outside of the line-of-sight zone, can be timely detected. Timely detection is a key enabler of enhanced situation awareness, increased ODD and extended time limit of operation. The following section briefly characterizes this communication technology and adds details to its role in perception.




2.2. V2X Evolution of Enhanced Perception for ADAS and Autonomous Driving


As it was introduced above, ADAS and autonomous driving technologies rely on sensor infrastructures to discover the ego vehicle’s environment. The output of these sensors is processed and appropriate in-vehicle systems respond accordingly and instantaneously. This scheme enables the vehicle to detect, e.g., a forthcoming collision event and automatically initiate a response action (such as breaking) significantly faster than a human driver would ever be capable of. Even though modern sensor solutions provide a 360-degree field of view, they still pose severe limitations. For example, it is impossible for them to see around corners or across multiple crossroads nor to warn drivers of potential hazards before they appear. Moreover, sensor systems often rely on artificial intelligence to process the data they collect, which may end up in misinterpretation of sensor inputs in certain circumstances.



Vehicle-to-Everything (V2X) communication tackles the above issues of automotive sensor architectures by implementing a novel way of perception that relies on cooperative information sharing among road users and road infrastructure. Unlike legacy ADAS applications that depend on sensors modeling human senses, the V2X-based successor techniques will take the paradigm to the next level by moving beyond the current limitations of line-of-sight capability and operating distance. In fact, V2X is considered a new generation of sensors: it is just like radar or lidar but with an active, communicating party on the other side, making V2X the only sensor with non-line-of-sight abilities. Furthermore, V2X can operate and perform perception tasks independently of any weather and lighting conditions, paving an innovative path of reliably and precisely mapping the physical environment into its digital representation.



The V2X toolset will effectively help the vehicles comprehend any situations possible on the road, playing an essential role in all four main stages of general autonomous driving procedures. First, V2X as a sensor will contribute to discovering objects, other road users, etc., by extensively sharing status, attribute, and sensor information. Second, V2X, as a pillar of cognition, will help to recognize any specific scene in the environment. For that, intention data exchange will be applied. Third, V2X will also improve autonomous driving decisions by taking part in the selection of the best maneuver the vehicle needs to take utilizing transmitted trajectory/maneuver data. Fourth, V2X will aid actuation procedures by defining how road users must behave while on the move: V2X will be used to confirm that the decided maneuver is the correct one and facilitate actuation effects using coordination data exchange.



In the above innovative application areas of V2X, an evolution regarding the use of dynamic data by ADAS and autonomous driving systems can be seen. We are moving from solutions that ensure the efficient supply of information to the human user (driver) towards the possibilities that can be realized with cooperation between autonomous vehicles. The significant development steps of this evolution are manifested in the supported use cases that we group into “Days” [13].



V2X applications implementing Day 1 use cases support awareness driving. Awareness means that the V2X protocol stack, through its specialized Facilities-layer message services [14], makes the driver and the vehicle aware of the primary status/attribute and event information relevant to the environment. This is done by receiving and processing periodic or event-driven messages from its partners’ messages. The common feature of the Day 1 applications is that they are relatively simple, and based on human drivers, so they do not interfere with driving; they only provide drivers with additional information. The most crucial Day 1 use cases include those ADAS applications that increase the cooperative awareness of road users by relying on the status and attribute information delivered by the Cooperative Awareness Messages (CAM) sent periodically (with a frequency of 1–10 Hz) based on the “see and be seen” principle [15]. These include applications that support safe passage through intersections, turning, changing lanes, and overtaking, as well as blind spot monitoring and collision warning. Cooperative Adaptive Cruise Control (C-ACC) can also be classified here because the joint implementation of acceleration/deceleration, in the direction of travel, is also based on the CAM Day 1 message service. Preparation for unexpected and potentially dangerous events is helped by the information carried in event-driven Decentralized Event Notification (DENM) messages, with which road users can warn each other about road works, weather conditions, stationary or slow vehicles, crossing prohibited signs, and different similar dangerous situations [16].



The use cases referred to as Day 1.5 refer to situations where status/attribute information is shared and used in multimodal applications. In the next step, Day 2 will lead to the era of “sensing driving” that relies on shared sensor data, expanding the possibilities of Day 1 applications in several aspects. The V2X messages communicated here no longer only provide information about sender road users, but also ensure the sharing of digital representations (objects) detected by them, thus facilitating the operation of new ADAS applications with additional capabilities. An excellent example is the Collective Perception Message (CPM) protocol and message service [17]. With the help of CPM, we can share the objects detected by the sensors and monitoring systems of the vehicle or the infrastructure and/or the free (“empty”) area between the objects (“free space”). The sensor information and detections conveyed in CPM messages can be used as input for sensor fusion procedures, which, using this additional data and running various refinement algorithms and techniques, can form a much more accurate mapping of the world surrounding the vehicle, the current characteristics of the environment, and also receive real-time sensor data from relevant areas, which may be blocked in front of their own sensors or due to limited range. With the approaches available in the Day 2 phase, there is an opportunity for data from various objects that are not fundamentally capable of V2X communication to be included in the cooperative domain and thus increase the detection area.



After the Day 2 phase, the applications of the so-called cooperative and synchronized cooperative driving will presumably become the next evolutionary steps, which will gain an increasing role with the spread of vehicles reaching more advanced levels of autonomous driving. The essential innovation foreseen in Day 3 and Day 3+ V2X applications is the introduction of the sharing of vehicle intention and coordination data. Cooperative Automated Vehicles (CAVs) will be able to exchange such information, so they can coordinate their maneuvers with other road users or the infrastructure and prevent conflicts. This includes, for example, the AGLOSA (Automated Green Light Optimized Speed Advisory) application, which can adjust the speed of controlled CAVs to the rate of phase transitions of traffic lights by actively and adaptively controlling the pace [13]. In the information exchange of the relevant messaging services, traffic participants will share their planned trajectory, with which traffic can be much more continuous and smooth than at present, and accidents caused by misinterpretation of driving intentions, or even just unnecessary slowing down, can be avoided.



The above-introduced V2X evolution and example application areas all point to the fact that ADAS and autonomous driving solutions will increasingly rely on cooperative communication, and for some, V2X will already be an absolutely essential requirement. In order to foster research in the domain, this article presents a declarative application framework for evaluating V2X-based ADAS solutions in the Artery/OMNeT++ simulator. Our scheme is based on the most crucial Day 1 and Day 2 V2X messaging services (CA, DEN, and CP) and supports architecture-level extendability towards Day 3 and beyond.





3. Related Work


Even though there are field tests and large-scale deployments already available, the development and performance evaluation of the evolving V2X technologies still strongly require extensive simulation-based experiments. There is vast literature on the simulation of V2X protocols, applications, and different V2X-based solutions: numerous simulation techniques, tools, and frameworks are available for evaluation purposes [18,19,20]. Simulation tools supporting ADAS testing and development can also be found in the literature, see, e.g., in [21,22,23,24]. However, the set of V2X simulators with models/extensions for advanced driver-assistance systems is much smaller, and when it comes to free/open-source V2X simulators with explicit ADAS support, the list becomes almost empty, at least to the best of our knowledge. Below, we present the related work by introducing the available commercial products and existing publications of V2X-capable ADAS application simulator solutions.



Vector, an automotive electronics company, supplies related industries with a professional platform of tools, software components, and services for developing embedded systems. Their product CANoe.Car2x [25] supports V2X standards and protocols from the regions of China, EU, and the US and lets users load various test scenarios and generate valid V2X communication. Authors of a Vector white paper [26] introduce that CANoe.Car2x can be applied for testing ADAS applications by generating, time synchronously, the entire data traffic for all networks used by the ADAS ECU. The system is modular, and different network interfaces, ECUs, and applications to be tested can be incorporated into the hardware-in-the-loop simulations.



ADAS iiT, a collaboration of four National Instruments (NI) Alliance partners, offers a commercial simulator for V2X and related technologies [27]. Their V2X test system solutions are designed as a modular system of different building blocks with clearly defined interfaces based on NI hardware and software, S.E.A. V2X, various communication interfaces, and GNSS simulation tools [28]. The solution is flexible: tests of single devices or complete systems in functional or hardware-in-the-loop testing applications are also achievable, especially in the V2X sensor fusion and ADAS verification domain. Intra-vehicle communication, position information management, and scenario generation are both available.



dSPACE also provides a commercial product within its V2X portfolio called the dSPACE V2X Interface for waveBEE [29]. This flexible solution supports all relevant V2X standards for V2X and cellular V2X paired with scalable computation power and makes it possible to integrate dSPACE advanced HiL- or PC-based simulation solutions for ADAS/AD into a waveBEE V2X simulation environment initially developed by Nordsys [30]. The system offers a wide range of testing capabilities for various applications, from V2X Day 1 to CAVs, that require detailed vehicle, environment, and infrastructure modeling and simulation.



In [31], the authors introduce a 3D Simulator for Cooperative ADAS and Automated Vehicles Simulator (3DCoAutoSim). It is a flexible, modular, tailored vehicle simulator with 3D visualization, enabling it to emulate various controlled driving environments for investigating the effect of automation and V2X communication on drivers. The solution does not include proper and detailed models of communication protocols or standardized V2X architectures. Instead, 3DCoAutoSim simulates the V2X transmissions within the applied 3D visualization engine by calculating the communication between the different entities while considering radio signal propagation characteristics and reception failures resulting from long distances and/or building interference [32].



The authors of [33] proposed a system integrating Veins [34] with a 3D driving simulator to support the development of next-generation ADAS systems. With a particular ego vehicle interface, they made it possible to give the control over an ego vehicle to human drivers observing the 3D environment from a first-person perspective within a VANET-enabled car. The ego vehicle is synchronized to Veins, in which DSRC communication and all related networking protocols are simulated. This allows a human driver to experience future V2X-based ADAS applications, and future V2X applications can also be tested with real users. The system focuses on the involvement of human interactions and not on modeling ADAS solutions with V2X capabilities. Moreover, it relies on Veins which, on the one hand, lacks the option to study the behavior of several vehicles with different V2X capabilities and, on the other hand, does not support ADAS applications relying on the perception of the environment through environment sensors.




4. ADASApp: An Extension of the Artery Simulator


Our goal was to implement an ADAS application development framework (called ADASApp [35]) on top of Artery/OMNeT++ to support V2X-based actions and easy and versatile configuration of the applications so that rapid prototyping of complex C-ITS systems would be possible. The framework is able to handle multiple information sources, including sensor data and V2X messages (such as CAMs, DENMs and CPMs). The application framework also features callbacks to manage the state of applications. In this system, SUMO deals with traffic modeling by relying on a rich toolset which supports a wide variety of road user types (e.g., passenger cars, trucks, tram, cyclists, motorbike riders, but also vulnerable road users and pedestrians). Miscellaneous modeling phenomena such as driver behavior, accident handling, traffic control, and weather conditions can be considered in the system through various parameters.



4.1. ADASApp Components and Operation


ADASApp is built on top of the LocalEnvironmentModel concept in the Artery framework. The Artery features a sensor model. This model defines multiple types of sensors. One of those is the CAM sensor, which subscribes to CAMs and records the received vehicle’s identifier to look up its motion data. The Artery also supports the model of classic sensors such as radars and lidars. Such sensors are modeled with the position of the sensor, its location, heading, and field of view. This model does not include sensor data generation and detection, instead, it only considers the aforementioned parameters of the sensors and filters the objects accordingly. This sensor model is sufficient for most V2X application testing scenarios. However, to better incorporate the effect of the sensor errors and detection algorithms, we plan to integrate a more accurate sensor suite in the future, as discussed in Section 7. If a sensor detects a vehicle, then the IDs of these vehicles are recorded in the LocalEnvironmentModel so that we can look up their position. Our application framework is connected dynamically to this sensor model. The application model performs the application logic calculations with a configurable frequency. In this process (as depicted in Figure 1), the application orchestrator module fires the application logic with the available objects in the LocalEnvironmentModel.



To the best of our best knowledge, there is no such extension available for Artery that supports the application development with the built-in detailed sensor model.




4.2. Filter–Effect Concept


The applications in this framework have two major components. One of them is the filters, and the other is the effects. The filters define the conditions that have to be fulfilled to trigger an application. Each application contains exactly one filter. The filters can contain zero, one, or many other filters. The filters can be combined via logical operators such as And or Or conditions. The following filters are currently implemented: True, Or, And, Not, RelativeHeading, AbsoluteHeading, SelfHeading, InRelativeBoundingBox, InGeographicalBoundingBox, SelfInGeographicalBoundingBox, Range, Speed, SelfSpeed, SpeedDifference, Acc, Named, and RWWAheadFilter. The filters could also be registered to receive DENMs, facilitated by the orchestrator module of our framework. An application can contain multiple effects. If the filter conditions of an application are met, then all effects will be updated with the particular object. Eventually, if any object matches the filter, then the trigger method of the effect is also called. Using the update method, we can effectively implement applications where the application effect depends on multiple traffic participants. Such vehicle counting use cases include platooning, for example, where we need to represent the platooning members in our internal structures. Several effects are implemented, such as the Logging, Platooning, Brake, LaneChange, and Reroute effects. The filters and effects can be combined with ADAS applications using an XML file format. This file format offers a declarative way to describe our applications. This means we have to define the circumstances where we want the application to activate and the actions we want the vehicles to take. In contrast, the imperative approach, for example, requires defining the actions on the input data.




4.3. State Handling


The proposed application framework has callbacks to handle the applications’ state. One example is the platooning application that looks for vehicles to track in the ego vehicle’s neighborhood. If it finds some, it starts to track the discovered vehicles. Tracking includes the manual speed setting and the denial of SUMO-initiated lane changes. However, if the vehicle loses the tracked vehicle, we need to reset its state so it can proceed as a regular vehicle. In order to implement this, we added a reset method both to the effect and the filter interface.




4.4. Integration of Collective Perception


The collective perception services are expected to offer increased awareness since they put unconnected road users on the V2X horizon. These services can also extend the available amount of data on the V2X network with redundant information about the traffic participants. In order to benefit from the advantages of the collective perception service, we integrated the latest CPM standard into ADASApp and implemented a CP service responsible for sending and receiving the CPMs, as an update to our previous work [11]. Due to the limited bandwidth of the V2X channel, the sender stations usually apply redundancy mitigation techniques [36]. In our implementation, we only included objects which were detected by radars, so CAMs and CPMs were not considered when assembling CPMs. The CPMs were sent at a fixed 10 Hz rate.



We also integrated the collective perception mechanisms into the Artery’s LocalEnvironmentModel. This database tracks the remote entity detections for each equipped vehicle. The detection can happen via sensors that are already existing in models of Radar and CAM-based detection mechanisms. The Radar sensor detection depends on the parameters, including the field of view, the location, and the range. The CAM sensor detection happens if a CAM is received from a remote entity via the V2X channel. The Artery tracks the station id and the SUMO id in a centralized module to provide object mapping. Instead of using the raw CAM data, the LocalEnvironmentModel uses this identity registry to provide a unified interface for the applications. This approach simplifies the environment model by eliminating the need for perception fusion on the vehicle side. Our CPM sensor detection mechanism follows a similar approach to the CAM sensor. However, perception information (i.e., detected objects) is exchanged instead of providing data about the sender vehicle. When implementing, we introduced a new optional field in the CPM because the range of the object identifier in its original format was not large enough to store those Artery-type identifiers. This data field contains the station id of the detected vehicle and has only a minor effect on communication due to its small size. On the receiver side, we used this information to add the detected object to the LocalEnvironmentModel.




4.5. Redundancy Measures


Thanks to the V2X services, especially to CA and CP, any modeled ADAS system in the simulated vehicles can rely on a largely extended amount of input data. These data can also be redundant, meaning that receivers could have information about a detected object from multiple sources. In our models, such sources can be the radar sensor of the vehicle, CAMs, or CPMs, potentially from multiple-origin vehicles. The increased amount of highly redundant data could result in more accurate detections, more precise decisions, and eventually safer and more secure applications.



In the scope of this work, we implemented a CP-aware LocalEnvironmentModel, as described in Section 4.4. The objects received from other vehicles (detected by their sensors and sent in CPMs) are fed to this module. Therefore, it is the perfect location to implement detection redundancy measurements. The ADAS application models run every 100 ms after they have sampled the database and gathered perception information. Between these samplings, we record each individual detection from each sensor source as depicted in Figure 2. Then, we record the number of perceptions for each individual application processing interval. It can be seen in Figure 2 that the first interval contained three perceptions from individual remote entities and another from the ego vehicle’s sensor. The second interval contained one remote and one local detection. By logging detections in this way, we can analyze the effects of the different V2X-based applications/services and their deployments, e.g., redundancy mitigation techniques or the object data quality and redundancy.




4.6. Comparison with the Artery Storyboard


Artery also implements a scenario definition framework called Storyboard [37], which is conceptually similar to the ADASApp proposal this article introduces. However, our solution has several advantages over the Storyboard implementation. The comparison table between these simulators can be found in Table 1. In the scope of the work, we use the LocalEnvironmentModel. Contrary to this, the Storyboard uses the raw SUMO database, which means that from the application perspective, each vehicle sees every other vehicle, regardless of its physical location or V2X capabilities. In the case of too many simulated road users, this might lead to scalability issues. With the growth of the space of the simulated area—assuming that the distribution of the simulated entities are similar and the simulated space is sufficiently large (e.g., larger than 1 square kilometers)— the required computation power for Storyboard grows in   O (  n 2  )  , however, for our framework, it only grows in   O ( n )  . The reason for this is that we only perform the application logic on the detected objects instead of the whole object set. Our proposal also has a more accurate sensor model, helping to examine the effects of the communication channel quality on the application performance. Our solution can also include objects from perception messages so that the ADAS applications can work on a detailed and accurate environment model. The introduction of perception services also means that with the ADASApp we can also examine the level of redundancy. This opens up the way to various studies on the safety and security of the system and the quality of the object information. Moreover, we can also investigate the impact of the V2X penetration or the number of sensors in the vehicle on the performance of ADAS applications. We can also investigate roadside sensor deployments to ensure the safety of the intersections. In contrast, the Storyboard is not capable of examining the data in their granularity. Compared to the Storyboard, our solution uses a declarative XML configuration to define the safety applications (sample configurations can be found in Appendix A and Appendix B). This is solved via a Python script in the Storyboard, which leads to numerous unnecessary runtime calls to an interpreter. Calling the Python interpreter from the simulator likely introduces performance impacts, unlike in the case of XML initialization and C++ implementation. The Storyboard’s application has a so-called effect-stack feature that deals with concurrent effects. As an advanced alternative, our framework executes all effects regardless of the other applications.





5. Implemented Example Use Cases and Configuration Details


In the scope of the work, we addressed two typical use cases of the V2X-based applications and developed a driver model for both use cases.



5.1. Event Awareness


In the Road Works Warning use case (the application concept is depicted in Figure 3), the simulation infrastructure was instructed to send DENM (Decentralized Environmental Notification) messages [16] about road works activities that are performed on a multi-lane road segment. We expect these messages to increase driver awareness, meaning that the drivers can prepare better for such situations; they can decrease speed and start lane change maneuvers in time. Eventually, this leads to fewer traffic jams and safer transportation in general.



The road works use case was modeled via a standing vehicle in SUMO (velocity is 0 or very low), as depicted in Figure 4. Using this method, the regular non-V2X vehicles could not foresee this event, which caused traffic jam events behind the standing vehicle due to the late lane changes. Using the DENM information, the V2X-capable road users could detect the road event in time. In this simplified model, as the vehicles received the DENM message, they started the lane change immediately. The scenario was simulated in both urban and highway scenarios. The showcase results of the model are discussed in Section 6.




5.2. Platooning


The platooning application (the application concept is depicted in Figure 5) helps the equipped vehicles to maintain a short leading gap to the preceding vehicle. The short gap between vehicles offers several benefits, including reduced air drag or better utilization of the roads [38]. In the scope of the platooning applications, we consider the lateral control (i.e., vehicle steering) to be solved, and we focus solely on the longitudinal control. We used our previous work [39] to select the proper control algorithm for this implementation. The gap size and the throttle control depend on the control algorithm running on the vehicles.



In the scope of this work, we did not implement any platooning-specific or management-type communication. Instead of dedicated platooning messages, we used CAMs to transfer speed, position, and other relevant dynamic data as inputs for the individual C-ACC algorithms and maintain vehicle platoons. In this example implementation, if an equipped vehicle detected a vehicle in front (practically in a bounding box) by means of CAMs or sensory data, it engaged its platooning application. This meant that the longitudinal control was passed to the platooning application instead of SUMO’s regular driver model. For this, we also prohibited the SUMO-controlled lane changes of the cars. In practice, this behavior meant that if a vehicle saw another vehicle that it could follow, it started to accelerate and then gently slowed down to follow the partner smoothly. In Figure 6, the vehicles denoted with red color are the so-called follower vehicles, and the yellow ones are either platoon leaders or vehicles not in platoons. In this work, we model the platooning application without Platooning Control Messages; however, the solution can be extended with such messages. The advantage of this solution is its simplicity, while the drawback is that we cannot explicitly control the platoon membership. For example, the vehicles will not change lanes to form a platoon.




5.3. Collision Avoidance and Redundancy Measurements in Urban Scenario Using Various Sensors


In this use case, we developed a scenario based on the car2car grid configuration set provided by the Artery framework [4]. This scenario contained a grid of 5-5 perpendicular roads modeling an urban environment, as depicted in Figure 7. The scenario run for 400 s after a 100 s warm-up period. The penetration value was set to 20%, 50%, and 80% to keep the similarity with the previous experiments.



In the scope of this measurement, we focused on the effects of the various V2X services on the number of object detections on the receiver vehicle side. We applied three different sensor setups. The number of sensor-equipped vehicles depended on the V2X penetration parameter. Only a front sensor was applied to the equipped vehicles in the first case. This sensor had a range of 80 m and a field of view angle of 60°. The vehicles were also equipped with CAM-sending capabilities and CAM sensors in the second sensor setup. The CAM sensors added the received CAMs to the object model. The third sensor setup included the CPM service and CPM sensors. The CPMs included the radar detections of the surrounding vehicles. In the scope of this scenario, we measured the level of redundancy and the overall number of detections. The number of vehicles in the simulation is presented in Figure 8.





6. Showcase Results


6.1. Parameters


As part of the initial evaluation, we ran the two example applications of our ADAS framework in an urban and highway scenario. These scenarios were generated based on real-world maps. The most crucial free parameter was the V2X penetration, which is the ratio of the traffic-equipped vehicles in the simulated environment. The measurement was performed with 0%, 20%, 50%, and 80% penetrations. The length of the simulation was normally 500 s, but it was limited to 200 s in the 80% penetration cases due to feasibility issues. The highway scenario covered a 10 km long highway section and contained around 350 vehicles during the simulation. The urban scenario covered an approximately 5 km2 urban area.



The filter and effect components of the application were introduced in Figure 3 and Figure 5. The Platooning application engaged if the speed of the ego vehicle was between 7 and 80 m s−1 and if there were remote vehicles that had a similar heading (the deviation was not more than 15 m s−1) and if the remote vehicle was in front of the ego vehicle, practically within the 4 m times 120 m bounding box. The Road Works Warning was engaged if the ego speed of the vehicle was between 3 m s−1 and 80 m s−1 and the remote vehicle was in front of the ego vehicle (100 m times 200 m bounding box).



In order to showcase the viability and performance of our system and how we can conclude the application’s performance, we collected the three most exciting diagrams from the simulation results.




6.2. Applications on a Highway


In Figure 9, we can see the effect of the platooning application on the environmental parameters in the highway scenario. The most exciting part is fuel consumption, which does not always drop with the penetration increase as we would expect. This effect occurs for two reasons. The first is that the SUMO does not maintain the air drag of the vehicles depending on the preceding vehicle, such as decreasing the achievable advantages of the platooning application. The second reason is the limitations of the used initial model of the application. If a vehicle detects a platoon leader, it immediately accelerates. These accelerations increase fuel consumption. If the number of equipped vehicles reaches a threshold, then the platoons will decrease fuel consumption due to their effect on the smoothness of the traffic.



In Figure 10, we can see how the standard deviation of the speed develops in a highway scenario depending on the number of Road Works Warning equipped devices. The standard deviation of the speed is calculated in each second from the speed of the vehicles, and the average of these values was taken. As we can see, the standard deviation drastically decreases after a short and moderate increase. This means that the deployment of the relatively simple application version will likely increase the safety of the traffic and make it more fluent. If the application is not deployed, then the vehicles form a row behind the road works, resulting in significant speed differences among the vehicles. The slight increase, in the beginning, is due to the advantage of the equipped vehicles. In this case, the equipped vehicles are able to perform a lane change rapidly, and they can overtake the standing row. For this reason, the scenario can be considered unfair. We could also observe this from the user interface of the simulation; however, the diagrams helped us quantify the results.




6.3. Applications in Urban Scenario


In Figure 11, we can see the effect of the Road Works Warning application on the average speed in the urban environment. This diagram showed a similar pattern to Figure 10. Due to the early lane change of the equipped vehicles, an unfair situation developed, where the equipped vehicles practically blocked the lane change of the other road users. If the penetration reached a certain threshold, more vehicles changed to the fast lane early, which slowed down the fast lane and gave a chance to the non-equipped vehicles to change lanes. Practically, this behavior resulted in a higher average speed in the simulated scenarios.




6.4. Redundancy in the Grid-Like Urban Scenario


In this scenario, we focused on the detection redundancy achievable via V2X services. The interpretation of the redundancy score is explained in Figure 2. The measurement results were evaluated for the various sensor setups, and penetrations are depicted in Figure 12. This diagram represents the sensor setups with different colors and the penetration values with different locations on the penetration axis. As we can see, the radar can only detect a few vehicles compared to the V2X-extended perception cases. The detections of the radar gradually grow together with the ratio of the equipped vehicles. In the second sensor setup, we can see that the number of detections is much larger than in the radar case. In this case, we can also observe a small amount of redundant object detections. However, the degree of redundancy does not exceed the value of 2. In the combined radar, CAM, and CPM sensor setup, we can see that the number of detections is even higher than in the CAM case. In rare situations, the number of redundant detections can also reach the level of 11, which means that the receiver vehicle could obtain information about an object from 11 different observations. The gap between the CAM and the CPM use case redundancy results is similarly massive as the gap between those and when only the radar sensor was enabled. The amount of the objects in the CPMs also depend on the applied redundancy mitigation techniques. The gap between the CAM and the CPM results would probably be even greater with a more dense traffic environment.



In Figure 13, the total number of object detections is represented. This diagram highlights the sensor deployment schemes with different colors, and different groups represent the different penetration values on the horizontal axis. Generally, we can see that the number of detected objects in such ADAS applications grows with the higher number of equipped vehicles. The number of objects detected by the CPMs usually exceeds the number of objects detected by CAMs. In the case of 20%, the number of objects detected by the CAMs exceeds the CPM case. This is likely due to an unfortunate setup with the random assignment of the equipped vehicles.





7. Conclusions


With the evolution of vehicle technology and the appearance of advanced C-ITS architectures, the importance of modeling and evaluation of V2X-based ADAS applications have grown. The ADAS application framework presented in this paper provides a powerful yet straightforward environment for application testing, relying on the accurate network and protocol models of Artery/OMNeT++. It can be seen from the showcase results that the system has excellent potential in evaluating advanced V2X-based ADAS use case applications. Thanks to the declarative programming interface and the flexible build-up, one can model the widest scale of ADAS solutions in the framework, in which effects of ADAS actions in various abstraction levels and scopes can be characterized, the related perception and V2X communication indicators can be collected and the findings quantified in the form of statistically relevant numerical results. The flexibility of the framework makes the simulation of V2V (e.g., emergency vehicle warning, intersection collision warning) and I2V (e.g., roadworks warning, signal violation warning) safety application scenarios possible. With further enhancements and extensions of the framework, autonomous driving use cases could be fully supported as well.



During the testing of the framework, a platooning and a road works warning use case were implemented and multiple key performance indicators, in functions of various V2X penetration levels, evaluated. The sample applications showed that novel applications, such as emergency braking, DENM generation, data aggregation, or maneuvering, can conveniently be implemented and examined using the ADASApp features.



As part of our future work, we plan to build even more realistic sensor and environment models for V2X-supported ADAS mechanisms by integrating Artery with CARLA (the “open-source simulator for autonomous driving”) so that the ADASApp-specified use cases could be examined based on practical sensor data processing pipelines with accurate object detection, decision, and fusion algorithms.
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Abbreviations


The following abbreviations are used in this manuscript:



	3D
	Three-Dimensional



	ABS
	Anti-lock Braking Systems



	AD
	Autonomous Driving



	ADAS
	Advanced Driver Assistance Systems



	AGLOSA
	Automated Green Light Optimized Speed Advisory



	C-ACC
	Cooperative Adaptive Cruise Control



	CAM
	Cooperative Awareness Message



	CAV
	Cooperative Automated Vehicle



	C-ITS
	Cooperative Intelligent Transport Systems



	CPM
	Collective Perception Message



	DENM
	Decentralized Environmental Notification Message



	DSRC
	Dedicated Short-Range Communications



	ECU
	Electronic Control Unit



	GNSS
	Global Navigation Satellite System



	HiL
	Hardware-in-the-Loop



	ODD
	Operational Design Domain



	RWW
	Roadworks Warning



	SUMO
	Simulation of Urban MObility



	V2X
	Vehicle-to-Everything



	VANET
	Vehicular Ad Hoc Network



	XML
	eXtensible Markup Language










Appendix A. Platooning Application Configuration




	<?xml version="1.0" encoding="UTF-8"?>



	<adasapps>



	    <adasapp>



	        <filter type="And">



	            <filter type="SelfSpeed">



	                <minSpeed>7</minSpeed>



	                <maxSpeed>80</maxSpeed>



	            </filter>



	            <filter type="RelativeHeading">



	                <fromAngle>-15</fromAngle>



	                <toAngle>15</toAngle>



	            </filter>



	            <filter type="RWWAheadFilter">



	                <pos><x>-800</x><y>0</y></pos>



	                <pos><x>-800</x><y>2400</y></pos>



	                <pos><x>800</x><y>2400</y></pos>



	                <pos><x>800</x><y>0</y></pos>



	            </filter>



	        </filter>



	        <effect type="LaneChange"/>



	    </adasapp>



	</adasapps>







Appendix B. RWW Application Configuration




	<?xml version="1.0" encoding="UTF-8"?>



	<adasapps>



	    <adasapp>



	        <filter type="And">



	            <filter type="SelfSpeed">



	                <minSpeed>7</minSpeed>



	                <maxSpeed>80</maxSpeed>



	            </filter>



	            <filter type="RelativeHeading">



	                <fromAngle>-15</fromAngle>



	                <toAngle>15</toAngle>



	            </filter>



	            <filter



	                type="InRelativeBoundingBox">



	                <pos><x>-2</x><y>0</y></pos>



	                <pos><x>-2</x><y>120</y></pos>



	                <pos><x>2</x><y>120</y></pos>



	                <pos><x>2</x><y>0</y></pos>



	            </filter>



	        </filter>



	        <effect type="Platooning"/>



	    </adasapp>



	</adasapps>
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Figure 1. Sequence diagram of general ADASApp operation. 
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Figure 2. Redundancy score explanation. The camera icons show distinct perceptions about a particular remote vehicle with different sensor sources. 
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Figure 3. Road works warning app configuration. 
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Figure 4. Urban traffic with platooning service use case. 
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Figure 5. Platooning app configuration. 






Figure 5. Platooning app configuration.



[image: Applsci 13 01392 g005]







[image: Applsci 13 01392 g006 550] 





Figure 6. Highway traffic with platooning service use case. 
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Figure 7. Urban grid scenario. 
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Figure 8. The number of vehicles in the simulation in the urban grid scenario. 
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Figure 9. Green gas emission and petrol consumption of highway traffic with platooning service use case. 
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Figure 10. The standard deviation of the speed on a highway with RWW deployed. 
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Figure 11. The average speed on a highway with RWW deployed. 
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Figure 12. The redundancy score of the different scenarios. 
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Figure 13. The total number of detected objects in the different scenarios. 
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Table 1. Comparison of application simulation frameworks in Artery.
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	Artery’s Storyboard
	Proposed Framework





	Data source
	All SUMO entities
	Based on the local environment model



	Sensor model
	All vehicles in the simulation are visible
	Based on V2X communication (CAM, DENM and CPM) and 2D sensor models



	Configuration interface
	Python-based
	XML-based



	Main concept
	Filter-Effect concept
	Filter-Effect concept



	Effect prioritization
	Based on effect stack
	All effects are applied sequentially
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