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Abstract: While some areas of software engineering knowledge present great advances with respect
to the automation of processes, tools, and practices, areas such as software maintenance have scarcely
been addressed by either industry or academia, thus delegating the solution of technical tasks or
human capital to manual or semiautomatic forms. In this context, machine learning (ML) techniques
play an important role when it comes to improving maintenance processes and automation practices
that can accelerate delegated but highly critical stages when the software launches. The aim of this
article is to gain a global understanding of the state of ML-based software maintenance by using
the compilation, classification, and analysis of a set of studies related to the topic. The study was
conducted by applying a systematic mapping study protocol, which was characterized by the use
of a set of stages that strengthen its replicability. The review identified a total of 3776 research
articles that were subjected to four filtering stages, ultimately selecting 81 articles that were analyzed
thematically. The results reveal an abundance of proposals that use neural networks applied to
preventive maintenance and case studies that incorporate ML in subjects of maintenance management
and management of the people who carry out these tasks. In the same way, a significant number of
studies lack the minimum characteristics of replicability.
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1. Introduction

Traditionally, industry and academia have relegated software maintenance to the
background, assigning greater relevance to the development stage [1]. In [2], it was
reported that a significant number of institutions that work and depend on software
operation and maintenance disregard the implications of this stage in the environment in
which the software is useful. This hegemonic nature of the software development stage
has directly affected the training of software engineers who are exclusively dedicated to
software maintenance, indicating difficulties in finding software engineers specialized
in software maintenance [3,4]. This is reflected in the paucity of evidence of education
initiatives focused on software maintenance, which have achieved only relative success, as
described in [5].

From the point of view of the costs associated with the maintenance stage, these are
substantially higher than the costs involved in the development stage [6]. The software
industry has been aware of this concern for a long time [7]. Previous studies have suggested
that the costs of the maintenance stage are close to 40% to 80% [8] and can even bankrupt
a software project if the management of the technical debt is not adequate by generating
interest that consumes the budget to be assigned to new features [9].

In recent years, the ML boom has promoted the advance of software production.
Nevertheless, the attempts to incorporate it to improve maintainability, which is considered
a critical quality attribute for far-reaching projects, have yielded inconclusive results, as
indicated in [10]. One of the issues detected, for example, points to each study proposing a
new model from zero, without expanding on or working from the existing models. They
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have no independent validation; they are only validated by their authors and are impossible
to replicate because their datasets are private or inaccessible. Additionally, the increase in
the complexities of software has taken a step toward increasing the data to be analyzed,
but the metrics associated with maintainability have not kept pace [11].

In the extent to which it has been explored in the last 10 years, there has been no effort
to review the trends of the intersection between ML techniques and software maintenance.
Therefore, our study will make it easier for researchers and industry professionals to make
evidence-based decisions by considering potential gaps or areas with abundant studies
that can be consolidated to generate certainties based on research.

Given this context, the objectives of our study are: (1) to identify the extent to which
the trends in ML are present in studies related to software maintenance and to
(2) characterize the intersection between ML and software maintenance, as well as its
context. This article presents a systematic mapping study (SMS) that was developed under
the protocol proposed by Petersen [12,13]. The review and analysis of hundreds of articles
enabled us to establish the main study topics within the discipline, which are the areas that
have not been addressed and what we should work on in the future.

Our study is organized as follows: Section 2 presents the incorporation of ML into
software maintenance; Section 3 presents the systematic mapping method used; Section 4
describes the main results of the study; Section 5 provides the answers to the proposed
research questions, and, finally, the conclusions of our study are offered in Section 7.

2. Related Work

Within the review of the evaluated articles, 15 secondary studies that analyzed topics
similar to that of the proposed research were identified. To identify relevant research, we
selected two of the four sets of basic research questions (RQs, detailed in Section 3.1): those
related to Maintenance (a) and Machine Learning (b). It should be noted that this selection
was the result of the same research criteria as those detailed below.

To classify them, we chose to identify the type of “Maintenance Issue” proposed by the
Software Engineering Body of Knowledge [1] proposal. The subsection “Maintenance Issue”
comprised four topics: Technical Issue; Management Issues; Cost Estimation; Maintenance
Measurement. This same differentiation was used to disclose the related secondary studies.

It can be seen from the data in Table 1 that 27% of the secondary studies referred to a
particular study interest for both topics. The rest of the studies individually analyzed the
state of the art, but managed to contribute in their respective lines.

Table 1. RQs tackled in related work.

Ref. Maintenance Issue Maintenance (a) ML (b)

[14] Technical Issue X
[15] Management Issues X
[16] Cost Estimation X
[17] Management Issues X
[18] Management Issues X
[19] Technical Issue X X
[20] Maintenance Measurement X X
[21] Cost Estimation X
[22] Technical Issue X X
[23] Technical Issue X
[24] Technical Issue X
[25] Cost Estimation X
[26] Technical Issue X
[10] Technical Issue X X

Since 2011, there have been some initiatives with similar study themes. We highlighted
the following categorized initiatives.
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Technical issues This is the most commonly mentioned topic in the secondary
literature. It represents 47% of the total number of secondary items identified.

The work of Caram et al. [19] analyzed methods and techniques based on machine
learning for detecting ”code smells” within a software development environment. The most
commonly used techniques were genetic algorithms (GAs), which were used by 22.22% of
the articles. Regarding the smells addressed by each technique, there was a high level of
redundancy in that a wide range of algorithms covered the smells. Regarding performance,
the best average was provided by the decision tree, followed by the random forest. None of
the machine learning techniques handled 5 of the 25 analyzed smells. Most of them focused
on several code smells, and in general, there was no outperforming technique, except for a
few specific smells.

Azeem et al. [22] investigated the same phenomenon as that described above. While
the research community studied the methodologies when defining heuristic-based code
smell detectors, there is still a lack of knowledge on how machine learning approaches
have been adopted and how the use of ML to detect code smells can be improved.

The authors studied them from four different perspectives: (i) the code smells
considered, (ii) the setup of machine learning approaches, (iii) the design of the evaluation
strategies, and (iv) a meta-analysis of the performance achieved by the models proposed so
far. As a result, the analyses performed showed that God Class, Long Method, Functional
Decomposition, and Spaghetti Code had been heavily considered in the literature. The
analyses also revealed several issues and challenges that the research community should
focus on in the future.

Alsolai et al. [10] analyzed machine learning techniques for software maintenance
prediction. This review identified and investigated several research questions to
comprehensively summarize, analyze, and discuss various viewpoints concerning
software maintainability measurements, metrics, datasets, evaluation measures, individual
models, and ensemble models. The 56 selected studies (evaluated up to 2018) indicated
relatively little activity in software maintainability prediction compared with other
software quality attributes. Most studies focused on regression problems and performed
k-fold cross-validation. Individual prediction models were employed in most studies,
while ensemble models were relatively rare. In conclusion, ensemble models demonstrated
increased accuracy in prediction in comparison with individual models and were shown to
be valuable models in predicting software maintainability. However, their application is
relatively rare, and there is a need to apply these and other models to a wide variety of
datasets to improve the accuracy and consistency of the results.

Management Issues (27% of the total). Jayatilleke et al. [17] discussed contextual
software requirements as an essential part of the development of a software initiative, giving
way to inevitable changes due to changes by customers and business rules. Given the
importance of the topic, the paper discussed requirement management in several aspects.
The research questions were related to (i) causes of requirement changes, (ii) processes for
change management, (iii) techniques for change management, and (iv) business decisions
about the changes themselves.

Alsolai and Roper [18] analyzed feature selection techniques in a software quality
context; they sought to predict software quality by using feature selection techniques.
The authors stated that feature selection techniques are essential for improving machine
learning models, given their predictive capabilities. Regarding the results, studies of feature
selection methods were those with the highest results (60% of the total), and RELIEF was
the most commonly used technique. Most studies focused on software error prediction
(classification problem) by using the area under the curve (AUC) as the primary evaluation
metric. In general terms, the application of this quality prediction technique is still limited.

Lee and Seo [24] reviewed bug-reporting processes that aimed to improve software
management performance. Software engineers have persistently highlighted the need
to automate these processes. However, the accuracy of the existing methods could be
more satisfactory. The results of this study indicated that research in the field of bug
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deduplication still needs to be improved and, therefore, requires multiple studies that
integrate clustering and natural language processing.

Cost Estimation (20% of the total). Malhotra [16] studied the early prediction of
changes based on metrics. This prediction allows one to obtain quality software,
maintainability, and a lower overall cost. The critical findings of the review were: (i) less
use of method-level metrics, machine learning methods, and commercial datasets;
(ii) inappropriate use of performance measures and statistical tests; (iii) lack of use of
feature reduction techniques; (iv) lack of risk indicators used to identify change-prone
classes; (v) inappropriate use of validation methods.

In recent years, it has been identified that technical debt is one of the aspects that most
affects software maintainability. Technical debt is an economic metaphor that was initially
used by Cunningham in 1992 [27], and it arises when an organization develops poor-quality
or immature software devices to reach the market as quickly as possible [28]. Generally,
technical debt accumulates throughout the development phase [9], which considerably
degrades the software, directly affecting its maintainability [29].

Alfayez et al. [25] reviewed technical debt prioritization. Technical debt (TD)
prioritization is essential for allocating such resources in the best way to determine which
TD items need to be repaired first and which items are to be delayed until later releases.
The search strategy that was employed identified a quasi-gold-standard set that
automatically established a search string for retrieving papers from select research
databases. The application of selection criteria identified 24 TD prioritization approaches.
The analysis of the identified approaches revealed a need for more that account for cost,
value, and resource constraints and a lack of industry evaluation.

Maintenance Measurement (7% of the total). Carvalho et al. [20] studied machine
learning methods for predictive maintenance through a systematic literature review. This
paper aimed to present a review of machine learning methods applied to predictive
maintenance by exploring the performance of the current state-of-the-art machine learning
techniques. This review focused on two scientific databases and provided a valuable
foundation for machine learning techniques and their main results, challenges, and
opportunities. It also supports new research work in the predictive maintenance field. As a
result, the authors identified that each proposed approach addressed specific equipment,
making it more challenging to compare it to other techniques.

In addition, predictive maintenance has emerged as a new tool for dealing with
maintenance events. In addition, some of the works assessed in this review employed
standard ML methods without parameter tuning. This scenario may be because PdM is a
recent topic and is beginning to be explored by industrial experts [30].

In conclusion, the studies that have a closer relationship to our current topic (detailed
in Section 3.1) are those that study the analysis of code smells in software development by
employing machine learning techniques (see Table 1). Our SMS iteration shares a thematic
context and interest with researchers working on software maintenance. This area needs to
be sufficiently explored and may become a trend given the current technological advances.

3. Method

Systematic mapping studies (SMSs) in software engineering consider a series of stages
framed within the protocol defined by Petersen [12,13]. The application of this protocol
involves the categorization and analysis of results related to a subject or area of interest,
determining the scope of the study, and classifying the knowledge gained. To conduct
an SMS, the stages described in Figure 1 must be sequentially applied. In this way, as
advancements are made throughout the stages of the process, concrete results that will
serve as the direct input of the following stage are obtained.

Considering this process, the executed stages are described next.
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Figure 1. Stages of the systematic mapping process.

3.1. Research Question

Given the general objective of this study, the scopes of analysis were established (see
Figure 2) and the research questions were organized as follows: (a) software maintenance;
(b) machine learning; (c) research context and approach; finally, the questions that address
the (d) intersection of topics (a), (b), and (c).

Figure 2. Study areas.

3.1.1. Research Questions on Software Maintenance

According to Table 2, question RQ-M1 investigates the type of maintenance described
in the articles, considering four maintenance categories: corrective, perfective, preventive,
and adaptive. Question RQ-M2 analyzes the software metrics used in the articles selected.
Questions RQ-M3 and RQ-M4 explore the principal maintenance problems addressed in
articles and if they used specific maintenance techniques to approach these problems. In
the same vein, question RQ-M5 investigates the studies that incorporated a tool of their
own for maintenance processes, such as static analyzers, style analyzers, and others.

Table 2. Research questions on maintenance.

ID Research Question

RQ-M1 What type of maintenance was considered?
RQ-M2 What metrics were adopted?
RQ-M3 What type of maintenance problem was addressed?
RQ-M4 What types of maintenance techniques were mentioned?
RQ-M5 What maintenance tools were most commonly used?



Appl. Sci. 2023, 13, 1710 6 of 33

3.1.2. Research Questions on ML

Table 3 lists five questions that were used to analyze the studies that applied ML to
software maintenance. Questions RQ-M1 and RQ-M2 address the algorithms and models
used, in addition to their main characterizations. Question RQ-ML3 raises questions related
to the characteristics of the datasets used, mainly considering availability and type. Finally,
questions RQ-M4 and RQ-M5 analyze the hardware and software configurations and the
various options that promote the replicability of the studies.

Table 3. Research questions about machine learning.

ID Research Question

RQ-ML1 What types of ML algorithms were used in the articles?
RQ-ML2 What were the characteristics of the ML models considered?
RQ-ML3 What were the main characteristics of the datasets used?
RQ-ML4 What was the software configuration?
RQ-ML5 What was the hardware configuration?

3.1.3. Questions of Context and Approach

Table 4 shows three questions related to the context and approach of the study.
Question RQ-C1 examines the types of studies existing on the topic. Three types are
considered: (a) academic, (b) industry, or (c) hybrids. Question RQ-C2 investigates the
contributions made by each of the studies. These contributions were categorized as the
model, strategy, tool, recommendations, and relative findings. With respect to the types of
research methods used in the studies, question RQ-C3 considers the following
classification categories: survey, experiment, case study, experience report, proof of
concept, theoretical, lesson learned, proposal, and evaluation.

Table 4. Research questions on context.

ID Research Question

RQ-C1 What type of research was conducted?
RQ-C2 What were the main contributions of the studies?
RQ-C3 What type of research method was adopted?

3.1.4. Questions on Topic Intersection

The questions in Table 5 are intertwined with the dimensions of software maintenance,
ML, and context, defined as (d) in Figure 2. The aim of these questions is to find gaps or
areas with an excess of studies that can serve as a guide for future studies or sectors of
technological development. In this light, question RQ-I1 addresses the intersections among
the types of maintenance, the type of study, and the ML algorithms used. On the other
hand, question RQ-I2 studies the cross between the type of contribution in a particular year
while considering the type of algorithm.

Table 5. Research questions on the intersection of themes.

ID Research Question

RQ-I1 What is the distribution of studies with respect to the type of maintenance,
type of research, and algorithms used?

RQ-I2 What are the main contributions, considering years and types of machine
learning algorithms?

3.2. Search Execution

From the research questions posed in Section 3.1, a search string was established to
define the topic domain, related terms, and the respective partial string search that took the
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step to the final search string. The rationale for the construction of the search string was
derived from the guidelines of the PICOC criteria [31,32]. Details on the construction of the
search string are given in Table 6.

Table 6. Search string structure.

ID Domain Related Term Search Strings

C1 Software Maintenance
maintenance

“software maintenance” OR maintenance
software maintenance

C2 Machine Learning

machine learning
“machine learning” OR “artificial intelligence” OR
“deep learning”artificial intelligence

deep learning

C3 Approach

methodology

methodology OR technique OR method OR approach
ORtool OR framework

technique

method

approach

tool

framework

From the union of C1, C2, and C3, the following result was obtained.
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3.2. Search Execution

From the research questions posed in Section 3.1, a search string was established
defining the topic domain, related terms and the respective partial string search that takes
step to the final search string. The rationale for the construction of the search string is
derived from the PICOC criteria guidelines [32,33]. Details of construction of the search
string is in Table 6.

Table 6. Search string structure

ID Domain Related Term Search Strings

C1 Software Maintenance maintenance "software maintenance" OR maintenancesoftware maintenance

C2 Machine Learning
machine learning "machine learning" OR "artificial intelligence" OR

"deep learning"artificial intelligence
deep learning

C3 Approach

methodology

methodology OR technique OR method OR approach
ORtool OR framework

technique
method
approach
tool
framework

From the union of C1, C2 and C3 the following result was obtained.

Search String:

("software maintenance" OR maintenance) AND ("machine learning" OR "artificial
intelligence" OR "deep learning") AND (methodology OR technique OR Method OR
approach OR tool OR framework)

All the similar terms are related with the operator OR, whereas the domains are linked
with the operator AND. It should be noted that the search string is susceptible to slight
changes depending on the search engine where it is executed. However, this does not affect
the study results.

3.3. Sources of Analysis

Referring to the selection of data sources, search engines were included with full access
from the study site. The sources where the search was applied were ACM, IEEE Xplore,
ScienceDirect, Scopus, Springer, Wiley y WOS. Fig. 3 provides a summary of these results.

3.4. Article Selection Process

To obtain the selected articles, inclusion/exclusion criteria were used on the results
delivered by each of the search engines (see Fig. 3):

• Inclusion: Proposals, strategies, tools, experiments, methodologies, devices and/or
models that support the incorporation of ML in software maintenance.

• Exclusion: Studies not related to the software engineering, programming or technology
applied in a traditional environment. Literature reviews.

• Time range: Between 2011 and 2021.

To select the research works, we first used the inclusion criteria to analyze by title,
abstract and key words, thereby obtaining the highest number of works that make
significant contributions to the study area. In addition, the filter of time range and prompt
elimination of repeated results was applied.

The following iteration used the exclusion criterion on the abstract of the article. Brief
articles (fewer than 3 pages), theses, technical reports and tutorials were eliminated. Only
those articles were selected that stayed within the domain of ML incorporation in software

All similar terms were related by using the OR operator, whereas the domains were
linked with the AND operator. It should be noted that the search string was susceptible to
slight changes depending on the search engine on which it was executed. However, this
did not affect the study results.

3.3. Sources of Analysis

Referring to the selection of data sources, search engines were included with full
access from the study site. The sources in which the search was applied were ACM, IEEE
Xplore, ScienceDirect, Scopus, Springer, Wiley, and WOS. Figure 3 provides a summary of
these results.

3.4. Article Selection Process

To obtain the selected articles, inclusion/exclusion criteria were used on the results
delivered by each of the search engines (see Figure 3):

• Inclusion: Proposals, strategies, tools, experiments, methodologies, devices, and/or
models that supported the incorporation of ML in software maintenance.

• Exclusion: Studies that were not related to software engineering, programming, or
technology applied in a traditional environment. Literature reviews.

• Time range: Between 2011 and 2021.

To select the research works, we first used the inclusion criteria to analyze them by
title, abstract, and keywords, thereby obtaining the greatest number of works that made
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significant contributions to the study area. In addition, a filter for the time range and
prompt elimination of repeated results were applied.

Figure 3. Article filtering stages.

The following iteration used the exclusion criterion on the abstracts of the articles. Brief
articles (fewer than three pages), theses, technical reports, and tutorials were eliminated.
Only articles that stayed within the domain of the incorporation of ML into software
maintenance were selected. Finally, a complete analysis of the candidate documents was
performed, and they were put to individual blind voting by each of the authors. Agreement
among the researchers was validated by using Fleiss’ Kappa index, which was proposed by
Gwet [33], and this had a reliability of 78.7%.

The previously described criteria gave rise to filters for sequentially and incrementally
grouping and applying the criteria. Table 7 presents the details of each of the filters.

Table 7. Details of the filters applied.

Stage Filter Element Detail

Initial
Search Metadata - All articles not between 2011 and 2021.

- Language other than English

Filter 1 Title - Removal of repeated items

Filter 2 Type of article
- Elimination of book chapters, theses, technical reports,
tutorials, books.
- Elimination of secondary studies

Filter 3 Title and abstract
- Articles that were not within the spectrum of the
software and ML maintenance domain
- Elimination of short articles.

Filter 4 Title and abstract
- Cross-review of selected articles that were not
within the spectrum of the maintenance
domain of software and ML
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3.5. Quality Assessment

In order to assess the quality of the primary studies and identify articles that would
add value to this research, we established criteria to ensure a minimum of quality. We
evaluated each article by using a checklist with options of Y (value = 1) and N (value = 0).
Based on the above, we defined four quality criteria that were applied by the reviewers in
the various filters:

• QC1: The primary article states a clear research objective, and there is an adequate
description of the context.

• QC2: The primary article indicates what type of research is applied to achieve the
research objective.

• QC3: The primary article uses a clear and adequate method with the study’s objective.
• QC4: The primary article provides results related to the incorporation of machine

learning in practices associated with software maintenance.

It is possible to review the details of applying these criteria in the supplementary files
of this research in Section 3.7.

3.6. Data Extraction

For the data extraction process to be rigorous and to facilitate the management of
the extracted data, a classification scheme was designed, which is shown in Figure 4.
This scheme addresses the four previously described dimensions (software maintenance,
machine learning, research context and approach, and topic intersections), each of which
addresses its corresponding research question.

All of the categories related to the area of maintenance emerged from the topic
classification proposed in the Software Engineering Body of Knowledge [1]. This
classification considers the type, related problems, tools, processes, and techniques.

3.7. Study Support Files

In support of our study, we provide the complete dataset [34] used to run the analyses,
for the purpose of replication and validation of our study.

Figure 4. Article classification scheme.



Appl. Sci. 2023, 13, 1710 10 of 33

4. Results

This section presents the answers to the research questions posed in Section 3.1 on
software maintenance (Section 3.1.1), the use of machine learning (Section 3.1.2), research
context (Section 3.1.3), and, finally, topic intersections (Section 3.1.4).

4.1. Answers to the Questions of Context and Research Approach
4.1.1. Publication Years

Figure 5 presents the range of years included in this study. As of 2018, an increase was
noted in the number of publications in related conferences. This trend was considerably
reduced in 2021, where results similar to those of 2015 were obtained. Of the total of the
studies, 79% corresponded to conference articles, whereas 21% corresponded to JCR journal
articles. In our opinion, these data could indicate that, despite the use of ML in software
maintenance, research in this area is still at an early stage.

4.1.2. Data Sources

Considering the seven data sources (ACM, IEEE, Science Direct, Scopus, Springer,
Wiley, and WOS), the initial search yielded a total of 3776 articles, where the sources that
provided the greatest numbers of articles came from ACM and Science Direct, with Springer
and IEEE in second place at 13%. Then, the application of filters 1 and 2 generated an
approximate reduction of 22% of the articles, with the articles from Springer (0), Wiley
(126), and WOS (11) substantially decreasing.

In addition, the application of filters 3 and 4 and their respective criteria generated a
97% reduction with respect to the total obtained with the initial search, ultimately ending
in 81 articles. It must be mentioned that after applying filter 4, only articles from ACM (31),
Science Direct (4), IEEE (26), and Scopus (20) remained (see Figures 3 and 6).

Figure 5. Evolution of the subject.

Concerning the quartiles of scientific journals, 62.5% belonged to quartile 2, while 25%
belonged to quartile 1, and they were mainly distributed in SCIE-type editions. The rest of
the articles were equally distributed between quartiles 3 and 4 (see Figure 7a,b).
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Figure 6. Distribution of results by data source.

Figure 7. (a) Journal quartiles; (b) quartiles and types of editions.

In addition, the countries with the most conferences were the USA, China, and India
(between 10% and 12% each). In the second place, it was possible to find conferences
in Canada, Brazil, and South Korea, which were equally distributed (7.7%), followed by
Europe, with Portugal, France, and Spain (4.6%) (see Figure A1a). The conferences with the
most articles studied corresponded to ASE (IEEE International Conference on Automated
Software Engineering) and ICPC (International Conference on Program Comprehension),
with four articles each (see Figures 8 and A1b).

RQ-C1: What type of study was conducted?
Table 8 is quite revealing in different ways. It is surprising that 95% of the articles had

no participation from the industry of any kind. These articles mainly delineated the use
of the datasets and/or corpora that are commonly used in academia, experimented with
excessively limited projects, or analyzed open-source projects. Less than 4% of the articles
included both elements of academia applied to industry or vice versa.

RQ-C2: What were the main contributions of the studies?
Figure 9b presents the results of the analyses of the data extraction of the main

contributions of the studies. It is noted in this figure that a considerable number of articles
proposed support or prediction strategies for maintenance processes by using ML.

On the other hand, a large number of articles (18) suggested relative findings that were
only reproducible under very specific conditions. This, added to the few details provided
by most of the articles regarding their software and hardware configurations, raises serious
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difficulties in terms of the replicability of the studies (see the results of questions RQ-ML4
and RQ-ML5).

A small number of articles (3) proposed recommendations or guidelines for carrying
out certain ML-supported maintenance tasks.

Figure 8. Conferences by country.

Table 8. Industry participation.

Industry Participation Total Percent

Academy 77 95.1%
Industry 1 1.2%
Both 3 3.7%

Figure 9. (a) Types of studies; (b) types of contributions.

RQ-C3: What type of research method was adopted?
It should be emphasized that the ratings of the methods used (proposal, experiment,

case studies, theoretical, experience report, evaluation, survey, proof of concept, and lesson
learned) came from the authors’ own statements. From the data in Figure 9a, it was
observed that 41 articles were proposals in which ML was the center of an innovation
applied to some software maintenance activity.

In this vein, 20 articles described experiments that incorporated ML. However, these
experiments mainly yielded relative results or results that required arduous processes of
validation and reproducibility. In the articles that declared their experiments as central
research methods, there were characteristics inherent to the proofs of concept, rather
than formally defined experiments. On the other hand, only one article explicitly stated
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that it was a proof of concept, and there were unclear areas that were confused with
experience reports.

4.1.3. Questions about Maintenance

RQ-M1: What type of maintenance was considered?
From the classification diagram and its respective results, how the studies were

distributed according to the type of maintenance performed was examined. Software
maintenance is a set of activities that begin just prior to delivery that are necessary to
support a software system [1]. Typically, software maintenance includes four types of
maintenance [1,35]:

• Adaptive maintenance: The adjustment of the source code due to changes in the
hardware or changes in software libraries.

• Corrective maintenance: This includes the correction of various types of errors. These
errors are usually severe and unexpectedly generated by a flow that was not tested in
depth in the development stage.

• Perfective maintenance: This corresponds to the inclusion of a new feature in the
system that considerably alters the source code, affecting other components.

• Preventive maintenance: This corresponds to a series of actions that seek to avoid a
possible failure. It is common to refer to this type of maintenance as code
refactoring [36,37]. However, in development techniques such as test-driven
development (TDD), refactoring acts as part of the development process of a project
that has not yet gone into production, as mentioned in [38].

Figure 10 presents the results obtained after the classification and later count, where it
is possible to identify a majority group of studies that focused on corrective and preventive
maintenance, as well as a considerably smaller group that addressed adaptive and
perfective maintenance.

More than half of the articles considered preventive maintenance by using ML-based
prediction tools. In the same vein, 40% of the studies used maintenance strategies derived
from evident errors that had to be corrected. Only five studies addressed adaptive
maintenance (2%). This type of maintenance is mainly tasked with incorporating
adjustments in the software due to changes in hardware or external libraries that require
an update or have been deprecated. The few studies that reported perfective maintenance
were noteworthy (4%). This type of maintenance is derived from the inclusion of new
features or requirements in the software and is considered the most expensive in
the industry.

Figure 10. Types of maintenance.

RQ-M2: What metrics were adopted?
Eleven software metrics were identified in the selected articles. These metrics were

inclusive and were commonly combined with others. Due to this, a total of 89 uses were
counted. Most of the metrics identified came from Chidamber and Kemerer [39] for
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object-oriented design, as well as traditional ones, such as cyclomatic complexity and code
lines; others were related to test coverage, while those related to software evolution and
maintenance were code smells, defects, and code clones (see Table 9).

In the graph in Figure 11, there is a predominance of code smells as the metric linked
to software maintenance, with 26 selected articles. Other metrics typically related to
software maintenance, such as defects and code clones, were present in nine and five
articles, respectively.

The broad use of code lines (KLOCs) in combination with other metrics, such as
cyclomatic complexity, in studies on maintenance also stood out. With respect to the
object-oriented design metrics, these varied between four and eight articles.

Table 9. Details of identified metrics.

Name Acronym Details

Cyclomatic complexity Cyclo P65, P67

Smells in code Code smells
P04, P06, P11, P14, P15, P17, P20, P21, P24,
P25, P29, P30, P32, P40, P43, P46, P47, P48,
P56, P60, P61, P62, P65, P67, P68, P77

Test Coverage Coverage P20

Duplicate code CC P01, P03, P13, P18, P30

Lines of code KLOC P35, P38, P47, P54, P61, P62, P63, P54, P67,
P68, P70, P75, P76, P78

Code error/defects Defects P02, P09, P10, P12, P16, P19, P22, P26, P27

Deep inheritance DIT P33, P34, P35, P38, P47, P61, P67

Weighted methods
per class WMC P35, P38, P54, P61, P63, P65, P67

Number of children NOC P20, P35, P38, P47, P54, P61, P63, P67

Coupling
between objects CBO P35, P54, P61, P67

Lack of cohesion LCOM P35, P38, P54, P61, P62, P67

Unspecified –

P05, P07, P08, P23, P28, P31, P36, P37, P39,
P41, P42, P44, P45, P49, P50, P51, P52, P53,
P55, P57, P58, P59, P64, P66, P69, P71, P72,
P73, P74, P79, P80, P81

Figure 11. Types of metrics used in studies.
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RQ-M3: What kinds of maintenance problems were studied?
Given the classification provided by Swebok in 2014 [1], the selected articles mainly

addressed technical problems (78%) related to maintenance, corrections, correction
predictions, impact analyses, and others. Conversely, the management of maintenance
issues was relegated to a distant second place in relevance with 2.5%. It should be noted
that few studies considered other topics related to the costs and incorporation of metrics
(see Table 10).

Table 10. Details of studies and maintenance issues studied.

Maintenance Issue Articles Percentage

Technical problems 78 96.3%
Management problems 2 2.5%
Maintenance cost estimation 1 1.2%
Software maintenance measurement 0 0.0%

Total 81 100%

RQ-M4: What type of maintenance technique was studied?
The classification diagram proposed by Swebok for maintenance techniques suggests

four general types of techniques: those related to understanding the software,
re-engineering, reverse engineering, migration, and, finally, removal. Of the 81 articles
selected, around 73% used techniques and support strategies to understand the software
while considering improvements in style, good practices, and other aspects (see Figure 12).
Additionally, 27% of the reviewed articles addressed re-engineering as a central strategy
for performing some type of preferably preventive maintenance. It should be noted that no
studies that addressed reverse engineering, migration, or removal were identified.

Figure 12. Types of maintenance techniques used in the studies.

RQ-M5: What are the most commonly used maintenance tools?
The tools reported included code-source static analysis and dependency analysis. Of

the selected studies, 14.8% (12) mentioned the use of static analysis, whereas the use of
dependency analysis (1.2%) and program slicers (1.2%) was equally distributed. On the
other hand, a significant 82.7% (67) of the articles did not report the use of any maintenance
tools despite addressing mainly technical maintenance issues (Figure 10).

4.1.4. Questions about ML

RQ-ML1L What types of machine learning algorithms were used in the articles?
It must be clarified that a large number of articles used more than one ML algorithm

in their procedures, which is why the numbers presented on the map in Figure 13 exceed
81 articles. In relation to the type of algorithm used, there was a predominance of
supervised algorithms.

A total of 31 articles indicated that their studies used multilayer perceptron neural
networks, convolutional neural networks, and recurrent neural networks. In the same way,
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21 articles incorporated an SVM that was applied to software maintenance. The articles
that incorporated naive Bayes (18), decision trees (18), and random forests (17) presented
a similar distribution. Only three articles used algorithms inspired by natural processes.
Traditionally, such algorithms have been classified as reinforcement learning algorithms.

Figure 13. Distribution of the ML algorithms used.

RQ-ML2: What characteristics did the ML models included present?
With regard to the incorporation of previously trained models, the results showed an

equal distribution to that of those who did not provide details of any type of model (33%),
who did not include a previously trained model (31%), and who incorporated previously
trained models in their study (35.8%), but without naming the models specifically (see
Figure 14b).

However, a surprising 5.4% of those that included previously trained models made
their models available for study in a repository or on a website (see Figure14a).

Figure 14. (a) Availability of the models used; (b) previously trained models.

RQ-ML3: What were the main characteristics of the datasets used?
Concerning the most common types of datasets (images, text, numeric, audio, time,

series, categorical), 61% of the articles pointed out that their datasets were mainly text-based,
whereas only 2% of the articles reported exclusively numerical datasets. Additionally, 22%
of the articles did not detail the types of datasets used.

Only 62% of the datasets in the selected articles were available or had their origin described,
with the PROMISE (More information in http://promise.site.uottawa.ca/SERepository/
(accessed on 3 October 2022)) dataset being the most commonly used. In addition,

http://promise.site.uottawa.ca/SERepository/
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22% mentioned but did not provide their datasets. The rest of the articles (16%) offered no
indications of the datasets used.

RQ-ML4 and RQ-ML5: What was the configuration of the software and hardware?
For the case of RQ-ML4, only 40% of the articles gave details of the software used (see

Figure 15). Then, of that percentage, 36% of the articles included details about the library
or ML-related tool, where the most frequently used was Weka, while the least frequently
used were Keras and TensorFlow.

Figure 15. Distribution of articles indicating software and/or hardware details.

A total of 27% indicated the tool or maintenance library used for the study,
emphasizing tools such as PMD and iPlasma. The articles that detailed an IDE,
programming language, library, or development tool and the operating system used were
equally distributed (Figure 16a). The results of this analysis are provided in Table A3 of
Appendix B.

Figure 16. (a) Types of detailed software configurations; (b) types of hardware configurations identified.

In terms of question RQ-ML5, which looks at the details of the hardware, the situation
was quite critical—only 7% of the articles gave indications of their configurations (see
Figure 15). Considering this percentage, 46% detailed aspects such as the required RAM,
31% detailed characteristics of the GPU and/or CPU, 1% provided the number of nodes or
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instances used to process the data, and, finally, a limited 8% gave basic information about
the type of processor used to reach the results.

5. Discussion

In this section, we will discuss the key findings obtained from the analysis of the
answers to the research questions related to maintenance, ML, and context.

5.1. Maintenance

From the evidence compiled to answer question RQ-M1, it may be stated that more
than half of the reviewed articles (54%) addressed preventive maintenance by taking
refactoring as the central topic. The boom on this topic began after the release of the
text by Martin Fowler et al. [40], with the suggestion of 22 code smells and a series of
strategies for refactoring. However, the code smells and code refactoring strategies lacked
the operationalization, systematization, and metrics for putting their applications into
practice, giving way to a series of studies that addressed these topics [41,42].

This was consistent with the evidence regarding the benefits of refactoring: improvements
in the understanding of the code [43] and the considerable improvements by correcting code
smells [44]. In spite of such benefits, there are also questions regarding code refactoring, such
as the accidental introduction of bugs when refactoring [45], problems when performing a
merge in code repositories [46], and questions regarding which smells would not be relevant
for refactoring code if the effort when conducting perfective maintenance is similar in projects
with and without the presence of code smells [47].

It is worth noting that a large part of the findings described above arose mainly from
the mining and analysis of open code projects, which is why these results are not fully
transferable and/or generalizable to private projects. It is surprising that only 4% of
the articles addressed perfective maintenance, which traditionally consumes the greatest
amount of effort and budget in software projects [48].

There is, therefore, an emphasis on anticipating or predicting where software can fail to
execute preventive maintenance automatically or semiautomatically (something that might
fail), but there is little evidence about software in operation to which new features must
be added. In the same vein, suggestions such as those of Lehman [49] remain immutable,
with limited progress in reducing the degradation of the software despite the ML boom.

In relation to the types of metrics used (RQ-M2), the predominance of metrics that
have traditionally been associated with preventive code maintenance, such code smells,
predominated. Although this description arose at the end of the 1990s through a text by
Martin Fowler [40], the industry knew the impact of code smells long before that [50]. The
data showed the massive use of this type of metric thanks to the numerous advances that
linked code smells with effort [51,52], which has reinforced their predominance.

Additionally, the increase in the complexity of the software has taken a step toward
increasing the data to be analyzed; however, the metrics associated with maintainability
have not kept pace. Recent studies demonstrated that, although code metrics can help
investigate maintenance efforts, the results of the studies are contradictory [53]. The
predominance of code lines as a metric associated with maintenance is surprising given
the current advance in the discipline. However, it is possible to hypothesize that its
predominance is based on its being an essential input in other software metrics that use
KLOC, such as the flows proposed in [42].

Other aspects of the central elements of these results are related to design and
object-oriented software in general. In this context, the traditional way to measure this
type of software is to use CK metrics [39]. The results reported a cross-sectional use of
these metrics and their relevance in the industry today despite the constant evolutions in
programming paradigms.

With respect to the predominance of the maintenance issues considered (RQ-M3),
the technical problems in maintenance were described by most of the articles, with the
problems of the management associated with software maintenance and the management
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of human capital being relegated to second place; these were characterized by a constant
fear of the obsolescence generated by the type of technology associated with inherited
systems and overloads of tasks with a certain role. These factors are common causes of
stress in software developers [54,55].

The excess of studies that addressed technical problems could be explained by the
boom in tools focused on corrections and suggestions [14,22,56]. However, after decisions
on the use, there is a total lack of management processes that support the maintenance
process. Therefore, instead of considering areas with errors, a systemic approach that
oversees the entirety of the interactions in a maintenance process (including people) rather
than isolated problems is required.

The possible interpretations of the results obtained from question RQ-M4 might
consider that in recent years, the education of software engineers has benefited from a
wave of good practices, guidelines, and technical support, which have improved code
understandability and whose main focus is prevention [43,57]. However, elements such
as the relation between time pressure and technical debt are scarcely addressed at the
training level.

Traditional [58] and recent reports [59] have highlighted the impacts of these factors
on the quality of code, regardless of the “good intentions” when coding. In the same way,
the predominance of techniques such as re-engineering accounts for a number of software
packages, which, as it is no longer possible to repair them given their level of degradation,
are re-designed in order to install new software from zero. This raises the following
question: Why is there no propagation of software removal techniques considering the
impact of removing or replacing software that is currently in use?

On the other hand, few studies specified the use of maintenance support tools (RQ-M5),
with the main tool being static code analyzers. The handling of thresholds that activate
metrics for this type of software was mentioned as a problem in previous publications [60],
indicating code as defective when it is not and vice versa. Software has benefitted from
such tools, but their use with factory configurations or by default should be avoided.

5.2. Machine Learning

The results obtained from question RQ-ML1 establish that supervised ML algorithms
are hegemonic. A considerable number of articles incorporated multilayer neural networks
and SVM algorithms. This was mainly substantiated by the upsurge in libraries supported
by large software companies, such as Tensorflow, Keras, and others, in addition to their
start-up in a wide-reaching and versatile language, such as Python, which facilitates the
mining of code repositories.

The lack of studies that reported experiences with algorithms that used reinforcement
learning underscored the lack of environments and libraries that directly support such
algorithms. In many cases, the existing algorithms do not work in specific situations, and
their adjustment can be complex or even require ad hoc development.

With respect to the use of previously trained models (RQ-ML2), the poor availability
of the models used is surprising. It could be argued that the reasons for this finding are
supported by intellectual property or the licensing of certain knowledge. In the same way,
the main dataset used was PROMISE. This dataset has characteristics that make it suitable
for use because, for example, the structure, documentation, and nature of the data that
come from industrial projects make this dataset suitable for laboratory situations.

In relation to the characteristics of the hardware and software (RQ-ML4, RQ-ML5), the
few details of the configurations of both the hardware and software stand out. A total of
93% of the articles did not provide the details of their hardware configurations, whereas 60%
did not do so with respect to the software. There was also no repository or anything similar
provided so that the studies could be replicated or the configurations could be investigated.
These results are supported by the criticisms of reproducibility and replicability in deep
learning (DL) and ML proposed in [61], which described innumerable articles that did
not make the evidence that could ensure these characteristics clear. The replicability of



Appl. Sci. 2023, 13, 1710 20 of 33

studies that obtain results from various sources is fundamental in software engineering.
Accordingly, including details related to the hardware and software characteristics used to
reach results in articles facilitates the replicability of thereof.

5.3. Orthogonal Questions

RQ-I1: What was the distribution of studies in terms of maintenance type, study
type, and the algorithms used?

There are very particular phenomena that can be concluded upon after our work (see
Figure 17). First, 63.57% of the studies worked with a preventive approach (with respect to
the type of maintenance), and the second approach was corrective maintenance (29.9%).
The rest of the alternatives had rates that were very far below the average.

If we observe the types of ML algorithms that were used, they highlighted, in the
first place, those related to artificial neural networks (ANNs), followed by support vector
machines (SVMs) and random forests. This behavior is noted regardless of the type of
software maintenance studied. With respect to the research mechanism, almost half of the
studies opted for the proposal of new mechanics, but these, however, were not necessarily
accompanied by robust methodological or evaluative processes to achieve their replication.

Figure 17. Distribution of studies by type of maintenance, research, and ML algorithm.

RQ-I2: What was the distribution of studies in terms of software metrics,
contributions of the articles, and types of ML algorithms?

Of all the 11 software metrics in the evaluated articles, a predominance of code smells
as metrics linked to software maintenance was noted in 27 articles. Additionally, this option
concentrated on the use of the supervised learning type of ML algorithm, capturing almost
the entirety of this metric. Second, the KLOC metric was noted; again, it was measured
predominantly through supervised learning. In total, the supervised learning approach
stood out in 85.6% of the total results, regardless of the metric evaluated.
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With respect to the contributions, half of the articles suggested support or prediction
strategies for maintenance processes using ML. However, 28.93% suggested relative
findings. These are reproducible under certain conditions but not necessarily replicable
(see Figure 18).

Figure 18. Distribution of studies by type of ML algorithm, software metrics, and type of contribution.

6. Threats to Validity

The following aspects were considered with their respective mitigation plans:

• Study search: To mitigate this threat, the predefined search string was used in the
main electronic databases. Before conducting a real search on each site, we performed
a pilot search in all of the selected databases to verify the accuracy of our search string.

• Study selection bias: The studies were selected by applying explicitly defined inclusion
and exclusion criteria. To avoid possible biases, validation was also performed by
cross-checking all of the studies selected. The Kappa coefficient value was 0.78, which
indicated that there was a reasonable level according to the authors, and the risk of
finding differences in the relevance of the studies was significantly reduced.

• Data extraction bias: To collect consistent data and avoid data extraction biases, a
summary was made of the results of the data found. First of all, one of the authors
built the result distribution tool. Next, two authors distributed the number of studies
equally and collected the data according to the data extraction form. The same two
authors discussed their results and shared them regularly to avoid data extraction bias.

Regarding validity:
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1. External validity: The threats to external validity are restrictions that limit the ability to
generalize the results. The inherent threat related to external validity is if the primary
studies reported machine learning initiatives applied to software maintenance. We
mitigated this threat by choosing peer-reviewed studies and excluding gray literature.

2. Validity of the conclusions: This corresponds to questions that affect the ability to
draw the correct conclusions. Although we applied the best practices from
benchmark studies [13,32,62,63] in the different stages, it was impossible to identify
all of the existing relevant primary studies. Therefore, we managed this threat to
validity by discussing our results in sessions with industry professionals dedicated to
software maintenance.

3. Validity of constructs: This is related to the generalization of the results to the concept
or theory that underlies the study. The main threat is the subjectivity in our results. To
mitigate this threat, the three researchers carried out the main steps of the systematic
mapping study independently. Later, they discussed their results to reach a consensus.

7. Conclusions

It is interesting to analyze each of the selected articles at this level of detail to help us
visualize future lines of research. As a final reflection, we emphasize two main points.

First, a large number of articles (28.93%) suggested “relative” findings; that is to say,
their methodological processes were conditional upon particular scenarios. The articles
that presented these scenarios are difficult to replicate in other situations.

From our perspective, replicability is one of the basic characteristics when
consolidating scientific advances. When a study is published, there is a series of standards
that guarantee that anyone can repeat the research under the conditions presented and
obtain the same result; thus, this can result in the soundness of the study or the detection of
any errors. Can we talk about new knowledge when the verification of the scientific
method is disqualified?

Second, software maintenance combined with ML techniques was the topic of study.
Although it is true that there has been a growing trend since 2011, especially in conferences,
this is not reflected in more formal initiatives, such as in scientific journals. This may
be for different reasons, such as that replicability is a critical aspect that is not permitted
in more rigorous instances, or that the use of ML techniques is focused on other more
popular initiatives.

However, for the authors, it is important to carry out such exercises, especially given
the potential for and space of new studies that can positively affect how we build and
maintain software.
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Appendix A. Primary Studies

Tables A1 and A2 show lists of the articles selected for review.

Table A1. Selected articles—part 1.

ID Article Ref.

P1 A Defect Estimator for Source Code: Linking Defect Reports with Programming Constructs
Usage Metrics [64]

P2 A Hybrid Bug Triage Algorithm for Developer Recommendation [65]
P3 A Method for Identifying and Recommending Reconstructed Clones [66]
P4 A Model to Detect Readability Improvements in Incremental Changes [67]

P5 A Neural-Network Based Code Summarization Approach by Using Source Code and Its
Call Dependencies [68]

P6 A Preliminary Study on the Adequacy of Static Analysis Warnings with Respect to Code
Smell Prediction [69]

P7 A Search-Based Training Algorithm for Cost-Aware Defect Prediction [70]
P8 Achieving Guidance in Applied Machine Learning through Software Engineering Techniques [71]
P9 Active Semi-Supervised Defect Categorization [72]
P10 An Exploratory Study on the Relationship between Changes and Refactoring [73]
P11 Applying Machine Learning to Customized Smell Detection: A Multi-Project Study [74]
P12 Bug Localization with Semantic and Structural Features Using Convolutional Neural Network [75]
P13 CloneCognition: Machine Learning Based Code Clone Validation Tool [76]
P14 Combining Spreadsheet Smells for Improved Fault Prediction [77]
P15 Comparing Heuristic and Machine Learning Approaches for Metric-Based Code Smell Detection [78]
P16 DeepWukong: Statically Detecting Software Vulnerabilities Using Deep Graph Neural Network [79]
P17 Detecting Bad Smells with Machine Learning Algorithms: An Empirical Study [80]
P18 Functional Code Clone Detection with Syntax and Semantics Fusion Learning [81]
P19 Improving Bug Detection via Context-Based Code Representation Learning [82]
P20 InSet: A Tool to Identify Architecture Smells Using Machine Learning [83]
P21 Machine Learning Techniques for Code Smells Detection [56]
P22 Predicting Software Defects with Explainable Machine Learning [84]
P23 Prediction of Web Service Anti-Patterns Using Aggregate Software Metrics and Machine Learning [85]

P24 Report on Evaluation Experiments Using Different Machine Learning Techniques for
Defect Prediction [86]

P25 Software Analytics in Practice: A Defect Prediction Model Using Code Smells [87]
P26 Software Defect Prediction Based on Manifold Learning in Subspace Selection [88]
P27 Towards an Emerging Theory for the Diagnosis of Faulty Functions in Function-Call Traces [89]
P28 Towards Better Technical Debt Detection with NLP and Machine Learning Methods [90]
P29 Understanding and Detecting Harmful Code [91]
P30 What is the Vocabulary of Flaky Tests? [92]
P31 A Machine Learning Approach to Classify Security Patches into Vulnerability Types [93]
P32 A Model Based on Program Slice and Deep Learning for Software Defect Prediction [94]
P33 A Novel Four-Way Approach Designed With Ensemble Feature Selection for Code Smell Detection [95]
P34 A self-adaptation framework for dealing with the complexities of software changes [96]
P35 A Study on Software Defect Prediction using Feature Extraction Techniques [97]
P36 Aging Related Bug Prediction using Extreme Learning Machines [98]
P37 Aging-Related Bugs Prediction Via Convolutional Neural Network [99]
P38 An Empirical Framework for Code Smell Prediction using Extreme Learning Machine [100]

P39 Application of LSSVM and SMOTE on Seven Open Source Projects for Predicting Refactoring at
Class Level [101]

P40 Assessment of Code Smell for Predicting Class Change Proneness Using Machine Learning [102]
P41 Automated Identification of On-hold Self-admitted Technical Debt [103]
P42 Automatic Clone Recommendation for Refactoring Based on the Present and the Past [104]
P43 Comparison of Machine Learning Methods for Code Smell Detection Using Reduced Features [105]
P44 Convolutional Neural Networks-Based Locating Relevant Buggy Code Files for Bug Reports [106]
P45 Detect functionally equivalent code fragments via k-nearest neighbour algorithm [107]
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Table A2. Selected articles—part 2.

ID Article Ref.

P46 Detecting code smells using machine learning techniques: Are we there yet? [108]
P47 Experience report: Evaluating the effectiveness of decision trees for detecting code smells [109]
P48 Identification of Code Smell Using Machine Learning [110]
P49 Improving Bug Detection and Fixing via Code Representation Learning [111]
P50 Machine Learning based Static Code Analysis for Software Quality Assurance [112]
P51 SMURF: A SVM-based Incremental Anti-pattern Detection Approach [113]
P52 Sorting and Transforming Program Repair Ingredients via Deep Learning Code Similarities [114]
P53 Support vector machines for anti-pattern detection [115]
P54 The Effectiveness of Supervised Machine Learning Algorithms in Predicting Software Refactoring [116]
P55 A comparative study of supervised learning algorithms for re-opened bug prediction [117]
P56 A hybrid approach to detect code smells using deep learning [118]
P57 A neural network approach for optimal software testing and maintenance [119]
P58 Automatic Localization of Bugs to Faulty Components in Large Scale Software Systems [120]
P59 Automatic traceability maintenance via machine learning classification [121]
P60 Code smell detection: Towards a machine learning-based approach [122]
P61 Deep Learning Approach for Software Maintainability Metrics Prediction [123]
P62 Deep Learning Based Code Smell Detection [124]
P63 Deep learning based feature envy detection [125]
P64 Deep learning code fragments for code clone detection [126]
P65 Detecting Code Smells using Deep Learning [127]
P66 Duplicate Bug Report Detection and Classification System Based on Deep Learning Technique [128]
P67 Finding bad code smells with neural network models [129]
P68 Improving machine learning-based code smell detection via hyper-parameter optimization [130]
P69 Improving statistical approach for memory leak detection using machine learning [131]
P70 Predicting Software Maintenance effort using neural networks [132]
P71 Semantic clone detection using machine learning [133]
P72 Software Defects Prediction using Machine Learning Algorithms [134]
P73 Towards anticipation of architectural smells using link prediction techniques [135]
P74 Using software metrics for predicting vulnerable classes and methods in Java projects [136]
P75 A machine learning based framework for code clone validation [137]
P76 A Novel Machine Learning Approach for Bug Prediction [138]
P77 Code smell detection by deep direct-learning and transfer-learning [139]
P78 Deep learning based software defect prediction [140]

P79 An empirical investigation into learning bug-fixing patches in the wild via neural
machine translation [141]

P80 On learning meaningful code changes via neural machine translation [142]
P81 Learning how to mutate source code from bug-fixes [143]

Appendix B. Software and Hardware Details

Table A3 shows the articles that included software and hardware details.
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Table A3. Articles indicating software and hardware details.

ID
Software Setup Hardware Setup

ML Library/Tool M.Lib./Tool D.Lib./Tool IDE Language Database OS Nodes/Instances GPU/CPU RAM Processor

P37 x x x x

P40 x

P42 x

P44 x x

P46 x

P47 x x

P48 x

P52 x x x x x x x

P54 x x x x x x x

P55 x

P56 x x

P59 x

P60 x

P62 x x x x x

P63 x x x x

P64 x x x x

P65 x x

P66 x x x x

P67 x

P68 x x

P69 x x

P70 x

P71 x x x

P72 x
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Table A3. Cont.

ID
Software Setup Hardware Setup

ML Library/Tool M.Lib./Tool D.Lib./Tool IDE Language Database OS Nodes/Instances GPU/CPU RAM Processor

P73 x

P74 x x

P75 x x x x

P76 x

P77 x x x x x

P79 x x

P80 x x

P81 x x
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Appendix C. Journals and Conference Details

Figure A1. (a) Conferences by country and (b) conference details.
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