
Citation: Jiang, X.; Zhao, H.; Liu, J.

Classification of Mineral Foam

Flotation Conditions Based on

Multi-Modality Image Fusion. Appl.

Sci. 2023, 13, 3512. https://doi.org/

10.3390/app13063512

Academic Editor: Jose Machado

Received: 2 February 2023

Revised: 3 March 2023

Accepted: 6 March 2023

Published: 9 March 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Classification of Mineral Foam Flotation Conditions Based on
Multi-Modality Image Fusion
Xiaoping Jiang, Huilin Zhao * and Junwei Liu

School of Mechanical Electronic & Information Engineering, China University of Mining and
Technology (Beijing), Beijing 100083, China
* Correspondence: zhaohuilin0715@163.com; Tel.: +86-150-5509-4955

Abstract: Accurate and rapid identification of mineral foam flotation states can increase mineral
utilization and reduce the consumption of reagents. The traditional flotation process concentrates
on extracting foam features from a single-modality foam image, and the accuracy is undesirable
once problems such as insufficient image clarity or poor foam boundaries are encountered. In this
work, a classification method based on multi-modality image fusion and CNN-PCA-SVM is proposed
for work condition recognition of visible and infrared gray foam images. Specifically, the visible
and infrared gray images are fused in the non-subsampled shearlet transform (NSST) domain using
the parameter adaptive pulse coupled neural network (PAPCNN) method and the image quality
detection method for high and low frequencies, respectively. The convolution neural network (CNN)
is used as a trainable feature extractor to process the fused foam images, the principal component
analysis (PCA) reduces feature data, and the support vector machine (SVM) is used as a recognizer to
classify the foam flotation condition. After experiments, this model can fuse the foam images and
recognize the flotation condition classification with high accuracy.

Keywords: multi-modal mineral foam image fusion; NSST; PAPCNN; image quality detection;
CNN-PCA-SVM

1. Introduction

Mineral foam flotation is a beneficiation method used to obtain high-quality minerals.
The traditional mining industry has been relying on manual observation of foam to monitor
the flotation production conditions, which is subjective and inefficient. Therefore, the use
of machine learning for foam flotation work classification is gradually becoming a research
hotspot [1]. Oktaba et al. [2] first used an image algorithm to predict the copper content
in the foam. Lu et al. [3] proposed a flotation foam size distribution feature extraction
approach. Li et al. [4] proposed a floatation detection based on deep learning and a support
vector machine. Sameer H. Morar et al. [5] proposed a machine vision technique to measure
the rate at which lamellae on the froth surface burst. Zhang et al. [6] proposed a flotation
dosing state recognition method based on multiscale CNN features and a ranks automatic
encoder kernel extreme learning machine. In the above studies, although machine learning
was used to process clear mineral foam images, problems such as insufficient clarity of foam
images and poor foam boundaries were ignored. Infrared gray images are less susceptible
to interference from complex conditions such as light and smoke but have disadvantages
such as inconspicuous details and poor visibility. Visible images can capture a wealth
of detailed information. Infrared and visible images present features that are inherent
to almost all objects [7]. If these two modality images are used directly, a large amount
of redundant information will be generated, which is not conducive to the subsequent
work. Due to the ubiquitous and complementary characteristics of infrared and visible
images, their fusion technology has solved the above problems and has been widely used.
Remote sensing [8], object recognition [7,9], detection [10], and surveillance [11] are classical
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applications of infrared and visible image fusion. Therefore, in this paper, infrared and
visible image fusion techniques are used to process foam images.

In the past few decades, multiscale transformation (MST) has achieved success in areas
such as infrared and visible image fusion and is the most active area in image fusion [4].
Generally, MST-based fusion methods include three basic steps. Firstly, the source image is
decomposed to obtain low and high-frequency information. Secondly, the low-frequency
and high-frequency information is fused according to the corresponding fusion rules.
Finally, the fused high and low-frequency bands are used to perform the corresponding
inverse transform to obtain the final fused image. The commonly used MST methods
in image fusion include Laplace Pyramid (LP) [12], Wavelet Transform [13], Contourlet
Transform [14], Non-subsampled Contourlet Transform (NSCT) [15], and Non-subsampled
Shearlet Transform (NSST) [16], among which NSST has a great advantage of no direction
number limitation and avoiding the Pseudo-Gibbs effect. In addition to the image transform
selection, the high and low-frequency coefficient fusion strategy is also a key issue. The
high frequency is usually chosen to fuse the maximum absolute value and the simple rule
of sampling the weighted average of the low frequency to obtain the fusion coefficients [12].
Since most of the image energy is in the low-frequency sub-bands, the average fusion will
reduce the contrast and lose the energy information of the source image. In this paper,
the pulse-coupled neural network algorithm (PCNN) is used for high-frequency fusion,
and the PCNN is a biological neural network derived from the cortical model of Echorn
et al. [17], which has features such as global coupling and pulse synchronization and is
well suited as a tool for image fusion. Specifically, PCNN is usually used to extract the
activity level of the decomposition coefficients of the MST. In most cases, the parameters
of PCNNs are empirically or manually entered, which largely limits the performance of
the algorithm [18], and parametric adaptive PCNN (PAPCNN) [19] is introduced into
the field of foam image fusion to overcome the difficulty of setting free parameters. For
low-frequency fusion, this paper proposes a new low-frequency fusion strategy based on
image quality detection, which obtains the fusion weights of low frequency by detecting
the image quality of low-frequency sub-bands and adjusts the fusion weight according to
the different image quality of different low-frequency sub-bands, which not only retains
the background information contained in low frequency but also retains a small amount of
detailed information.

There is a strong correlation between foam features and flotation conditions, and
a condition recognition model can be established through various features of foam images.
Liu et al. [20] proposed to introduce a gray correlation matrix to extract foam textures and
to use a self-organizing neural network to identify the foam condition; Patel et al. [21]
proposed a support vector machine regression (SVR) based algorithm that can better predict
the quality of iron ore images. Guyon [22] proposed an SVM-RFE model, which eliminates
features one by one in a recursive manner to reduce the data dimensionality. From the
above references, it can be seen that there are large errors, redundant information, and
poor relations in some features. Deep learning solves the above problems. Additionally,
dynamic data distribution [4,23], disease detection [24], and image recognition [25] are
typical applications of CNN and deep learning. Convolutional neural networks can extract
effective features from images and perform deep learning to avoid complex feature extrac-
tion. The steps are convolution, pooling and other operations [25], extraction of features
with discriminatory, feeding into classifiers for target recognition for training, and using the
trained classifiers to complete the operation of identity recognition considering unknown
targets [26,27].

Based on the above research, this paper proposes a mineral foam flotation classification
model based on multi-modality image fusion in visible and infrared gray. Firstly, the source
image is scale decomposed using NSST. Secondly, the fusion of high-frequency sub-bands
uses PAPCNN, and the fusion of low-frequency sub-bands is based on an image quality
detection fusion method. Thirdly, NSST inversion reconstructs the new fused image. Finally,
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the image features are extracted using CNN, and after dimensionality reduction by PCA,
the mineral foam images are classified using SVM.

2. Methods
2.1. Foam Image Fusion

After fusing the mineral foam images, the images can be divided into three categories,
as shown in Figure 1., according to characteristics of foam working conditions. The
characteristics are: (a) overflow foam, with a reflective surface and rough texture, indicating
that the phenomenon is caused by excessive addition of flotation reagent; (b) normal foam,
with suitable flotation reagent, mineral concentration and grinding fineness, flotation foam
size, uniform distribution, well-defined, and the best flotation performance; (c) sinking
foam, the liquid level drops, the foam cannot be scraped out, most of them are small foams,
and the foam collapses seriously due to insufficient grinding fineness, a sudden increase in
processing volume, or insufficient concentration of flotation reagent. Therefore, only (b) is
qualified foam, and (a) and (c) are unqualified foams. When category (a) foam occurs, the
amount of flotation reagent can be reduced appropriately or the amount of mineral can be
increased. When category (c) foam occurs, the amount of flotation reagent or the fineness
of minerals should be increased.
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2.1.1. Non-Subsampled Shearlet Transform (NSST)

Compared with early MST methods such as the pyramid and wavelet, the Shearlet
can capture the detailed features of an image more effectively. The Shearlet transform
process is similar to the Contourlet transform process, but the directional filter in Contourlet
becomes the Shearlet filter. In addition, the inverse Shearlet transform process only requires
summing the Shearlet filter instead of inverse directional filter banks as in Contourlet [19].

Despite the many advantages of the Shearlet, the Shearlet lacks translation invariance,
which is a critical feature for image fusion to prevent the Gibbs phenomenon due to the
lack of translation invariance. To overcome this drawback, Gao [16] et al. proposed NSST,
which does not use the downsampling process in the process of the Shearlet transform.
NSST includes non-downsampling multi-scale decomposition by non-subsampled pyramid
filters (NSPFs) and directional localization by Shift Invariant Shearlet (SFBs) [28], which
has multi-scale, multi-direction, and shift invariance, and avoids Gibbs phenomenon.

The NSST first decomposes the source image by K-layer NSPF to obtain the sub-band
images with the same size as the source image, including K high-frequency sub-bands and
1 low-frequency sub-bands. After multi-scale decomposition, the high-frequency sub-bands
are decomposed with SFB for direction localization to obtain high-frequency coefficients in
different directions. Figure 2 shows a three-stage flow chart of NSST decomposition.
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2.1.2. Parameter Adaptive Pulse Coupled Neural Network (PAPCNN)

PCNN is the earliest neural-network model based on the cat vision principle, which
has global coupling and pulse synchronization. PCNN is based on iterative computation
and can extract effective information directly without learning and training. The application
of PCNN in image processing is usually a single-layer network with two-dimensional array
input. There is a one-to-one correspondence between the input image pixels and PCNN
neurons, so the number of neurons is equal to the number of pixels. Each neuron relates to
adjacent neurons for information transmission and coupling. There are five parameters in
the PCNN model that need to be set by yourself, including the attenuation coefficient, the
link strength, and so on [29]. The PAPCNN model is shown in Formula (1):

Fij[n] = Sij

Lij[n] = VL∑
kl

WijklYkl [n− 1]

Uij[n] = e−α f Uij[n− 1] + Fij[n](1 + βLij[n])

Yij[n] =

{
1, i f Uij[n] > Eij[n− 1]

0, otherwise
Eij[n] = e−αe Eij[n− 1] + VEYij[n]

(1)

Fij[n] and Lij[n] are the two main inputs of positional neurons at position (i, j) in
iteration n: feedback input and connection input. In the whole iterative process, Fij[n]
is the intensity of the input image Sij, and Lij[n] is associated with the firing state of the
eight adjacent neurons in the previous iteration through the synaptic weight Wijkl .

Wijkl =

0.5 1 0.5
1 0 1

0.5 1 0.5

 (2)

Uij[n] is the internal activity, and when it is compared with the dynamic threshold
Eij[n− 1] of the previous iteration, the neuron Nij is judged whether to start (Yij[n] = 1)
or not to start (Yij[n] = 0). If the neuron Nij fires successfully once, the dynamic threshold
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Eij[n] will increase with amplitude VE. If the neuron Nij fails to fire, the dynamic threshold
will decay with e−αe coefficient. The parameters VL and VE denote the amplitudes of the
connection input L and the dynamic threshold E, and the parameters α f and αe denote L
and E [30]. Yij[n] = 0, Uij[n] = 0, Eij[n] = 0 when this model is initialized. Therefore, all
neurons with non-zero intensity fire in the first iteration. There are five self-set parameters
in the PAPCNN model: α f , αe, VL, VE and β, as shown in Formula (3).

α f = log(1/σ(S))

αe = ln(
VE
S′

1−e
−3α f

1−e
−α f

+6βVLe
−α f

)

VL = 1

VE = e−α f + 1 + 6βVL

β = (Smax/S′)−1
6

(3)

where σ(S) denotes the standard deviation of input image S, S′ and Smax denote the
normalized Otsu threshold and the maximum intensity of the input image. The architecture
of the PAPCNN model is shown in Figure 3.
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The absolute value of the high-frequency sub-band is taken as the network input, that
is, the feedback input is Fij[n] =

∣∣∣Hl,k
S

∣∣∣, S ∈ {I, V} ,I, V, which respectively represent the
infrared foam image and the visible foam image, and the activity of the high-frequency
coefficient is measured by the total number of firing in the entire iterative process. The
number of firings is accumulated by adding the following steps at the end of each iteration:

Tij[n] = Tij[n− 1] + Yij[n] (4)

Therefore, the number of firings for each neuron is Tij[N], and N is the total number of
iterations. For the corresponding high-frequency sub-bands Hl,k

I and Hl,k
V , their PAPCNN

firing times can be calculated using Tl,k
I,ij[N] and Tl,k

V,ij[N], respectively. The high-frequency
fusion rule is shown in Formula (5):

Hl,k
F (i, j) =

{
Hl,k

V (i, j), i f Tl,k
V,ij[N] ≥ Tl,k

I,ij[N]

Hl,k
I (i, j), otherwise

(5)

This indicates that the coefficient with the larger firing number will be selected as the
fusion coefficient.

2.1.3. Fusion Rules Based on Image Quality Detection

The low-frequency sub-bands represent the mostly smooth regions of the image,
which contain most of the image energy and typically represent the background. The
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pixel-intensity distribution of the image is also mainly reflected in the low-frequency
information. The traditional simple average low-frequency fusion method will cause the
loss of image energy and detail loss of the fused image, and the fused image will reduce
the contrast, which is not in accordance with human visual perception [12]. According to
the above problems, a new low-frequency fusion rule based on image quality detection is
proposed to evaluate and quantify image information quality, spatial gradient, and other
image quality evaluations of visible and infrared low-frequency sub-band images. The
low-frequency fusion weights are determined by the image quality, and weights will be
adjusted according to different low-frequency sub-bands with high flexibility, maintaining
the high-contrast features of the fused image. The fusion image preserves the background
information and energy information contained in the low-frequency, which facilitates
subsequent observation and processing.

Image quality detection evaluates the quality of low-frequency images. The following
evaluation coefficients are selected to evaluate low-frequency images, and the weights are
assigned and fused to the low-frequency images according to the evaluation results.

1, Entropy EN, the mathematical formula for measuring the amount of information
contained in a low-frequency image is defined as follows:

EN = −
L−1

∑
l=0

pl log2 pl (6)

L is the number of gray levels and pl is the normalized histogram of the correspond-
ing gray levels in the low-frequency image. The larger the EN, the more information is
contained in the low-frequency image, but if there is more noise in the image, the EN value
will also be high. Therefore, EN is used as an auxiliary measure.

2, Standard Deviation SD, reflects the distribution and contrast of low-frequency
images, and the mathematical formula is defined as follows:

SD =

√
∑M

i=1 ∑N
j=1 (L(i, j)− µ)2 (7)

µ is the average value of low-frequency images. High-contrast images can produce
larger SD. The human visual system is more sensitive to high-contrast images. The larger
the SD, the better the visual effect of low-frequency images.

3, Spatial Frequency SF, is a gradient-based image quality standard, which is divided
into a horizontal gradient and a vertical gradient, also known as the spatial row frequency
RF and the column frequency CF. The SF metric can effectively measure the gradient
distribution of the image and reveal the details and texture of the image. The mathematical
formula is defined as follows:

SF =
√

RF2 + CF2

RF =
√

∑M
i=1 ∑N

j=1 (L(i, j)− L(i, j− 1))2

CF =
√

∑M
i=1 ∑N

j=1 (L(i, j)− L(i− 1, j))2

(8)

The higher SF value means that the low-frequency image contains rich edge informa-
tion and texture information.

4, Average Gradient AG, the gradient information of a low-frequency image is quan-
tized, and the formula is defined as follows:

AG =
1

MN

M

∑
i=1

N

∑
j=1

√
∇F2

x (i, j) +∇F2
y (i, j)

2
(9)
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where ∇Fx(i, j) = L(i, j)− L(i + 1, j), ∇Fy(i, j) = L(i, j)− L(i, j + 1). The higher the AG
value is, the more gradient information is contained in the low-frequency image. The
formula for a low-frequency image fusion is as follows:

LF = ω1LI + ω2LV

ω1
′ = ENI + SDI + SFI + AGI

ω2
′ = ENV + SDV + SFV + AGV

ω1 = ω1
′

ω1
′+ω2

′ , ω2 = ω2
′

ω1
′+ω2

′

(10)

It shows that the higher the weight of the low-frequency image after fusion, the higher
the low-frequency image with high image quality. Comparison of the low-frequency image
and the fused image as shown in Figure 4.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 7 of 18 
 

2 2

2

1 1

2

1 1

( ( , ) ( , 1))

( ( , ) ( 1, ))

M N

i j

M N

i j

SF RF CF

RF L i j L i j

CF L i j L i j

= =

= =

= +

= − −

= − −

 

 

 (8) 

The higher SF value means that the low-frequency image contains rich edge infor-

mation and texture information. 

4, Average Gradient AG, the gradient information of a low-frequency image is quan-

tized, and the formula is defined as follows:  

2 2

1 1

( , ) ( , )1

2

M N
x y

i j

F i j F i j
AG

MN = =

 + 
=   (9) 

where ( , ) ( , ) ( 1, )xF i j L i j L i j = − + ， ( , ) ( , ) ( , 1)yF i j L i j L i j = − + . The higher the AG 

value is, the more gradient information is contained in the low-frequency image. The for-

mula for a low-frequency image fusion is as follows: 

1 2

1

2

1 2
1 2

1 2 1 2

,

F I V

I I I I

V V V V

L L L

EN SD SF AG

EN SD SF AG

 





 
 

   

= +

 = + + +

 = + + +

 
= =

   + +

 
(10) 

It shows that the higher the weight of the low-frequency image after fusion, the 

higher the low-frequency image with high image quality. Comparison of the low-fre-

quency image and the fused image as shown in Figure 4. 

(a) Fusion Image

(b) Low Frequency Image

G
ra

y
 V

a
lu

e
G

ra
y
 V

a
lu

e

 

Figure 4. Foam image 3D display diagram. 

Then, the fused image F is obtained by performing the inverse NSST on 
,{ ( , ), }l k

F FH i j L . The image fusion flow chart is shown in Figure 5. The low-frequency 

Figure 4. Foam image 3D display diagram.

Then, the fused image F is obtained by performing the inverse NSST on
{

Hl,k
F (i, j), LF

}
.

The image fusion flow chart is shown in Figure 5. The low-frequency fusion method
proposed in this paper performs a quality assessment on the low-frequency image to
determine the fusion weight of the low-frequency image. The fused low-frequency image
not only retains the detailed background information but also highlights the foam target.
So, the fused foam image not only contains rich texture details but also highlights the
foam target. It is beneficial to feature extraction and working condition classification of
foam flotation.
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2.2. Image Classification Based on CNN-PCA-SVM

A complete CNN consists of an input layer, convolution layers, pooling layers, full
connection layers, and an output layer. The input layer is mainly used for image data
reception. The image data is directly transferred to subsequent hidden layers for forward
propagation and error back-propagation training. The convolution layer is mainly used
for feature extraction of input image data, which will output a feature map of input image
data and transfer it to the next hidden layer. The pooling layer is usually used to solve the
case of excessive computation and low-computational efficiency of the feature maps. The
fully connected layer converts the pooled feature graph into a one-dimensional vector [31].

PCA is one of the most widely used data dimensionality reduction algorithms. The
main idea of PCA is to map n-dimensional features to k-dimensional. By calculating the
covariance matrix of the data, the eigenvalues and eigenvectors of the covariance matrix
are obtained, and the matrix consisting of eigenvectors corresponding to k features with
the largest eigenvalue is selected, thus realizing the dimensionality reduction of feature
data [32].

SVM is a statistical-based machine learning method [33] for non-linear separable
problems, where the non-linear problem is transformed into a linear separable problem in
a high-dimensional space. The approach used is to introduce a kernel function K(xi, xj),
which must satisfy the Mercer condition, and the Mercer kernel approximately corre-
sponds to a nonlinear mapping ψ : Rn → H from the input space to the high-dimensional
Hilbert space.

K(xi, xj) = (ψ(xi)·ψ(xj)) (11)

Nonlinear mathematical formula of SVM:

W(α) =
n
∑

i=1
αi − 1

2

n
∑

i,j=1
αiαjyiyj(ψ(xi)·ψ(xj))

=
n
∑

i=1
αi − 1

2

n
∑

i,j=1
αiαjyiyjK(xi, xj)

(12)

The classification function is:

f (x) = sgn(
n
∑

i=1
α∗ iyiψ(xi)·ψ(x) + b∗)

= sgn(
n
∑

i=1
α∗ iyiK(xi, x) + b∗)

(13)
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In this paper, CNN is used to extract the feature vectors of flotation froth images
using a VGG16 network [34] and a Sigmoid activation function. Although a large amount
of sample data provides rich information for training, it also increases redundant infor-
mation, so PCA is used to reduce the feature dimension and extract the key features of
the image, which can greatly preserve the data features while reducing the correlation
between adjacent pixels of the image. The SoftMax classifier in CNN can only make the
output data of the fully connected layer conform to the probability distribution, which
cannot improve the classification effect, so the SoftMax classifier of CNN is changed to
SVM for classification, and the reduced-dimensional data is used as the input of SVM for
image classification. The CNN model for feature extraction is shown in Figure 6. The
structure of the CNN-PCA-SVM model is shown in Figure 7. Due to the limitation of the
number of datasets, training CNN from scratch does not achieve the desired effect. Using
transfer learning can solve this issue [35]. VGG16 is adopted as our starting point, which is
pre-trained on ImageNet.
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3. Results
3.1. Algorithm Flow

The whole algorithm schematic is shown in Figure 8.
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Figure 8. Schematic of the foam image fusion and classification.

This algorithm is mainly divided into six main parts. The specific steps are as fol-
lows: 1. multi-scale decomposition of infrared and visible gray foam images using NSST;
2. low-frequency fusion algorithm based on image quality method for low-frequency sub-
band images of infrared gray and visible gray images, and PAPCNN fusion algorithm for
high-frequency; 3. inverse NSST fusion of fused high and low-frequency sub-band images;
4. fuse images using CNN for feature extraction; 5. reduce the dimension of the feature
matrix using PCA; 6. classify the condition of the reduced feature matrix using SVM.

3.2. Experimental Data

All the experiments in this paper were run on Windows10, MATLAB2022a, python3.9,
TensorFlow 2.10.0. The dataset of this paper is collected from Guangxi China Tin Group
Co., Ltd. (Liuzhou, China) and is characterized by comprehensiveness, richness, and
authenticity. The experiment is divided into two parts, the first part is image fusion, and
the second part is image classification. There are 3900 visible and infrared gray images
respectively, and a total of 3900 images are fused. All source images were scaled to the
same spatial resolution of 224 × 224 pixels. To avoid complexity, the scale of foam images
was adjusted from 0-255 to 0-1.

3.2.1. Image Fusion

The parameters of the image fusion algorithm are set. Two main parameters are set:
(1) the number of NSST decomposition sub-band levels, and (2) the number of iterations
of PAPCNN.

(1) The level K of NSST decomposition sub-band levels is from 1 to 4 respectively, and
the direction number of each decomposition level is determined. The direction number
generally decreases from fine scale to coarse scale. In this paper, the number of directions
is set to 16, 16, 8, and 8 from fine to coarse. The number of directions of each level
corresponding to different decomposition sub-band stages is shown in Table 1.

Table 1. The number of NSST decomposition sub-band levels and the direction number of each level.

Number of Decomposition Sub-Bands The Direction Number of Each Level

1 16
2 16, 16
3 16, 16, 8
4 16, 16, 8, 8

In this experiment, the fusion image is evaluated based on Peak Signal to Noise Ratio
(PSNR), Mutual Information (MI), Average Gradient (AG), Mean Square Error (MSE),
Standard Deviation (SD), and Visual Quality Fidelity (VIF) [7]. PSNR is the ratio of peak
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power to noise power in the fused image, which reflects the distortion in the fusion process.
The larger the value is, the closer the fused image is to the source image, and the less
distortion is produced by the fusion method. MI is a quality index that measures the
amount of information transferred from the source image to the fused image. A larger
value indicates that more information is transferred from the source image to the fused
image, indicating a good fusion performance. AG quantifies the gradient information
of the fused image to represent its details and textures. The larger the value, the more
gradient information the fused image contains and the better the performance of the fusion
algorithm. MSE indicates the error between the fused image and the source images. The
smaller the value, the better the fusion performance, which means that the fused image
is closer to the source image and the error in the fusion process is smaller. SD is based on
the statistical concept that reflects the distribution and contrast of the fused image. The
higher the contrast of the fused image, the higher the SD value, which means that the fused
image achieves good visuals. VIF measures the information fidelity of the fused image,
which is consistent with the human visual system. By measuring the fidelity of visual
information between the fused image and each source image, the higher the value, the
better the performance.

Figure 9 shows the effect of parameter K on the fused image indices, and the number
of iterations N of PAPCNN is fixed at 110. In the case of N = 4, most of the indices of the
sample data are the best except for the MI index which gradually decreases. From the
above information, it can be seen that when K = 4, most of the indices of image fusion are
better and the effect of image fusion is better.
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Figure 9. The influence of parameters K on the performance of fused image.

(2) Number of PAPCNN iterations, is set to 70, 90, 110, 130, and 150. The results are
shown in Figure 10, where fixed K = 4. As shown in Figure 10, the sample foam images have
the best performance, where data 1 has the best performance except MI at N = 110, data 2
has the best performance except PSNR at N = 110, and data 3 has the best performance
at N = 110 except MI. Therefore, combining Figures 9 and 10, we can get the best effect of
image fusion when K = 4 and N = 110.
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Figure 10. The influence of parameters N on the performance of fused images.

The image fusion method in this paper is compared with the method of [18], the
method of [36], and the maximum fusion method. The fused image indexes are shown
in Figure 11. For the PSNR, the fusion method in this paper is the best. For most of the
samples, the MI index is the best. In this paper, the MSE index and the error are smaller,
the fusion performance is better, and the fusion method obtains the smallest index value.
The SD and VIF indices, this method is significantly better than other fusion methods. In
summary, it can be concluded that the performance index of the method in this paper is
better than the method of [18], the method of [36], and the maximum fusion method. The
fusion method proposed in this paper has less distortion, more gradient information, less
fusion error, and high contrast implying a good visual effect.
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Figure 11. Image indexes of different fusion methods.

3.2.2. Image Classification

By adding noise, rotation and translation to the image, the data were expanded to
4500 foam images of pixel size 224 × 224 × 3 (1500 images per type). The noisy images
were added to improve the robustness of the model. Since the original images were gray
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images, these images were uniformly converted into RGB images for feature extraction by
convolution neural network.

Three hundred foam images of each type were separated separately to form a blind
dataset (not known to a trained model with previous tool configurations) [37]. The training
dataset and testing dataset are divided into 80%/20%. They were constructed with 960 foam
images and 240 foam images, respectively, under three different conditions. Meanwhile,
the model was trained using a 10-fold cross-validation approach [23].

For the structure of the neural network, we chose the VGG16 model. Because the data
sample is small and transferring learning, we fine-tuned the CNN parameters that had
already been trained on ImageNet. The learning rate of the proposed model was 0.0001.
Epoch was set to 100, batch size was set to 32, dropout was set to 0.5 and the activation
function used the ReLu function.

After extracting 1000 features using the CNN, standardization has been performed
on the data [24]. Three hundred eigenvalues were selected as shown in Figure 12. In the
SVM model, the two parameters with the RBF kernel have the greatest influence on the
accuracy: penalty parameter (c) and gamma (γ). We referred to the data in [4] and finally
chose c = 10, γ = 0.01.
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As shown in Figure 13, the confusion matrix of the 10-fold cross-validation mode is
demonstrated. The classification accuracy is 93.7%. Table 2 shows performance indicators
of classification considering a 10-fold cross-validation mode. Figure 14 shows the confusion
matrix of the training dataset. The classification accuracy is 95.9%. Table 3 shows perfor-
mance indicators of classification considering the training dataset. Figure 15 shows the
confusion matrix of the testing dataset. The classification accuracy is 94.2%. Table 4 shows
performance indicators of classification considering the testing dataset.
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Table 4. Performance indicators of classification considering testing dataset.

Type Precision Recall F1 Accuracy (%)

Overflow 0.97 0.88 0.92 -
Normal 0.90 0.96 0.93 -
Sinking 0.96 0.98 0.97 -
Average 0.94 0.94 0.94 94.2

The confusion matrix of the CNN-PCA-SVM model considering the blind dataset is
shown in Figure 16. Table 5 shows performance indicators of classification considering the
blind dataset.
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Table 5. Performance indicators of classification considering the testing dataset.

Type Precision Recall F1 Accuracy (%)

Overflow 0.92 0.90 0.91 -
Normal 0.90 0.92 0.91 -
Sinking 0.96 0.95 0.95 -
Average 0.93 0.92 0.92 92.3

Processing time for classification as shown in Table 6. From the above graphs, it can
be learned that the average accuracy of CNN-PCA-SVM reaches 92.3%, with high average
classification accuracy and efficiency. The VGG16-PCA-SVM model surpassed the existing
models adopted in other literature, as shown in Table 7. The experimental results show
that the CNN-PCA-SVM model performs better in the small dataset of foam images and
the model for foam flotation classification, which meets the industrial requirements. The
running time for classification prediction of a foam image is 0.24 s.

Table 6. Processing time for classification.

Type Running Time (sec)

10-fold cross-validation mode 7064
Training dataset 3405
Testing dataset 203
Blind dataset 216

Table 7. Accuracy comparison of different models with existing models.

Model Accuracy (%)

[38] 85.5
[39] 90.3
[40] 91.6
[4] 89.3

This model 92.3

4. Conclusions and Future Directions

In this paper, a new foam image fusion method is proposed. The fused mineral foam
image contains rich texture detail features and highlights the mineral foam outline, which
is beneficial to mineral foam flotation feature extraction and conditions classification.

The CNN-PCA-SVM model based on Multi-modal foam image fusion was successfully
proposed, which can classify three foam conditions. After effective design, training, testing,
and verification, the classification accuracy is 92.3% considering the blind dataset.

This shows that the image fusion model proposed in this paper is suitable for feature
extraction of mineral foam images, which can be used for cross-domain image fusion. The
classification model is applicable to the classification of mineral foam quality, and this
trained classification model can be used for cross-domain data distribution.

The future work will feed the model with a large amount of data to reduce misclassifi-
cation, increase the robustness of the model in a highly noisy environment through model
augmentation [41], and build a real-time detection error classification system.
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