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Abstract: In this study, the effectiveness and characteristics of three ranking methods were investi-
gated based on their performance in ranking European football teams. The investigated methods
were the Thurstone method with ties, the analytic hierarchy process with logarithmic least squares
method, and the RankNet neural network. The methods were analyzed in both complete and in-
complete comparison tasks. The ranking based on complete comparison was performed on match
results of national leagues, where each team had match results against all the other teams. In the
incomplete comparison case, in addition to the national league results, only a few match results from
international cups were available to determine the aggregated ranking of the teams playing in the top
five European leagues. The rankings produced by the ranking methods were compared with each
other, with the official national rankings, and with the UEFA club coefficient rankings. In addition,
the correlation between the aggregated rankings and the Transfermarkt financial ranking was also
examined for the sake of interest.

Keywords: ranking aggregation; analytic hierarchy process (AHP); Thurstone method; RankNet
neural network; evaluation of sports results

1. Introduction

Sports competitions promise hard effort for competitors and exciting entertainment for
supporters. However, sports and sporting competitions are not just about entertainment;
they are also important from an economic point of view. Organizing and running them
usually costs a lot of money; furthermore, sports betting, advertising, and player transfer
fees also involve vast amounts. Perhaps this is why the importance of sports can be
observed not only in the economic and entertainment sectors, but also in scientific research,
which deals with predicting the results of matches and competitions.

Evaluating matches’ results plays a crucial role in setting out the rankings and pre-
dicting the results of subsequent matches. The most frequently used method for ranking
competitors is the point-based method. When two competitors face each other, the winner
receives one, two, or three points (in chess, handball, and soccer, respectively, as examples)
according to the scoring system used in the sport. At the same time, the loser does not
receive any points. In the case of a tie, both competitors receive one or half a point. This
method is called the row sum method [1]. If the number of matches played differs between
competitors, the number of points collected does not reflect the strength of the competitors.
The row sum method does not take into consideration the strength of the opponent: a win
guarantees the same number of points whoever the opponent is, either weak or strong.
This drawback can be partly eliminated by applying the generalized row sum method elab-
orated by Chebotarev [2]. However, the generalized row sum method requires a parameter
that can be changed arbitrarily, and its value significantly impacts the evaluation result.
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Another branch of evaluation methodologies is the set of Elo evaluation methods
originally elaborated by Árpád Élő [3]. An Elo method is applied, for example, in chess,
where players are ranked with their Elo points, but it can also be applied in evaluating
horse sports [4]. The method changes the strengths of competitors in pairs. If two players
play a match, then their Elo points change as a function of the result of the match played
and the difference in the players’ strengths. As this can be achieved in various ways, we can
speak about different Elo methods. The Elo methods can be considered local methods, as
only the strengths of the competitors participating in the current competition are changed.
It is worth mentioning that, besides chess players’ rankings, an Elo-type method has been
used for the FIFA ranking of women’s national football teams and the FIFA ranking of
men’s national teams since 2018 [5]. For further details about the Elo methods, see [6];
additionally, their predicting properties are detailed in [7].

The most popular method of evaluating through comparisons in pairs is the analytic
hierarchy process (AHP) method elaborated by Saaty [8,9]. This method starts with a recip-
rocal symmetric matrix, with the elements expressing the priorities of the objects relative to
each other. There are several possible ways to evaluate the matrix; the most frequently used
is the eigenvector method. The result is a priority vector, which expresses the weights of
the objects to be evaluated. The method has thousands of applications in every field of life,
for example, in education [10], psychology [11], security [12], technology [13], business [14],
and decision-making [15]. Its application for evaluating sports results is presented, for
example, in [16,17]. The latter paper used the pairwise comparison method for ranking the
best tennis players in the world, but “comparison in pairs” methods can also be used for
racing sports [18], handball [19], chess [20], e-sports [21], and football [22].

An alternative means of comparison in pairs is the stochastic Thurstone-type methods.
In this case, the performances of the competitors are considered random variables. This idea
is not far from reality. Think of the surprising changes in the performances of teams.
The model was presented by Thurstone [23] and was primarily elaborated for psychological
questions. Since then, these method have often been used for evaluating subjective opinions
when scaling is haphazard: in cases when it is difficult to compare the entity to a scale, but
it is easy to compare the entities to each other. Thurstone applied Gauss distribution and
allowed two options: better and worse. Bradley and Terry [24] used logistic distribution, but
other distributions could also be applied [25]. Later, the model was generalized, allowing
ties [26]. In [27,28], further generalizations were presented for an arbitrary number of
options and a wide class of distributions. In these papers, the authors proved a sufficient
condition for the existence and uniqueness of the parameter estimation, which was suitable
for setting up both the national and international rankings of the teams investigated
in this paper.

Despite the widespread use of neural networks, only a few papers have been pub-
lished on their application to ranking problems. Although we can find some examples of
their application in information retrieval [29,30], image classification [31], and developing
recommendation systems [32], these implementations are mainly unique due to the specific
nature of the tasks. For example, while mainly convolutional neural networks are used for
object ranking, in text-processing-based ranking tasks, recurrent networks or BERT [33]
models are mainly used. Nevertheless, for paired comparison tasks, the RankNet [34]
neural network can provide a solution. This kind of neural network implements the
learn-to-rank approach and uses gradient descent to obtain a ranking function.

When we examined the studies that have used these methods to rank sports teams, we
found that the published articles typically deal with the results of different championships
in isolation and do not deal with aggregating the rankings of different championships.
Therefore, the aim of the current paper was to create a unified ranking of the teams
playing in the strongest European football leagues, namely in the Premier League (English
Championship), Ligue 1 (French Championship), the Bundesliga (German Championship),
Serie A (Italian Championship), and La Liga (Spanish Championship). This unified ranking
contained not only those teams that play international matches but also those that do not
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attend international cups. We have to note that UEFA also provides a ranking called the
club coefficient ranking, but it contains only those teams that play international matches.
Therefore, UEFA’s ranking is only a restricted list of football teams. Aggregating the
rankings of teams in national championships is appropriate to compare the performances
of these teams that are not included in the cups. Moreover, aggregated ranking is suitable
for evaluating and comparing national championships, as it provides a broad picture of all
teams. It can also act as a basis for determining the number of participating teams from
different countries in the international cups during the following season. In our opinion,
aggregated rankings provide more sophisticated evaluations than rankings that consist of
a selected subset of teams and work with a restricted dataset.

We have to emphasize that when the UEFA club coefficients are determined, only the
international cups’ matches are taken into account. In this paper, for the evaluations, a larger
dataset was used. All match results from the investigated national championships were
used, and the results of matches played in international cups served as links for aggregating
the national championships. The considered international cups were the UEFA Champions
League (UCL), the UEFA European League (UEL), and the UEFA Super Cup (USC).

The difficulty of creating an aggregated ranking of teams playing in different national
championships was that only a small amount of linking information was available to
rank the teams. Therefore, the problem could be seen as a ranking problem based on the
incomplete comparison of teams. In our study, the evaluations were performed using the
Thurstone method with ties (TH), the analytic hierarchy process with logarithmic least
squares method (AL) and the RankNet (RN) neural network. During our analysis, we also
investigated the effect of the weighting factor of international matches. The resulting rank-
ings were compared to each other and also to the UEFA coefficient rankings. Additionally,
we also made comparisons with data from Transfermarkt [35] that contained the financial
values of the teams. Furthermore, we also compared the entire national leagues to each
other and determined the rankings of the national championships.

Summarizing the methods and results related to this research, the contributions of
this article are as follows: (1) The unified ranking of the teams playing in the five strongest
European football leagues was determined based on incomplete comparisons. For this pur-
pose, the results of all matches played in the national championships and the results of
matches played between the same teams in international leagues were considered. (2) The
methods used allowed teams that did not play international matches to be included in
the rankings. (3) The ranking capabilities of the Thurstone method, the analytic hierarchy
process with logarithmic least squares method, and RankNet were compared in a ranking
task based on incomplete comparisons. (4) Finally, based on the experimental results, the
main characteristics of the investigated methods were also highlighted.

The structure of the paper is as follows: In Section 2, we briefly present the research
papers connected to the evaluation of football championships. Then, in Section 3, the
methods applied for evaluation in the current study are briefly presented, namely the
Thurstone method with maximum likelihood estimation, the analytic hierarchy process
with logarithmic least squares method, and the RankNet method. Section 4 presents the
research methodology. In Section 5, the evaluation results are presented and discussed.
Section 5.1 contains the evaluation of match results in the Premier League by all three meth-
ods. Section 5.2 comprises the unified rankings of the teams in the five above-mentioned
championships. Section 5.3 presents the correlations between the resulting rankings and
the financial value of the teams, while Section 5.4 contains the rank correlations between
the presented rankings and the UEFA club coefficient rankings in the case of those teams
that played matches in international cups during the 2020/2021 season. In Section 5.5,
the national leagues are compared to each other. Then, in Section 6, we summarize the
properties of the applied evaluation methods. Finally, some conclusions are drawn in
Section 7.
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2. Literature Review

Football is a popular sport in Europe, and it attracts special attention. In this section,
we briefly present some research papers dealing with the possibilities of football team
evaluation. These works mainly concentrate on predicting the results of matches.

In [36], the English Premier League was investigated by a refined score-driven method,
and this method was also extended to the best national leagues (English, German, Spanish,
French, Italian, and Dutch) in [37]. The authors elaborated a bivariate Poisson model for
predicting the number of goals scored by the teams. The success of the method was shown
by the fact that the predictions concerning the differences in the number of goals coincided
well with the odds provided by some bet offices.

In [38], the results of the UEFA Champions League were forecast using a cumulative
probit model. The teams’ strengths were supposed to be Gauss distributed, and the
forecasting was expressed by linear regressions for the UEFA club rankings.

In [7], seven evaluation methods applying a gradient descent algorithm were analyzed
from a predictive point of view. In this paper, the authors also considered the time effects.
The starting point was the Elo method [3], which was modified according to the authors’
aims. The predictive abilities of the algorithms were presented for the results of the “Big Six”
in the Premier League (Arsenal, Chelsea, Liverpool, Manchester City, Manchester United,
and Tottenham).

The authors of [39] measured the predictive abilities of different methods. In this
paper, the authors compared ten scoring methods for predicting teams’ rank probabilities.

Similarly to [39], in [40], the comparison of different methods was again the focus
of the research. The authors investigated the Thurstone model, the Bradley–Terry model,
the Bradley–Terry–Davidson model, and Poisson models. The article concluded that the
Poisson models outperformed the Thurstone and Bradley–Terry models from a predictive
point of view. However, we have to note that the Poisson models use more information than
the Thurstone and Bradley–Terry models, as they also consider the number of goals scored
by teams in addition to the relations (better, equal, worse) between them. The predictive
power of fuzzy logic was analyzed in [41] through a football case study.

Nowadays, machine learning provides new possibilities for predicting sports results.
Although neural-network-based methods are popular, their disadvantage is that they re-
quire lots of data to provide reliable results. In [42], the authors built a neural network
for predicting football match results, and they demonstrated its effectiveness using data
from the Chinese Football Super League. In [43], Premier League match results were
also analyzed by machine learning methods. In [44], a similarity learning approach was
proposed to predict football match rankings in the English Premier League. The study
utilized transfer learning, and the performances of standard neural networks, Siamese net-
works, the RankNet method, the traditional sports tally ranking method, and graph-based
PageRank methods were evaluated. Besides using the English Premier League seasonal
team statistics, the data were also augmented with financial and transfer data. The authors
concluded that no model consistently performed the best from all perspectives. However,
machine learning methods have been applied to not only evaluate the performances of
football teams but also determine the values of football players [45]. This information can
also be used to estimate the results of matches [46].

Hybrid methods for evaluating football results have also been developed. For example,
in [47], the random forest machine learning method was combined with the Poisson ranking
method and the bookmaker consensus. In this article, the FIFA Women’s World Cup 2011
and 2015 were used to train the proposed method, and then the FIFA Women’s World
Cup 2019 was simulated 100,000 times to determine the winning probabilities of the
24 participating teams.

As can be seen, the main direction of research is to predict match results, typically
focusing on a single league or sporting event. Unfortunately, only a few articles have been
published on the combined analysis of the results of different championships. In [48], the
authors analyzed the results of the top football leagues and international cup matches.
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The applied approach was a dynamic extension of a method based on logistic regression.
To be able to estimate a large number of parameters, the authors considered a long time
period, namely from 1996 to 2001. Therefore, they included about 9000 match results for
estimating the parameters. As the international cups’ results comprised a small portion of
all match results, they used weights to highlight the importance of international matches.
The study also covered the analysis of the effects of the weights. The authors concluded
that the rankings changed depending on whether the international matches were weighted
or not. Although they established that it was useful to use weights, they provided no
suggestion for the values of weights; in their study, they used ad hoc values.

3. Methods Applied

This section presents the methods used for ranking the teams and merging them.
The Thurstone method and analytic hierarchy process are among the most frequently
used methods in the case of comparisons in pairs, while the RankNet method uses an
increasingly popular neural network model to rank competing pairs.

3.1. Thurstone Method with Ties

The Thurstone method [23] is a stochastic method in the sense that it supposes that
the performances of players (in this case, teams) are random variables. This assumption
can be reflective of reality. If we keep a close watch on matches, we can also observe some
fluctuations in the performances of the individuals and teams. The strengths of the teams
are the expectations for the random variables. These random variables are denoted by ξi,
i = 1, 2, 3, . . . , n, where n is the number of objects (teams) to evaluate, and the expectations
are denoted by mi, i = 1, 2, 3, . . . , n, respectively.

The actual result of a match depends on the actual values of the random variables, or,
more precisely, on their differences. Since in football there are three possible results, win,
tie, and defeat, we also allowed three options for the result of a comparison: better (win),
draw (tie), and worse (defeat). The differences in performances are ξi − ξ j = mi −mj + ηi,j,
where ηi,j are supposed to be independent, identically distributed random variables with
the cumulative distribution function F. If F is the standard normal (Gauss) cumulative
distribution function (F = Φ), then the model is the generalization of the Thurstone model.
If F is the logistic cumulative distribution function, then the Bradley–Terry model with ties
is used. In this paper, we used Gauss distribution.

If the result of a match between teams i and j is a tie, then the difference ξi − ξ j is close
to zero. The bounds of the tie are represented by −d and d, where d is a positive parameter
estimated from the data. If the result of the match is a win, then the difference is above the
parameter d. If team i suffers a defeat to team j, the difference is below −d (see Figure 1).
Of course, if i beats j, then j suffers a defeat to i.

Figure 1. The possible results and the intervals belonging to them.

The probabilities of the defeat/tie/win results for the matches between teams i and j
can be written as follows:

pi,j,1 = P(team i is defeated by team j) = P(ξi − ξ j ∈ I1) = Φ(−d− (mi −mj)) (1)

pi,j,2 = P(the result is a tie) = P(ξi − ξ j ∈ I2) = Φ(d− (mi −mj))−Φ(−d− (mi −mj)) (2)

pi,j,3 = P(team i wins over team j) = P(ξi − ξ j ∈ I3) = 1−Φ(d− (mi −mj)). (3)
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Let A be a three-dimensional data matrix with size n× n× 3 and with elements Ai,j,k
i = 1, 2, . . . , n, j = 1, 2, . . . , n, k = 1, 2, 3. Ai,j,k is the number of matches when team i has
result k against team j, i < j; k = 1 stands for a defeat, k = 2 for a draw, and k = 3 for a win.
If i ≥ j, then let Ai,j,k = 0 for all k = 1, 2, 3. The probability of the results provided by data
matrix A in the function m = (m1, m2, . . . , mn) and 0 < d, supposing the independence of
the sample elements, is

L(A|m, d) =
3

∏
k=1

n−1

∏
i=1

n

∏
j=i+1

p
Ai,j,k
i,j,k . (4)

where L is the likelihood function. The maximum likelihood estimation of parameters m
and 0 < d, denoted by m̂ and d̂, is the n + 1 dimensional argument, where the function L
reaches its maximal value [49].

For Gauss distribution and for the case of more than two options, sufficient conditions
for the existence and uniqueness of the maximal value of (4) are provided in [27], which
was generalized in [28]. In the following, we formulate the statement for the three options.
Let us define the graph GTH as follows: let the vertices be the teams and let the nodes i and
j (i < j) be connected if 0 < Ai,j,2 or 0 < Ai,j,1 · Ai,j,3 (i.e., teams i and j have either drawn
at least once, or both teams have beaten each other at least once).

Theorem 1 ([27]). Suppose that there is a pair (i1, j1), i1 < j1, for which

0 < Ai1,j1,2 (5)

and a pair (i2, j2), i2 < j2, for which

0 < Ai2,j2,1 · Ai2,j2,3. (6)

If the graph GTH is connected, then, fixing m1 = 0, the likelihood function attains its
maximum, and the maximizer is unique.

This statement can be applied even to the national leagues of all five investigated
nations, as well as to the whole set of matches. Therefore, the evaluations by the Thurstone
method could be uniquely performed. The estimated expectations could be transformed
into weights as follows [27]:

ŵ =

(
exp(m̂1)

∑n
i=1 exp(m̂i)

, . . . ,
exp(m̂n)

∑n
i=1 exp(m̂i)

)
. (7)

The coordinates wi are called weights in the TH model and are used for comparisons
between different methods.

3.2. Analytic Hierarchy Process with Logarithmic Least Squares Method

In the case of the analytic hierarchy process (AHP) method [8,9], the starting point
is a reciprocal symmetric matrix called a pairwise comparison (PC) matrix. Its elements
express how much stronger a team is relative to another. Let the PC matrix be B = (bi,j),
i = 1, . . . , n, j = 1, . . . , n. In AHP, the evaluation “better” is expressed by the number 3,
“much better” by 5, and so on. Applying the Thurstone method, we distinguished three
options (win, tie, loss), and we did not differentiate between wins based on how many
more goals were scored by the winning team. Therefore, we also used only three categories
in the case of AHP. We constructed the PC matrix as follows: during the mth match between
teams i and j, b(m)

i,j = 3 if team i wins over team j; b(m)
i,j = 1 if the result is a draw; and

b(m)
i,j = 1/3 if team i suffers a defeat to team j. In the case of k matches between the teams i

and j, we took the geometric mean as follows [50]:

bij =
k

√√√√ k

∏
m=1

b(m)
i,j . (8)
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If team i does not play any matches with team j, then the element bi,j is not defined,
and its place remains empty in the matrix. If there is at least one match between the teams
i and j, it can be easily seen that bi,j =

1
bj,i

, letting bi,i = 1 for each i = 1, 2, . . . , n. If every
team plays with every other team, i.e., the comparison is complete, then the most frequently
applied evaluation method is the eigenvector method. Completeness holds for all national
leagues but, unfortunately, is not satisfied when we concatenate these national leagues.
That is, lots of teams did not qualify for international cups, but we intended to locate them
in the international rankings all the same. In the case of an incomplete comparison, the
most frequently applied method is the logarithmic least squares method (LLSM) [51]. That
is, minimize the function

H(w) = ∑
(i,j)∈I

(
log(bi,j)− (log(wi)− log(wj))

)2 (9)

under the conditions
0 < wi, i = 1, 2, . . . , n (10)

and n

∑
i=1

wi = 1. (11)

In [51], the authors proved the necessary and sufficient conditions for the existence
and uniqueness of the optimization problem. Let I be the set that contains all the pairs of
teams for which there is at least one comparison. Let us define the graph of comparisons
GI as follows: the vertices are the teams, and there is an edge between two vertices if the
pair is an element of I.

Theorem 2 ([51]). The optimization problem minimizing (9) under conditions (10) and (11) can
be solved uniquely if and only if the graph GI is connected.

We note that GTH ⊆ GI ; therefore, if the Thurstone method with ties works, so does
the analytic hierarchy process with logarithmic least squares method. One can easily see
that the requirements of Theorem 2 are less strong than those of Theorem 1.

3.3. RankNet

The RankNet model is a feed-forward deep learning neural network developed to
implement the learn-to-rank approach [34]. Although RankNet is mainly used for ranking
items (documents or images) based on their relevance to a given query, the network
structure also allows its application to rank sports teams.

RankNet uses a paired comparison between instances (in our case, teams) to learn
the ranking function. The base network receives two inputs that pass through the same
hidden layers and calculates a score for each input, expressing the strengths of the instances.
Following this, the difference between these scores is calculated, and the difference is
passed through an activation function, which provides the output of the RankNet network.
Finally, the ranking of instances is performed based on the scoring values learned by the
Base Network.

If we use this architecture to rank football teams, then the inputs are provided by the
teams playing against each other, while the output is the result of the match, i.e., win, draw,
or defeat from the perspective of the first team. In our study, the match outcomes were
modeled with 0 point for a defeat, 0.5 point for a tie, and 1 point for a win; therefore, we
placed a single neuron with sigmoid activation in the output layer of the RankNet network.
During the learning process, the base network learned the scoring function, which correctly
represented the teams’ strengths according to their paired match results. For this purpose,
we used two hidden layers containing 32 and 16 neurons with Leaky ReLU activation.
To avoid overfitting, dropout regularization was applied for the first hidden layer with
a dropout rate of 0.1. The input layer contained two neurons (one for the teamID and
one for the points gained by the team) and used Leaky ReLU activation, and dropout
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regularization with a dropout rate of 0.1 was applied. The output layer of the base network
was implemented as a single neuron with linear activation. It is important to emphasize
that the output of this layer provided the strength of each team. In this layer, the linear
activation function was used; therefore, the value of the output was not constrained, and
the strengths of the teams could be expressed with an arbitrary value. A block diagram of
the network applied in our study is illustrated in Figure 2, and Table 1 contains detailed
information about the layers.

Figure 2. The sequential block diagram of the RankNet network used in the study.

Table 1. The number of neurons and the applied activation functions in the layers of the RankNet
network designed for the study.

Layer Neurons Activation Dropout Regularization

Input layer 2 Leaky ReLU Yes, dropout rate = 0.1
Hidden layer 1 32 Leaky ReLU Yes, dropout rate = 0.1
Hidden layer 2 16 Leaky ReLU No
Output layer 1 1 Linear No
Output layer 2 1 Sigmoid No

During the training, the error of the RankNet network was measured by the mean
squared error, abbrevated by MSE, provided by Equation (12). For the optimization, the
“adam” optimizer was applied with a learning rate equal to 0.001.

MSE =
1
n

n

∑
i=1

(yi − ŷi)
2 (12)

where yi denotes the expected value for the ith input (1 for a win for team A, 0.5 for a draw,
and 0 for a win for team B), and ŷi is the value computed by the RankNet for the ith input.

In our study, all parameters and hyper-parameters of the network were tuned with
the grid search method to find the best values. As the neural-network-based scoring of
the teams was not deterministic, the training of the networks was, in each case, performed
100 times. The final scores of the teams were calculated as the average of the resulting
scores. The scores were transformed into weights via a process similar to that described in
(7). In each training iteration, the RankNet network was trained for 200 epochs with a batch
size of one. To stop the training in time (to avoid overfitting), early stopping regularization
was applied with a patience value of 20.

4. Data and Research Methodology

In our study, the top five European national leagues in the 2020/21 season were analyzed,
and this dataset was augmented with the results of the UEFA Champions League (UCL),
the UEFA Europa League (UEL), and the UEFA Super Cup (USC) from the same season.
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In the study, the following national championships were enrolled: the English Premier League
(ENG), the French Ligue 1 (FRA), the German Bundesliga (GER), the Italian Serie A (ITA) and
the Spanish La Liga (ESP). We chose these leagues because they were the top 5 leagues in the
season 2020/21 (and in some other seasons, too); furthermore, the numbers of teams playing
in these domestic leagues and the systems for running these championships were similar.
The ENG, FRA, ITA, and ESP national leagues comprise 20–20 teams, and every team plays
with the others twice; therefore, these national leagues have 380 matches. In the Bundesliga,
there are only 18 teams; hence, the number of matches is only 306. Altogether, we considered
in this study 1826 matches from national leagues.

In the season considered, teams from the mentioned five leagues played 53 international
matches against each other in the UCL, 19 matches in the UEL, and 1 match in the USC.
This resulted in 73 international matches that provided the basis for merging the individual
rankings arising from the match results achieved in the national leagues. The number of
matches for concatenating the national leagues’ teams was not small (73), but if we compare
it to the total number of matches, it did not represent a significant portion. The ratio was
73/(1826 + 73) = 0.0384, which was under 4%. We note that the comparisons in the national
leagues were always complete, but the unified ranking was based on incomplete comparisons.
This explains the necessity of using the LLSM method instead of the eigenvector method.
We checked that in the case of each national league and also in the case of all matches, the
assumptions of Theorem 1 were satisfied. Therefore, the evaluations by the Thurstone and
AHP with LLSM methods were mathematically established in the study. It is also worth
noting that, although many teams did not play any international matches, we could fit them
into the international ranking with the help of their results against teams who played in
international cups.

In [48], the authors argued for considering international matches with multiple weights.
Following this recommendation, the merging was performed both without weights and
with weights equal to 4. The reason for weighting, as explained by Held and Vollnhals, was
the following: as international matches are usually more important, they are given priority
attention by teams. The ranking and weights of the teams for international matches could
also serve as a basis for comparing the national championships themselves, in addition to
the comparison of the teams.

For our study, all the match data mentioned above were downloaded with the help
of [52]. Additionally, Transfermarkt data [35] containing the financial values of the teams
were also downloaded and were used to evaluate the results more extensively. The UEFA
club coefficients were downloaded from [53].

5. Results and Discussion

This section presents the results of the evaluations and related discussions. First,
the ranking of the teams was carried out for each league separately by excluding the
international matches. Section 5.1 presents the ranking results for the English Premier
League as an example. Following this, in Section 5.2, the aggregated rankings are shown.
The rank correlations are presented in Section 5.3. In Section 5.4, the aggregated rankings
are compared with the UEFA club coefficient rankings. Finally, Section 5.5 presents the
comparison of the different national leagues’ strengths according to different indicators.

5.1. Evaluation of the Rankings of Premier League Teams

In this subsection, the rankings of the Premier League teams are presented and eval-
uated. For ranking the teams, only the match results in the English Championship were
considered. Table 2 shows the orders of the teams based on the Thurstone method with ties
(TH), the analytic hierarchy process with LLSM method (AL), and the RankNet network
(RN). Additionally, the table also includes the weights assigned to the teams by these
methods. For the sake of interest, the last columns contain the financial values of the
teams based on Transfermarkt data (TM) and the official ranking (OR) based on the points
collected during the whole season.
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Table 2. Evaluations of the Premier League teams based on their matches in the national championship by different methods (Thurstone (TH), analytic hierarchy
process with LLSM method (AL), and RankNet (RN)); the financial values of the teams based on Transfermarkt (TM) data; and the official ranking (OR) based on the
number of points received in the Premier League.

TH AL RN TM OR

Rank Name Weight Name Weight Name Weight Name Value (€) Name Point

1 Manch City 0.10637 Manch City 0.08523 Manch City 0.34021 Manch City 1040.00 m Manch City 86
2 Manch Utd 0.07886 Manch Utd 0.07228 Manch Utd 0.14567 Liverpool 969.65 m Manch Utd 74
3 Liverpool 0.06772 Liverpool 0.06476 Liverpool 0.08614 Chelsea 889.20 m Liverpool 69
4 Chelsea 0.06558 Chelsea 0.06301 Chelsea 0.07099 Manch Utd 770.05 m Chelsea 67
5 Leicester 0.0619 West Ham 0.05964 West Ham 0.06401 Tottenham 703.50 m Leicester 66
6 West Ham 0.06162 Leicester 0.05964 Leicester 0.05341 Arsenal 619.25 m West Ham 65
7 Tottenham 0.05732 Tottenham 0.05645 Tottenham 0.04191 Everton 511.20 m Tottenham 62
8 Arsenal 0.05521 Arsenal 0.05492 Arsenal 0.03644 Leicester 510.70 m Arsenal 61
9 Everton 0.05320 Everton 0.05343 Everton 0.03279 Wolverhampton 450.30 m Leeds 59

10 Leeds 0.05314 Leeds 0.05199 Leeds 0.02987 Aston Villa 430.75 m Everton 59
11 Aston Villa 0.04717 Aston Villa 0.04921 Aston Villa 0.02275 West Ham 334.90 m Aston Villa 55
12 Newcastle 0.03852 Wolverhampton 0.04173 Newcastle 0.01485 Brighton 290.40 m Newcastle 45
13 Wolverhampton 0.03844 Newcastle 0.04173 Wolverhampton 0.01182 Southampton 282.80 m Wolverhampton 45
14 Crystal Palace 0.03765 Crystal Palace 0.04060 Brighton 0.01073 Newcastle 255.35 m Crystal Palace 44
15 Brighton 0.03707 Brighton 0.04060 Crystal Palace 0.01048 Fulham 239.75 m Southampton 43
16 Southampton 0.03607 Southampton 0.03950 Southampton 0.00945 Leeds 238.10 m Brighton 41
17 Burnley 0.03290 Burnley 0.03739 Burnley 0.00781 Crystal Palace 193.85 m Burnley 39
18 Fulham 0.02721 Fulham 0.03171 Fulham 0.00467 Sheffield Utd 149.85 m Fulham 28
19 West Brom 0.02541 West Brom 0.03001 West Brom 0.00362 West Brom 141.15 m West Brom 26
20 Sheffield Utd 0.01865 Sheffield Utd 0.02616 Sheffield Utd 0.00239 Burnley 132.30 m Sheffield Utd 23
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As we can see, Manchester City was the best team in the English Championship.
Moreover, the ranking of the first four teams was the same for all methods except for the
data from Tranfermarkt. The same could be stated for the last four teams, too.

Concerning the different evaluation methods (TH, AL, and RN), although the weights of
the teams were different, in the rankings, one can see only small differences: if we compare
the results of the TH and AL methods, Leicester and West Ham, and Newcastle and Wolver-
hampton swapped places with each other. Comparing the Thurstone and RankNet methods,
we found differences in the 5th and 6th, as well as the 14th and 15th positions. Considering
the AL and RN methods, there were differences in the cases of the 12th and 13th, as well as
the 14th and 15th places. Overall, we found that all three methods produced very similar
results, and the rankings were not far from the official rankings of the Premier League.

The Kendall’s tau rank correlations between the rankings can be seen in the upper-left
sub-matrix of Table 6. It is interesting that all the rank correlations were the same and very
high (0.979). However, this was the right result due to the equal number of changeovers.
A similar phenomenon could also be recognized in the case of each national championship
(GER, FRA, ITA, and ESP). At first sight, we realized that the ranking of the Transfermarkt
values showed substantial differences from the rankings of the TH, AL, and RN meth-
ods. This pointed to the fact that the return on investment was different for all teams.
Manchester Utd was less valuable than Liverpool and Chelsea, while Wolverhampton was
more valuable financially than Leeds, Aston Villa, and Newcastle. In addition, Transfer-
markt’s ranking differed significantly from the official ranking, although the correlation
was moderate.

Summarizing the findings, we can state that all three ranking methods performed
equally well in relation to the official ranking result. However, we have to note that the
weights resulting from the RankNet network differed significantly from those of the TH
and AL methods: the top teams had much larger weights, and at the bottom of the ranking,
the teams had much lower weights in the case of RN than in the case of the TH and
AL methods.

5.2. Evaluation of the Overall International Rankings

This subsection contains the aggregated rankings of the teams playing in the top na-
tional championships. The aggregated rankings were based on the joint results of national
championships and international cup matches. Tables 3 and 4 contain the first 20 and the last
10 teams, as evaluated by the TH, AL, and RN methods, using W = 1 and W = 4 weights for the
international matches. In detail, Table 3 shows the outcome when the results of international
cup matches were taken into account in the same manner as the national championship
matches, while Table 4 shows the outcome when international matches were considered with
four-times larger weights than matches played in national championships. We could observe
that teams who won lots of matches in international cups advanced in the rankings. A typical
example is Chelsea: this team was the fourth team in the national championship in every
evaluation (Table 2). In the unified ranking (W = 1), it reached second place among the English
teams but the sixth among all teams according to the TH method, second according to the
AL method, and tenth according to the RN method (see Table 3). When we considered the
international matches with a weight of four, Chelsea reached second place in the international
ranking according to the TH and AL methods and third place according to the RN method
(see Table 4). As this team was the winner of both the UCL and the UEFA Super Cup that
year, it deserved these positions.

When we considered at the overall picture based on the three evaluation methods
and two weights applied for international matches, we could establish that the best six
teams were the following (in this order): Manchester City, Chelsea, Real Madrid, Bayern
Munich, Manchester United, and Liverpool. Furthermore, it could be seen that Manchester
City was the top team in all rankings, regardless of whether international matches were
weighted or not.
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Table 3. Rankings after aggregation, taking into account the international matches with W = 1 weights.

TH AL RN TM

Rank Name Weight Name Weight Name Weight Name Value (€)

1 Manchester City 0.02874 Manchester City 0.02616 Manchester City 0.10103 Manchester City 1040.00 m
2 Bayern Munich 0.02767 Chelsea 0.02113 Lille 0.07739 Liverpool 969.65 m
3 Real Madrid 0.02351 Manchester Utd 0.01967 Inter 0.06707 Chelsea 889.20 m
4 Inter 0.02158 Liverpool 0.01902 Bayern Munich 0.06283 Bayern Munich 858.23 m
5 Atl. Madrid 0.02045 Bayern Munich 0.01831 Real Madrid 0.05445 Barcelona 817.5 0m
6 Chelsea 0.01993 Real Madrid 0.01826 Monaco 0.03338 Paris SG 805.00 m
7 Manchester Utd 0.01894 West Ham 0.01776 Lyon 0.03338 Real Madrid 787.30 m
8 Barcelona 0.01718 Leicester 0.01776 Atl. Madrid 0.03275 Atl. Madrid 773.10 m
9 RB Leipzig 0.01717 Tottenham 0.01681 Juventus 0.03186 Manchester Utd 770.05 m
10 Liverpool 0.01679 Atl. Madrid 0.01619 Chelsea 0.02920 Tottenham 703.50 m
11 Wolfsburg 0.01673 Everton 0.01592 Manchester Utd 0.02875 Inter 663.90 m
12 Sevilla 0.01650 Arsenal 0.01566 Napoli 0.02399 Juventus 633.30 m
13 Eintracht Frankfurt 0.01643 Leeds 0.01548 Barcelona 0.02239 Dortmund 628.40 m
14 Dortmund 0.01591 Aston Villa 0.01466 Paris SG 0.02209 Arsenal 619.25 m
15 Lille 0.01578 Inter 0.01465 AC Milan 0.02141 RB Leipzig 574.95 m
16 Juventus 0.01577 Barcelona 0.01444 Atalanta 0.02118 AC Milan 547.78 m
17 Atalanta 0.01541 Sevilla 0.01406 Liverpool 0.01869 Napoli 530.20 m
18 Paris SG 0.01512 Lille 0.01387 Sevilla 0.01823 Everton 511.20 m
19 Napoli 0.01508 RB Leipzig 0.01357 Eintracht Frankfurt 0.01512 Leicester 510.70 m
20 AC Milan 0.01501 Paris SG 0.01316 Wolfsburg 0.01470 Wolverhampton 450.30 m
. . . . . . . . . . . . . . . . . . . . . . . . . . .
89 Strasbourg 0.00530 Udinese 0.00613 Benevento 0.00097 Spezia 71.68 m
90 Nantes 0.00527 Torino 0.00613 Valladolid 0.00097 Dijon 65.63 m
91 Brest 0.00523 Spezia 0.00613 Fulham 0.00094 Huesca 64.10 m
92 Benevento 0.00520 Cagliari 0.00580 Eibar 0.00076 Valladolid 63.05 m
93 Schalke 0.00442 Nimes 0.00549 West Brom 0.00072 Nimes 60.4 m
94 Nimes 0.00441 Benevento 0.00549 Sheffield Utd 0.00045 Arminia Bielefeld 56.73 m
95 Sheffield Utd 0.00420 Schalke 0.00507 Dijon 0.00043 Crotone 52.75 m
96 Parma 0.00371 Dijon 0.00429 Crotone 0.00038 Benevento 50.13 m
97 Crotone 0.00345 Crotone 0.00429 Parma 0.00037 Cadiz CF 47.65 m
98 Dijon 0.00303 Parma 0.00429 Schalke 0.00028 Elche 45.65 m
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Table 4. Rankings after aggregation, taking into account the international matches with W = 4 weights.

TH AL RN TM

Rank Name Weight Name Weight Name Weight Name Value (€)

1 Manchester City 0.03985 Manchester City 0.02575 Manchester City 0.14878 Manchester City 1040.00 m
2 Chelsea 0.03276 Chelsea 0.02145 Lille 0.08444 Liverpool 969.65 m
3 Real Madrid 0.02816 Manchester Utd 0.01967 Chelsea 0.07968 Chelsea 889.20 m
4 Bayern Munich 0.02791 Liverpool 0.01902 Bayern Munich 0.06167 Bayern Munich 858.23 m
5 Liverpool 0.02036 Real Madrid 0.01830 Real Madrid 0.05888 Barcelona 817.50 m
6 Manchester Utd 0.01998 Bayern Munich 0.01830 Lyon 0.03717 Paris SG 805.00 m
7 Atl. Madrid 0.01736 Leicester 0.01776 Monaco 0.03552 Real Madrid 787.30 m
8 Inter 0.01728 West Ham 0.01776 Inter 0.02765 Atl. Madrid 773.10 m
9 Leicester 0.01702 Tottenham 0.01682 Manchester Utd 0.02702 Manchester Utd 770.05 m
10 Sevilla 0.01603 Atl. Madrid 0.01623 Juventus 0.02581 Tottenham 703.50 m
11 Wolfsburg 0.01597 Everton 0.01592 Napoli 0.02260 Inter 663.9 0m
12 Tottenham 0.01592 Arsenal 0.01566 Liverpool 0.01896 Juventus 633.30 m
13 Eintracht Frankfurt 0.01553 Leeds 0.01549 Eintracht Frankfurt 0.01752 Dortmund 628.40 m
14 Paris SG 0.01535 Inter 0.01466 West Ham 0.01722 Arsenal 619.25 m
15 Barcelona 0.01507 Aston Villa 0.01466 Wolfsburg 0.01659 RB Leipzig 574.9 5m
16 RB Leipzig 0.01477 Barcelona 0.01446 Bayer Leverkusen 0.01525 AC Milan 547.78 m
17 Leeds 0.01473 Sevilla 0.01409 Leicester 0.01447 Napoli 530.20 m
18 Lille 0.01469 Lille 0.01384 Sevilla 0.01232 Everton 511.20 m
19 Everton 0.01463 RB Leipzig 0.01356 Barcelona 0.01217 Leicester 510.7 0m
20 Juventus 0.01447 Paris SG 0.01313 Tottenham 0.01114 Wolverhampton 450.30 m
. . . . . . . . . . . . . . . . . . . . . . . . . . .
89 Angers 0.00478 Udinese 0.00614 Werder Bremen 0.00108 Spezia 71.68 m
90 Strasbourg 0.00463 Torino 0.00614 West Brom 0.00107 Dijon 65.63 m
91 Lorient 0.00461 Brest 0.00612 Valladolid 0.00105 Huesca 64.10 m
92 Nantes 0.00459 Cagliari 0.00581 Benevento 0.00103 Valladolid 63.05 m
93 Brest 0.00457 Benevento 0.00550 Eibar 0.00081 Nimes 60.40 m
94 Schalke 0.00421 Nimes 0.00548 Sheffield Utd 0.00061 Arminia Bielefeld 56.73 m
95 Nimes 0.00383 Schalke 0.00507 Dijon 0.00048 Crotone 52.75 m
96 Parma 0.00334 Parma 0.00429 Parma 0.00039 Benevento 50.13 m
97 Crotone 0.00318 Crotone 0.00429 Crotone 0.00038 Cadiz CF 47.65 m
98 Dijon 0.00262 Dijon 0.00428 Schalke 0.00028 Elche 45.65 m
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The correlations of the rankings applying different weights for international matches
are summarized in Table 5. The use of different weights for each method also led to
significant variations in the rankings, and this was clearly shown in the rank correlation
indices. The only exception was the AL method, where there was only a slight change in
the ranking when using different weights for international matches. The reason was the
following: the pairwise comparison matrix B hardly changed if we used W = 4 instead of
W = 1 due to Equation (8). The only values that changed in the matrix were those belonging
to team pairs that played with each other in both national leagues and international cups.
The only such pair was Chelsea and Manchester City. Therefore, only two elements of the
pairwise comparison matrices were different when we used W = 1 and W = 4 weights, and
the results of the evaluations were very close to each other.

Table 5. Rank correlations between all teams’ aggregated rankings computed by different methods
and applying different weights for international matches.

International W = 1 International W = 4

TH AL RN TH AL RN TM

Int. W = 1
TH 1 0.763 0.716 0.884 0.772 0.685 0.622
AL 0.763 1 0.638 0.805 0.987 0.640 0.631
RN 0.716 0.638 1 0.637 0.628 0.880 0.592

Int. W = 4
TH 0.884 0.805 0.637 1 0.814 0.641 0.621
AL 0.772 0.987 0.628 0.814 1 0.637 0.633
RN 0.685 0.640 0.880 0.641 0.637 1 0.552
TM 0.622 0.631 0.592 0.621 0.633 0.552 1

5.3. Rank Correlations between the Aggregated Rankings

This subsection provides a comparative analysis of the aggregated rankings obtained
using different methods. The analysis examined the effects of the application of different
methods (TH, AL, and RN) and different weightings for international matches (W = 1 or
W = 4). In the evaluation, the similarity between the rankings was measured by calculating
the Kendall’s tau rank correlation. Table 5 summarizes the correlation coefficients of the
rankings that contained all teams from the five leagues.

Table 5 shows that the correlations were higher between the rankings of the same
method, even if the weights differed, than between the rankings generated by different
methods using the same weights. By applying the same method and different weights, as
previously mentioned, we observed hardly any differences in the case of the AL method
(the correlation was 0.987). In the case of the TH method, this measurement was 0.884, while
in the case of RN, it equaled 0.880. Therefore, the method itself had a stronger effect on the
rankings than the choice of weights. The high values of the rank correlation coefficients
could be easily understood by comparing the rankings produced using the same method
but different weights (Tables 3 and 4). For example, when we compared the rankings
generated by the TH method using different weights, we saw that 8 of the top 10 teams
were the same. This observation was true for the weakest 10 teams, too. Concerning the AL
and RN methods, the number of equally placed teams was at least 9 among both the best
and worst 10 teams. Based on our observations, we could say that modifying the weights
(W) caused only local changes in the rankings.

Comparing the different methods, the largest difference from the other methods was
in the case of the RN method: The correlation coefficients with TH were 0.716 and 0.641,
and those with AL were 0.638 and 0.637, while in the case of TH and AL, the correlation
coefficients were 0.763 and 0.814. Therefore, the TH method resembled the AL method
more than the RN method, and the same could be stated for the AL method. Finally, we
noted that the TM ranking had moderate correlations with each ranking, but the lowest
correlation coefficients (0.592 and 0.552) were seen again with the RN method.

Table 6 contains the correlation coefficients between the different rankings of English
teams. Additionally, the last two columns of the table contain the Transfermarkt ranking
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and the official ranking. Concerning the correlation coefficients of the TM ranking, we
observed values that were moderate (around 0.7) but still higher than in the case of the
TM ranking for all teams (Table 5). Concerning the official ranking, we realized that the
national rankings had larger correlations with the official rankings than the international
ones. The larger the weight of the international matches, the lower the correlation with
the official ranking, which was an easily explicable phenomenon. We observed that the
international match results principally affected the rankings of the TH method and least
affected the rankings of the AL method. The TM ranking had a medium correlation (around
0.7) with both national and international rankings.

Table 6. Kendall’s tau rank correlations between the different rankings of English teams.

ENG National International W = 1 International W = 4

TH AL RN TH AL RN TH AL RN TM OR

ENG Nat.
TH 1 0.979 0.979 0.895 0.958 0.968 0.8 0.958 0.916 0.716 0.979
AL 0.979 1 0.979 0.895 0.958 0.968 0.8 0.958 0.916 0.716 0.958
RN 0.979 0.979 1 0.874 0.958 0.968 0.8 0.937 0.916 0.716 0.958

Int. W = 1
TH 0.895 0.895 0.874 1 0.916 0.905 0.905 0.937 0.895 0.737 0.874
AL 0.958 0.958 0.958 0.916 1 0.989 0.821 0.979 0.958 0.695 0.937
RN 0.968 0.968 0.968 0.905 0.989 1 0.811 0.968 0.947 0.705 0.947

Int. W = 4
TH 0.800 0.800 0.800 0.905 0.821 0.811 1 0.842 0.821 0.705 0.800
AL 0.958 0.958 0.937 0.937 0.979 0.968 0.842 1 0.937 0.716 0.937
RN 0.916 0.916 0.916 0.895 0.958 0.947 0.821 0.937 1 0.653 0.937
TM 0.716 0.716 0.716 0.737 0.695 0.705 0.705 0.716 0.653 1 0.695
OR 0.979 0.958 0.958 0.874 0.937 0.947 0.8 0.937 0.937 0.695 1

5.4. Comparison of the Aggregated Rankings and the UEFA Club Coefficient Rankings

In this subsection, we compare the evaluation results generated by the TH, AL, and
RN methods to the UEFA club coefficient rankings. These rankings and ratings are com-
puted every season for the teams playing in international cups. Teams not included in
international cups do not receive such coefficients for that season. The method of the
calculation is a point-based algorithm, which is detailed on the website [54]. The five-year
club coefficient is the sum of the annual club coefficient in the year of interest and the
previous four years. Financial support and the granting of spots in international cups are
calculated based on these club coefficients.

In the 2020/21 season, 34 teams from the investigated leagues played matches in the
international cups. The list of these teams and their UEFA club coefficients for the 2020/21
season are contained in Table 7.

If we consider Table 4, we can observe that Manchester City and Chelsea were first and
second, respectively, in the TH and AL rankings, as is also shown in Table 7; moreover, Real
Madrid, Bayern Munich, Manchester United, and Liverpool were among the best teams
according to the TH, AL, and UEFA club coefficient models. Surprisingly, Villareal was
placed third by the UEFA coefficients, but it was not among the best 20 teams as evaluated
by the TH, AL, and RN methods. The reason was that it was the champion of the UEL,
and it achieved many wins; therefore, it gained many points. However, these victories
were against “weak” teams. Villareal hardly played any international matches against the
strongest teams. In ESP, it played two matches against Real Madrid, was defeated once, and
had one tie. Although Real Madrid was among the best teams according to all evaluations
and was the winner of ESP, the position of Villareal was only fifth in ESP. That was why
it reached the group stage of the UEL. Therefore, the position of Villareal seemed to have
been overestimated in the UEFA club coefficient rankings. Unfortunately, point-based
methods do not take into consideration the strength of the opponent, which may cause bias.
The inconsistency of aggregation based on point-based methods is detailed in [55].
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Table 7. UEFA club coefficient rankings.

Rank Name Score Rank Name Score

1 Manchester City 35 18 Atl. Madrid 16
2 Chelsea 33 19 Tottenham 15
3 Villarreal 30 20 B. Monchengladbach 15
4 Bayern Munich 27 21 Granada CF 13
5 Real Madrid 26 22 AC Milan 12
6 Manchester Utd 26 23 Hoffenheim 12
7 Paris SG 24 24 Napoli 10
8 Liverpool 24 25 Bayer Leverkusen 10
9 AS Roma 24 26 Leicester 10
10 Arsenal 23 27 Inter 9
11 Dortmund 22 28 Real Sociedad 8
12 Juventus 21 29 Lille 8
13 Barcelona 20 30 Marseille 6
14 Sevilla 19 31 Rennes 5
15 RB Leipzig 17 32 Nice 3
16 Atalanta 17 33 Wolfsburg 2.5
17 Lazio 17 34 Reims 2

As the calculation of the UEFA club coefficients considered only the international
matches and not the national ones, its ranking significantly differed from the rankings
of the TH, AL, and RN methods. The Kendall’s tau rank correlations between the UEFA
coefficient rankings and the TH, AL, RN, and TM rankings applying W = 1, W = 4, and
W = 16 weights for international matches are included in Table 8.

Table 8. Kendall’s tau rank correlations between the different rankings.

International W = 1 International W = 4 International W = 16

TH AL RN TH AL RN TH AL RN TM

UEFA 0.405 0.474 0.321 0.434 0.471 0.307 0.522 0.471 0.339 0.540
TM 0.643 0.697 0.597 0.665 0.693 0.515 0.547 0.693 0.340 1

First, we can see that the correlation between the UEFA coefficient rankings and
TM was 0.54, which was a moderate correlation. The correlations were moderate in the
case of TH, too, with an increasing tendency for W. Certainly, the higher the value of
W, the more significant the results of the international matches. In the case of AL, the
correlations with the UEFA coefficient rankings were almost the same. The reason was that
the elements of the AHP matrix (defined by Equation (8)) were not sensitive to the number
of matches. The smallest correlations were between the results of RankNet and the UEFA
club coefficient rankings. These correlations were weak.

We could establish that the correlations between TM and TH, AL, and RN were
stronger than those between the UEFA coefficient rankings and TH, AL, and RN; they were
mostly between 0.6 and 0.7. The smallest values appeared again between TM and RN.

Summarizing the observations, we could conclude that the best teams identified by TH
and AL were the same as those identified by the UEFA club coefficient rankings. The only
difference in the top teams (Villareal) could be clearly explained. It seemed to be the conse-
quence of the point-based aggregation of the UCL and UEL, which is inappropriate in some
cases. While TH and AL are evaluation methods that take into consideration the strength
of the opponent, the UEFA club coefficient rankings do not. On the other hand, the TH and
AL methods were based on a much larger set of information than that used for calculating
the UEFA coefficient rankings. Not only international matches but also the results of the
matches in the national leagues were taken into account when calculating the TH and AL
rankings. The results of the national championships provided a more detailed picture of
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the performances of the teams playing in the international cups, and the evaluation results
seemed to be more realistic.

5.5. Comparison of Different National Championships

In this section, the results of the above-presented evaluations for each team are ag-
gregated for the ranking of the national championships. For this purpose, we used both
the rankings and weights provided by the international evaluations. Table 9 contains the
average of the estimated weights, presented in Tables 3 and 4. In Table 9, we can see that
generally, England topped the list. In the case of the Thurstone method using W = 1 for
the international matches, the German teams’ average was slightly larger than the average
weight of the English teams, but in the case of W = 4, the balance became positive for
the English teams. This was in line with the fact that in the international cups, English
teams performed better than German teams. The final of the UCL was played between two
English teams, and there was an English team in the final of the UEL. On top of all this, the
winner of the Super Cup was also an English team, Chelsea. According to the TH and AL
methods, regarding the ranking of nations, second was GER, third was ESP, fourth was
ITA, and last was FRA.

Table 9. Average weight values of the teams by nation.

International W = 1 International W = 4

TH AL RN TH AL RN

ENG 0.01182 0.01491 0.01281 0.01442 0.01490 0.01837
FRA 0.00756 0.00800 0.01063 0.00668 0.00799 0.01047
GER 0.01206 0.01007 0.00825 0.01143 0.01006 0.00824
ITA 0.00938 0.00813 0.01053 0.00837 0.00814 0.00692
ESP 0.01040 0.00989 0.00860 0.01024 0.00991 0.00682

The RN method ranked the French championship in second position. It was interesting
to observe that in the international rankings, French teams were ranked ahead in the case of
the RankNet method. See, for example, Lille, which was ranked second according to the RN
method and eighteenth according to the TH and AL methods. Its international experience
in cups did not support this position. Lille was 29th on the list of the UEFA club coefficient
rankings. Similarly, we can mention Lyon and Monaco, which were not even in the best
twenty teams according to the TH and AL methods and were not contained in the UEFA
club coefficient rankings. The explanation for this phenomenon could be the following: there
were only two international matches between Lille and teams from other nations investigated.
The results of these two matches were good: one win and one tie for Lille. Although Lille
played several matches with other teams, these teams were not in the investigated groups;
therefore, these results were not contained in the present evaluation. Lille achieved only good
results internationally against teams from ENG, ESP, GER, and ITA, with no negative results
to drag them down in the rankings. This seemed to be decisive in the case of RN. Some other
French teams (such as Lyon and Monaco) did not play any international matches, but they
were linked to Lille in the standings through the national championship; therefore, the average
weight became high. We did not consider these rankings to be realistic.

If we focus on the positions of the teams in the international rankings, the situation was
somewhat similar and somewhat different. Ranking the best by a value of 1 and the worst
by a value of 98, the average positions by nation are presented in Table 10. In the case of the
Thurstone method using W = 1, the leader was Germany, followed by ENG, ESP, ITA, and FRA.
In the case of the AL and RN methods, the best nation was England, but the rankings of the
other teams differed. If we consider W = 4, according to TH and AL, the rankings were identical:
ENG, GER, ESP, ITA, and FRA. The RankNet method identified England as the best, with France
in second position. Moreover, the values of FRA, ITA, GER, and ESP were surprisingly close.
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Table 10. Average ranking positions of the teams by nation.

International W = 1 International W = 4

TH AL RN TH AL RN

ENG 39.000 20.800 43.700 31.600 20.850 38.400
FRA 67.850 65.200 47.900 71.750 66.100 50.150
GER 36.389 46.167 50.778 38.722 46.278 52.556
ITA 55.500 65.800 51.600 58.150 65.000 52.250
ESP 47.450 49.200 53.650 46.200 48.950 54.450

Finally, we considered the best 20 teams in the international rankings. According to
the Thurstone method using W = 4, we found eight English, four German, four Spanish,
two Italian, and two French teams among them. According to the AL method, the top 20
teams included eleven English, four Spanish, two German, two French, and one Italian
team. The RankNet method distributed the places uniformly: seven English, four German,
three Spanish, three French, and three Italian teams were contained in the best 20 teams in
the international rankings. Summarizing the observations, we could unequivocally declare
that, concerning the performances, the English championship was the strongest. If we look
at the financial ranking of the teams according to Transfermarkt data, the English teams
were the most expensive, followed by ITA, GER, ESP, and FRA, respectively (see Table 11).

Table 11. Average values of the teams by nation.

TM (€)

ENG 457.653 m
FRA 201.006 m
GER 266.406 m
ITA 272.250 m
ESP 261.403 m

Figure 3 shows an example for evaluating the correlation between the teams’ real and
estimated financial values. The horizontal axis presents the teams’ values estimated by
their performances. On the vertical axis, the TM values are shown. In this example, the
evaluation was performed for the English teams, and the estimated values were computed
by the AL method. For the calculations, only the match results in the national championship
were taken into account. Figure 3 clearly demonstrates that in the case of poor performances,
the teams were rather undervalued, and in the case of good performances, the teams were
frequently overvalued in England. This phenomenon could also be observed in the case of
other national championships.

Let us consider the financial values of the teams averaged by country. Figure 4 shows
that the Transfermarkt data presented higher values than those computed on the basis
of the performance weights produced by the TH and AL methods in the case of ENG
and ITA teams. In the case of GER and ESP, the TH and AL methods estimated larger
values than the Transfermarkt values. Conversely, the RankNet method overestimated
the English and French teams while underestimating the other countries compared to the
TM values. This phenomenon aligned with the observation that RN allocated multiple
weights for the top teams and only fractional weights for the bottom teams. Overall, the
average values computed by the TH and AL methods were closer to the average values of
the Transfermarkt data than those computed by the RN method.
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Figure 3. Correlation between estimated values and real TM values of the English teams.

Figure 4. Estimated values and real average Transfermarkt (TM) values of the teams by nation.

Finally, for the sake of completeness, we also evaluated the UEFA country coefficients
in the 2020/21 season, downloaded from the website [56]. According to this ranking, the
best championship, based on international matches, in the 2020/21 season was ENG, the
second was ESP, the third was ITA, the fourth was GER, and the last was FRA among the
investigated championships. The first and last countries were the same as in our evaluations.
Furthermore, FRA was definitely lower, being far behind GER in terms of points.

6. Comparison of the Different Methods

In this section, the characteristics of the three applied evaluation methods are compared.
All three methods (TH, AL, and RN) are based on optimization. In one case, the

search for the maximum of a likelihood function, and in another case, a minimum search
based on a least squares method solves the problem. The learning process of the RankNet
neural network also requires optimization, which is generally carried out using variants of
the stochastic gradient descent method. Each method can provide rankings and weights,
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i.e., in addition to the relative positions of the objects to each other, the difference in their
strengths is also obtained. The TH method is an additive model, and AL is a multiplicative
model. RN also works as an additive model. Due to the complexity of the functions to be
maximized, the TH method requires numerical optimization, whereas the AL method does
not. The RN method varies the scores representing the strength of the objects step-by-step
through iterations. The scale of the weights resulting from the RankNet network is larger
than the usual scale of the Thurstone method. This may be due to the fact that the last layer
in the base network in RankNet has a linear activation function. As a result, the RankNet
method attributed significantly larger weights to the top-ranked teams and extraordinarily
small weights to the bottom-ranked teams.

A fundamental feature of the methods is that TH and AL treat the comparisons as a
global system, which is not true for RN.

In the previous chapters, each of these methods demonstrated its excellent ranking
ability in the case of national leagues. In the case of the rankings based on the results of
national league matches, the comparison was complete, as each team played every other
team. However, if teams from different leagues were aggregated into a single ranking,
the comparison was not complete, as there were only a few links between teams from
different nations. TH and AL performed adequately in this incomplete comparison case,
but the RankNet method did not. RankNet seemed to require more connections among the
national championships to provide an appropriate unified ranking. However, the result
was not surprising. In the training phase, neural networks generally need a lot of training
data to learn the optimal values for a large number of parameters.

Focusing on the running time, due to the step-wise training, RN required the most
computational time. This was followed by the Thurstone method, due to the complexity of
multivariate numerical optimization, and AL required the shortest computational time.

Comparing the evaluation results to the UEFA club coefficient rankings, we observed
moderate correlations in the case of the TH and AL methods, similar to TM, but the RN
method showed a weak correlation.

Regarding the applicability of the methods, the most complex set of conditions be-
longed to the Thurstone method, where only sufficient conditions have been proven so
far, and not necessary and sufficient ones. Condition checking requires the investigation
of the connectivity of a graph for which an effective algorithm exists. For the AL method,
a necessary and sufficient condition for applicability is known, and this condition is also
related to graph connectivity, but the condition itself is more often satisfied than the graph
connectivity required for the Thurstone method. Although both the TH and AL methods
were applicable in the analyzed case, mathematically, the AL method might also produce
results in cases where TH cannot. The reason is that when constructing the AHP matrix, a
match result is converted into a number, whereas in the case of the Thurstone method, the
result is just a relation (worse/tie/better). In the case of the RankNet network, step-wise
optimization is applicable in all cases, but a large amount of learning data is required to
obtain a satisfactory result. In its absence, the final result may be biased, as in this paper.

Among the three methods, only the TH method was directly capable of providing
probabilistic forecasts. Thus, it would be very useful for betting, for example, when
deciding whether it is worth betting on the outcome of a match between teams. For this to
be worthwhile, of course, it would require an objective function that already used other
information (e.g., odds from bookmakers). Unfortunately, neither the AL nor RN method
would be suitable for making predictions based on probabilities.

During our study, we established that the TH and RN methods were sensitive to the
choice of the multiplier W, but the AL method was not. The reason was hidden in the con-
struction of the elements of the pairwise comparison matrix B, as we explained previously.

For all three methods, there were some characteristics whose choice was arbitrary.
In the case of the TH method, the type of distribution was arbitrarily chosen as standard
normal distribution. In the case of the RN method, the parameters (e.g., the number of hid-
den layers and the number of neurons placed in the hidden layers) and hyper-parameters
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(e.g., the learning rate for the optimization) were arbitrarily chosen characteristics. In the
case of the AL method, the value of three corresponding to the outcome “better”was an
arbitrary value.

7. Conclusions

This paper investigated the performance of different ranking methods in the case of
complete and incomplete comparisons. The investigated methods were the Thurstone
method with ties, the analytic hierarchy process with logarithmic least squares method, and
the RankNet neural network. Since one of the possible application areas of the investigated
methods is the ranking of football teams, the performance of the methods and their char-
acteristics were evaluated by ranking the teams of the top five European football leagues
and constructing a composite ranking of the teams playing in these leagues. In addition,
we ranked the national championships for the five nations under study based on their
estimated strengths and compared the results obtained by the different methods. A further
part of the research was to investigate the weighting factor for international matches in
the case of aggregated ranking based on incomplete comparisons. The methods were
compared through the rankings and ratings resulting from the different methods. During
the evaluations, both the positions of the teams in the rankings and the correlation of the
rankings were considered.

Looking at the rankings of the teams and leagues, it was clear that in the 2020/2021
season, Manchester City was the best team in Europe. Regarding the national champi-
onships, the Premier League was the strongest among the five investigated championships
(English, German, Italian, French, and Spanish).

As a result of our analysis, we established that in the case of national championships,
all three methods performed equally well. In the case of rank aggregation based on incom-
plete comparisons, the RankNet network performed worse than the other two methods
tested. The RankNet method preferred the French teams to the German, Italian, and
Spanish teams. We concluded that the RankNet method did not provide a trustworthy
international ranking due to the few connections between the championships. A further
characteristic of the RankNet network was that it tended to overweight the best teams
compared to the other two methods.

Furthermore, we found in our study that in the case of the aggregation of the rankings,
the ranking method affected the ranking results more than the choice of weights for the
linking comparisons. Larger weights caused noticeable modifications in the rankings in
the case of the Thurstone method, but the result of the analytic hierarchy process with
logarithmic least squares method was almost unaffected by the applied weights.

In addition, we also compared the methods’ properties (e.g., running time and stochas-
tic nature). We concluded that RankNet was the least recommended method of the three
investigated methods for combining rankings based on sparse data. Its application prob-
lems arose mainly from the small amount of data available for ranking. As it is a neural
network, it would need more data for aggregation.

This research had some obvious limitations. The results were instantaneous exposures,
as they were based on the matches of a single (2020/2021) season and confined to the teams
in the five investigated leagues. No temporal changes were taken into account.

It would be interesting to analyze the changes from one season to another. Further
important aspects (such as home-field advantage and differences in the number of goals)
could also be considered. These could all be the topic of further research.

The methods examined in this article have a wide range of applications. Ranking
based on pairwise comparisons and the aggregation of rankings based on incomplete
comparisons can be applied to the results of arbitrary sports competitions and champi-
onships, provided that there are some (in our study 3.84%) linking results between the
participating competitors/teams. The extent to which the amount of comparisons affects
the performance of the RankNet algorithm that produced the weakest results will be the
subject of a subsequent study.
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A practical application of this research could be the following: by extending the evalu-
ations of TH and/or AL to the teams of other countries, conducting aggregation, and per-
forming measurements, one could form clusters of countries. These clusters could be used
to determine the number of spots for each UEFA competition for a given national league.
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