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1. Introduction

Artificial intelligence (AI) technologies have significantly advanced the field of medical
imaging, revolutionizing diagnostic and therapeutic processes [1]. One notable application
is in image interpretation, where machine learning algorithms have demonstrated excep-
tional capabilities in detecting and diagnosing various medical conditions from imaging
data. AI-powered tools have proven particularly effective in the field of radiology, assisting
healthcare professionals in identifying abnormalities in X-rays, MRIs (magnetic resonance
imaging), and CT (computed tomography) scans with increased speed and accuracy [2–5].
These technologies can analyze vast amounts of medical imaging data much faster than
their human counterparts, aiding in early detection and timely intervention.

Moreover, AI plays a crucial role in improving image quality and reducing noise in
medical imaging. Image enhancement techniques driven by AI algorithms help produce
clearer and more detailed images, leading to improved diagnostic precision [6]. These
advancements contribute to better visualizations of anatomical structures and abnormalities,
allowing healthcare professionals to make more informed decisions [7]. AI also facilitates
the integration of multiple imaging modalities, enabling a comprehensive and holistic view
of a patient’s condition, which is essential for personalized treatment planning [8–10].

In the realm of medical imaging, AI is instrumental in automating routine tasks,
enabling healthcare providers to focus more on patient care. Automated image analysis can
streamline the identification of patterns and anomalies, reducing the burden on radiologists
and other medical professionals. This increased efficiency not only enhances the speed
of diagnosis but also contributes to cost-effectiveness and resource optimization within
healthcare systems [11].

Despite the transformative potential of AI in medical imaging, challenges such as data
privacy, ethical considerations, and the need for regulatory frameworks remain. As these
technologies continue to evolve, addressing these issues is paramount for ensuring their
responsible and ethical implementation. The collaboration between healthcare profession-
als, data scientists, and regulatory bodies is essential in harnessing the full potential of
AI in medical imaging, while maintaining patient trust and safeguarding sensitive health
information. In the future, further developments in AI technologies are expected to refine
and expand their applications in medical imaging, ultimately improving patient outcomes
and advancing the overall landscape of healthcare diagnostics and treatment.

2. Contributions

This Special Issue represents a collection of original research papers that bring ad-
vancements to automated medical decision support, involving the diagnosis of various
abnormal conditions of the human organism, based on a wide range of medical imaging
modalities. In the first paper, Clement et al. present an ensemble that incorporates four
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different versions of deep convolutional neural networks (DCNNs), coupled with a support
vector machine (SVM) classifier. The purpose is to classify histopathological images of
breast cancer into eight specific classes—four benign and four malignant ones. The method-
ology harnesses the strengths of DCNNs to extract a highly predictive multi-scale pooled
image feature representation, from breast cancer images at four distinct resolutions. These
representations are then subjected to classification using SVM. The proposed CNN (convo-
lutional neural network) architecture achieves an impressive 90% accuracy for eight-class
breast cancer classification.

In the second paper, Usui et al. introduce a method for estimating age using T1-
weighted two-dimensional brain magnetic resonance (MR) images, involving a cohort of
1000 subjects aged between 5 and 79 years. The proposed approach employs a regression
model based on the ResNet-50 architecture, which predicts the chronological age of un-
known brain MR images using its training on images corresponding to the respective ages.
The study’s findings reveal a comparable level of correlation to related research, indicating
the feasibility of age estimation across a broad age spectrum with enhanced accuracy. This
suggests that the proposed method holds promise for accurate age estimation, even in
diverse age groups, when utilizing T1-weighted two-dimensional brain MR imaging.

In the third paper, Oura et al. report on the development and evaluation of a quality
assurance (QA) system for chest X-ray images, based on deep learning. The QA system
includes three classification models and one regression model, developed using a dataset
of 23,000 curated images from various sources. The classification method addresses issues
such as image orientation correction, left–right reversal, and the estimation of the patient’s
body position. The regression method focuses on correcting the image angle. Several CNN
models are compared, using five cross-fold evaluations. The overall accuracy of the QA
system is assessed using clinical images, and the mean correction time of the system is
also measured. The deep learning-based QA system demonstrates efficient and accurate
corrections of chest X-ray images. The utilization of ResNet-50 for classification and the
classical CNN for regression proves to be effective, ensuring precise adjustments for various
aspects of image quality.

In the fourth paper, Kim et al. focus on the development and evaluation of deep-
learning algorithms designed to automatically recommend orthotic insoles for individuals
experiencing foot pain. The input data, gathered from 838 patients, includes details such
as the resting calcaneal stance position, pelvic elevation, pelvic tilt, and pelvic rotation.
The target data encompasses the foot posture index for the modified root technique, as
well as the requirement for interventions such as heel lift, entire lift, and specific supports
like lateral wedge, medial wedge, and calcaneocuboid arch. The deep-learning models
developed therein, coupled with statistical validation, demonstrate their proficiency in au-
tomatically prescribing orthotic insoles for patients with foot pain, achieving commendable
accuracy across various parameters.

In the fifth paper, Kundrotas et al. explore various CNN architectures for their effec-
tive integration into the automated analysis of histopathological whole slide images. This
advancement enhances the capability to detect early stages of diseases, including cancer,
thereby contributing to improved health monitoring strategies. Moreover, the predictive
abilities of these systems provide opportunities for anticipating and controlling the spread
of global diseases, enabling preliminary analyses and viable solutions. The primary ob-
jective of the study is to augment the accuracy of machine learning methods in detecting
tumor-damaged tissues in histopathological whole slide images. The most promising
results were attained through the utilization of a multi-model ensemble, characterized by
an impressive AUC (area under the curve) value of 0.97.

In the sixth paper, Pinheiro et al. introduce a foundational multimodality thalamus
segmentation pipeline that incorporates diffusion MRI (dMRI) and T1-weighted images
through a CNN approach, and can obtain remarkable segmentation accuracy. This marks
a significant contribution to the automated diagnosis of various diseases like multiple
sclerosis and Parkinson’s, where the segmentation and shape assessment of the thalamus
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play a crucial role. Additionally, the authors established an open benchmark, featuring a
substantial, preprocessed, publicly available dataset. This dataset includes co-registered
T1-weighted and dMRI images, manual thalamic masks, masks generated by three distinct
automated methods, and a STAPLE consensus of the masks. As a result, this initiative
opens up new possibilities for advancing research in the field.

In the seventh paper, Xiao and Lu, in response to the dependence of deep neural networks
on the large amount of reliable image data, propose a semi-supervised framework for medical
image classification that integrates semi-supervised classification with unsupervised deep
clustering. The methodology involves the iterative execution of two tasks—semi-supervised
classification and unsupervised deep clustering—to attach label information to unlabeled
data. This iterative process assists the model in extracting semantic information from unla-
beled data, while mitigating the risk of overfitting to the limited labeled data available. To
validate their proposed method, the authors conduct a comparative experiment using public
benchmark medical image datasets. Compared to earlier solutions, this method enhances
model robustness and mitigates the impact of outliers.

In the eighth paper, Zhang et al. introduce a method for optimizing hyperparameters
in deep networks employed for automated classification of histopathological images. This
method is based on model fusion within the weight space. The authors utilize the cyclical
learning rate strategy to fine-tune individual models and suggest a ranking strategy, consid-
ering accuracy and diversity, for the selection of candidate models. The fusion of weights
from these constituent models is aimed at producing a model with performance levels
better aligned with the expected value, potentially enhancing the model’s generalization
ability. Furthermore, the proposed strategy significantly reduces the proposed model’s
testing cost. Experiments conducted on two datasets of histopathological images reveal the
effectiveness of the proposed model compared to baseline architectures like ResNet, VGG,
DenseNet, and their ensemble versions.

In the ninth paper, Fachrel et al. propose a methodology for the effective and accurate
classification of lung diseases, specifically targeting COVID-19, pneumonia, and normal
cases, based on chest X-ray images. The research focuses on the optimal usage of CNN
and LSTM architectures, from the perspective of evaluation metrics and training efficiency.
Data augmentation is deployed to overcome the adverse effects of imbalanced datasets.
The best performing model, featuring five convolutional blocks and two LSTM layers needs
no augmentation and achieves remarkable Dice scores of up to 0.99.

In the tenth paper, Berchiolli et al. propose a segmentation method for the thoracic
cavity in dynamic contrast-enhanced NRI data, to assist with the correct diagnosis of
breast cancer. The main challenge is the fact that various internal organs can have very
similar appearances to malignant breast lesions after the injection of the contrast agent.
The proposed approach employs various CNN-based architectures, assessing the effect of
several enhancements given to the baseline models. During the evaluation, the proposed
methodology is proven to surpass the current state of the art, excelling in both data
efficiency and conformity, with expert-made annotations.

Finally, in the eleventh paper, Park et al. address the problem of the accurate detection
and effective treatment of gastric cancer. They propose an image-guided solution as an
alternative to the usual gastroscopic biopsy, which is time-consuming and may cause delays
in diagnosis and subsequent treatment. The proposed computer-aided diagnosis system,
called CADx, employs various CNN-based network architectures to produce the diagnosis.
Since there are no large image datasets available in this field, the authors proposed an
image augmentation technique using cut-and-paste operations and a sliding window-based
algorithm. In various classification scenarios, their system achieves an accuracy between
83% and 90%.

3. Conclusions

In conclusion, the integration of AI technology into medical image analysis has ushered
in a transformative era in healthcare diagnostics and treatment planning. This Special Issue
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has explored the multifaceted applications and the profound impact of AI in revolutionizing
the way medical professionals interpret and utilize imaging data. From enhancing the
accuracy and efficiency of disease detection to facilitating personalized treatment strategies,
AI has proven itself as a powerful ally in the medical field.

The rapid evolution of deep learning algorithms, particularly CNNs, has played
a pivotal role in the success of AI in medical image analysis. These algorithms exhibit
exceptional capabilities in recognizing complex patterns and anomalies within various
medical imaging modalities, including X-rays, MRIs, and CT scans. The improved accuracy
and speed of diagnosis offered by AI can not only expedite patient care but also contribute
to more informed decision-making by healthcare practitioners.

Despite the remarkable strides made in this field, challenges remain, including the need
for large, diverse datasets, the need to address ethical considerations, and the need to ensure
the seamless integration of AI technologies into existing healthcare workflows. The ongoing
collaboration between AI researchers, healthcare professionals, and regulatory bodies is crucial
to overcoming these challenges and fostering the responsible and effective deployment of AI
in medical image analysis.

As AI continues to evolve and mature, its role in medical image analysis is poised
to redefine the landscape of healthcare. The promise of improved diagnostic accuracy,
early disease detection, and personalized treatment strategies positions AI as an invaluable
tool in advancing the quality of patient care and contributing to the overall well-being of
individuals around the world.
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