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Featured Application: Port managers can use predictions of the wave overtopping predictors
created in this work to take preventative measures and optimize operations, ultimately improv-
ing safety and helping to minimize the economic impact that overtopping events have on the
port’s activities.

Abstract: This paper analyses the application of deep learning techniques for predicting wave over-
topping events in port environments using sea state and weather forecasts as inputs. The study was
conducted in the outer port of Punta Langosteira, A Coruña, Spain. A video-recording infrastructure
was installed to monitor overtopping events from 2015 to 2022, identifying 3709 overtopping events.
The data collected were merged with actual and predicted data for the sea state and weather condi-
tions during the overtopping events, creating three datasets. We used these datasets to create several
machine learning models to predict whether an overtopping event would occur based on sea state and
weather conditions. The final models achieved a high accuracy level during the training and testing
stages: 0.81, 0.73, and 0.84 average accuracy during training and 0.67, 0.48, and 0.86 average accuracy
during testing, respectively. The results of this study have significant implications for port safety
and efficiency, as wave overtopping events can cause disruptions and potential damage. Using deep
learning techniques for overtopping prediction can help port managers take preventative measures
and optimize operations, ultimately improving safety and helping to minimize the economic impact
that overtopping events have on the port’s activities.

Keywords: machine learning; neural networks; deep learning; wave overtopping prediction; port
management; port security

1. Introduction

Around 80% of the goods we consume are carried by ships due to shipping’s ability to
offer economical and efficient long-distance transport. These goods include raw materials
that need to be processed and products like food, medical supplies, fuel, clothes, and other
essential goods that are ready to be consumed [1].

Maritime trade has increased almost yearly since 1970, except for 2020, due to the
global COVID-19 pandemic [1]. We can also observe this growing trend in maritime trade in
Europe, where many countries have invested in maritime port infrastructures [2], including
Spain, where this work took place [3].
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The existence of a worldwide transport network and the globalization of production
and consumption have fostered competition between ports to attract the largest number of
customers. In order to attract more customers, port terminals must be as competitive as
possible [4]. A port must be safe and efficient to be competitive. These two characteristics
are not mutually exclusive, and measures to improve safety would also impact efficiency
and vice versa.

Besides having good shelter conditions, connections, and large surfaces for product
handling and storage, the ship’s stay in port must be safe, allowing it to carry out loading
and unloading operations securely. Safety also includes the physical safeguard of port
personnel working on port operations (besides loading and unloading cargo).

The overall importance of maritime trade in the world economy due to its weight in
the consumption economy, and the particular importance in the case of Spain, reveals that
events that could disrupt the normal operations of a port, impacting the operation safety
or performance, can have a significant negative economic impact. This importance also
reveals that improvements in safety or optimization of the operations in a port can have a
significant positive economic impact.

A commercial port aims to harbour ships and provide safe loading areas where ships
can load and unload cargo (or passengers). A loading area is only safe if the port has
some large structure that shelters and protects the ships moored there from the force of
powerful waves.

One element a port uses to protect the loading areas is a breakwater (also known as a
jetty). A breakwater is a permanent protective structure built in a coastal area to protect
anchorages against waves, tides, currents, and storm surges. A breakwater achieves this
protection through the reflection and dissipation of the incident wave energy. Although
breakwaters may also be used to reduce coastal erosion, to protect beaches, for instance,
this work focused on studying breakwaters as a port-protection structure.

A breakwater may be connected to land or be freestanding and may contain a walkway
or road for vehicle access. A standard breakwater section is usually composed of a core
made of granular material, protected with armour layers of rockfill (or riprap, or different
pieces like cubes, tetrapods, or similar elements), and covered with a superstructure of
mass or reinforced concrete.

The most conventional types of breakwaters are vertical, composite, and sloping (or
a rubble mound). We can see these three types of breakwaters in Figure 1b (source [5]),
where h is the depth at the site, and H, L, FC, and B are, respectively, the characteristic
wave height, characteristic wavelength, freeboard, and the representative magnitude of the
breakwater width.
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Figure 1a (source [6]) shows a sloping breakwater with all the previously explained
elements. This image corresponds to the outer port of A Coruña, Spain, where we carried
out the primary fieldwork for this work.

Even a properly designed breakwater cannot protect the ships anchored there from
all the possible wave-caused phenomena, i.e., a breakwater protects up to a point; it is
designed to protect against phenomena up to a given magnitude. However, budget and
physical constraints do not allow a breakwater to be built to protect ships against every
wave-caused phenomenon.

The main disrupting wave-related event that could hinder the protection offered by
a breakwater is wave overtopping. Wave overtopping is a dangerous phenomenon that
occurs when waves meet a submerged reef or structure or an emerged reef or structure
with a height up to double the approximate wave height. The latter case is the one that
affects a port’s breakwater and the one studied in this work.

During an overtopping, two processes occur: wave transmission and water passing
over the structure. This work focuses on measuring the passing of water over the struc-
ture (a breakwater in this case). This process can occur in three different ways, either
independently of each other or combined:

• Green Water is the solid (continuous) step of a given volume of water above the
breakwater’s crown wall due to the wave’s rise (wave run-up) above the exposed
surface of the said breakwater.

• White Water occurs when the wave breaks against the seaside slope. This event creates
so much turbulence that air is entrained into the water body, forming a bubbly or
aerated and unstable current and water springs that reach the protected area of the
structure either by the wave’s impulse or as a result of the wind.

• Aerosol is generated by the wind passing by the crest of the waves near the breakwater.
Aerosol is not an especially meaningful event in terms of the damage it can produce,
even in the case of storms. This case is the least dangerous of the three, and its impact
on the normal development of port activities is negligible.

Regarding the damage they could cause, the more critical overtopping types are green
and white water. So, this work focused on these overtopping types. Figure 2 shows an
example of White Water overtopping captured in the outer port of Punta Langosteira, A
Coruña, as part of this work.
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1.1. Recommendations for Overtopping Limits and Mitigation

A breakwater constructed to protect a harbour area should satisfy rigorous conditions
if we want to reduce wave overtopping and its impact. Several proposals in the literature
define those conditions and propose recommendations to study wave overtopping. The
most widely used manual regarding wave overtopping is the EurOtop manual [7], which
guides designers and operators of breakwaters, reclamations, inland lakes, or reservoirs on
analysing and predicting wave overtopping for flood defences attacked by wave action.
The manual describes the main variables involved in an overtopping event and provides
formulas and tools for predicting said events based on tests carried out in hydraulic
laboratories. However, the manual notes that one must consider the specific characteristics
of a port when using these resources due to the sensitivity of overtopping to changes in the
geometry of the port, incident waves, and the local bathymetry.

Although it is impossible to establish precise limits to tolerable overtopping for all
conditions, this manual includes some guidance on tolerable mean discharges and maxi-
mum overtopping volumes for various circumstances or uses. The manual also empha-
sises that these limits may be adopted or modified depending on the site’s circumstances
and uses.

Another recommendation for the conditions a breakwater should satisfy to protect a
harbour area by reducing wave overtopping and its impact is the Spanish Ports System’s
Recommendations for Breakwater Construction Projects, ROM 1.1–18 [5]. ROM 1.1–18, for
instance, indicates that the conditions a breakwater satisfies regarding wave energy trans-
mission, either from the overtopping of the crown or propagation through the breakwater
section, are the following: the breakwater’s relative height (h + FC)/H, which generally
has dimensions on the order of 1, O(1), and relative width, B/L, on the order of 1/10,
O(1/10), where h is the depth at the site, and H, L, FC, B are, respectively, the characteristic
wave height, characteristic wavelength, freeboard, and the representative magnitude of the
breakwater width (see Figure 1).

When a wave overtopping occurs in a commercial port environment, the best-case
scenario will be the disruption of activities. Even this scenario has negative financial reper-
cussions. A system that detects overtopping events would provide valuable information
to port operators, allowing for the minimisation of the impact of overtopping, including
the financial impact, property damage, or even physical harm to port workers. Wave
overtopping has traditionally been studied from three possible approaches: small-scale
physical modelling, numerical modelling, and in situ measurement.

1.2. Overtopping: Small-Scale Physical Modelling

Small-scale physical modelling has traditionally been one of the most used techniques
for studying wave overtopping. It involves a small-scale port model, where the overtopping
will be studied. These models allow the most significant physical phenomena that intervene
in overtopping to be reproduced.

In this type of modelling, the tests are usually conducted using a wave energy spec-
trum, which is then used to generate a free surface wave time series at the wave paddle.
When the water overpasses the model’s breakwater due to overtopping, it is channelled
and collected using structures built to measure the overtopping water volume.

Small-scale modelling is used, for instance, to determine the influence of certain factors
in wave overtopping. For example, in [8], the authors studied the influence of wind waves
on overtopping.

The methods involved in this type of modelling continue to evolve. The tests usually
use a wave energy spectrum free surface wave time series at the wave paddle. Although
this method could generate an infinite number of time series, only one is usually generated
due to the expense of running multiple tests in a physical model. Hannah et al. proposed
an improvement to this method in [9], where the authors used several time series generated
from the same wave energy spectrum to study the variation in the main overtopping
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measures. As a result, they showed that using different time series gives different results
for some of the overtopping measures, indicating that this is the correct approach.

This method continues to generate new knowledge. For instance, Lashley et al. [10]
proposed a new formula for calculating wave overtopping at vertical and sloping structures
with shallow foreshores using deep-water wave characteristics. Another example is the
work of Orimoloye et al. [11], where the authors conducted an experimental study focusing
on overtopping characteristics of coastal seawalls under random bimodal waves and, based
on the experimental results, proposed a modification to the EurOtop formula to better
capture the overtopping discharge under bimodal conditions.

An example of a different technique for detecting overtopping events is the one used
by Formentin and Zanuttigh [12]. In this work, the authors used a semi-automatic and
customisable method based on a threshold-down-crossing analysis of the sea surface
elevation signals obtained using consecutive gauges. They applied their method to new
and past data and compared the results with well-established formulae, obtaining accurate
and reliable results.

Although new and clever techniques exist to measure overtopping on a physical
model, the downside is that some are effective in a laboratory but not practical in a real
environment due to the high number of elements required or the need to construct a
gigantic structure to collect the water of an overtopping event, and the high economic cost
and time consumption.

1.3. Overtopping: Numerical Modelling

The development of computational models for overtopping simulations progressed
along with the advances in computing power. For example, some works analysed the
wave-infrastructure interaction using 2D or 3D models to study overtopping [13–15].
Alternatively, other works use Machine Learning models to perform water flow estimations
during overtopping [16] or predict overtopping events [17,18].

Public institutions and private companies have developed software which includes
computational models for overtopping simulations. An example of such a tool is the widely
used Computational Fluid Dynamics Toolbox OpenFoam [19]. OpenFOAM has many
features to solve complex fluid flows involving chemical reactions, turbulence and heat
transfer, acoustics, solid mechanics, and electromagnetics.

Although not technically numerical modelling, it is worth mentioning that, alongside
the first EurOtop manual in 2007, they also developed an online Calculation Tool to assist
the user through a series of steps to establish overtopping predictions for embankments and
dikes, rubble mound structures, and vertical structures. Due to lacking funds, they could
not update the web-based Calculation Tool with the new formulae in the manual’s latest
edition. They removed the old calculation tool from the website but kept PC-Overtopping,
a PC version of the tool [20].

Also, in parallel with the EurOtop manual, the authors developed an Artificial Neural
Network called the EurOtop ANN. This ANN can predict the mean overtopping discharge
using the hydraulic and geometrical parameters of the structure as inputs. The authors cre-
ated this ANN using the extensive EurOtop database extended from the CLASH database,
which contains more than 13,000 tests on wave overtopping. The ANN and both databases
are free and available through links on the website [21,22].

Although the evolution and support experienced by tools like OpenFOAM and the
EurOtop tools have positioned them as a viable alternative to physical modelling due to
their low cost and adaptability, they present the same limitations as physical modelling.
These limitations are caused by adopting simplifications of reality in the model to main-
tain an acceptable computational cost. Another problem with these numerical models is
that, given the phenomena’s complexity, real data should be used to validate the models
whenever possible.
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1.4. Overtopping: In Situ Measuring

The third alternative for analysing the wave overtopping phenomenon is in situ mea-
surement, i.e., using devices that record or measure overtopping events in a real scenario.

An example of the in situ measurement of wave overtopping is the work of Briganti
et al. [23]. In this work, the authors measured wave overtopping at the rubble mound
breakwater of the Rome–Ostia yacht harbour, constructing a full-scale station similar to
the ones used in small-scale physical modelling. This structure collects the water from an
overtopping event and allows it to be measured. The authors studied wave overtopping
during one measurement campaign (2003–2004) and compared the data to the predictions
obtained using known formulae based on small-scale model tests. Their results show
that these formulae tend to underestimate overtopping events. The same port was also
studied in a later work [24]. A similar method was used to study the Zeebrugge port
in Belgium [25].

Modern approaches to detecting wave overtopping involve using image devices. For
instance, Ishimoto Chiba and Kajiya [26] created a system that used video cameras to detect
an overtopping event. The authors set trigger points in different areas of the video cameras’
images, and the system could detect overtopping in those areas. When an overtopping was
detected, the system sent several images (pre- and post-overtopping) to the servers, where
they were analysed.

Similar work was carried out by Seki, Taniguchi, and Hashimoto [27], where the
authors created a method for detecting the overtopping wave and other high waves using
images from video cameras. In this work, the authors detected overtopping by measuring
the wave contour in every video frame using Active Contour Models and tracking the
contour. This method has the advantage of being robust to other moving objects. The
authors showed the effectiveness of their method by experimenting with actual video
sequences of both an approaching typhoon and calm scenes.

More recently, Chi et al. [28] used a shore-based video monitoring system to collect
coastal images of a wave overtopping at a 360 m long sea dike during a storm in July
2018 on the Rizhao Coast, China. The system captured images with a sampling frequency
of 1 Hz in the first 10 min of each hour during daylight. Using the images, the authors
calculated the frequency, location, width, and duration of individual overtopping events,
detecting 6252 individual overtopping events during the ten-hour storm. The results of
this work indicate the feasibility of a shore-based video monitoring approach to capture
the main features of wave overtopping in a safe and labour-saving manner while enabling
a detailed analysis of the temporal and spatial variation of wave overtopping.

Despite providing precious information for detecting the problems that affect a given
installation, in situ measurement constitutes a less widespread methodology than physical
or numerical modelling. The less-general usage of in situ measuring is mainly due to the
high economic cost involved, on the one hand, in acquiring monitoring equipment and, on
the other, in carrying out extensive field campaigns. Despite the smaller number of scientific
studies using in situ measuring and the low amount of data they have collected compared
to the other techniques, in situ measuring is a good tool for evaluating operational problems
in port facilities due to overtopping events.

Wave overtopping events have an enormous negative impact on a port in terms of the
safety of workers and the efficiency of operations. In addressing the escalating risks posed
by wave overtopping in the context of climate change, a technical examination reveals the
multifaceted impact of global warming on coastal infrastructure resilience, as explained
in the Special Report on the Ocean and Cryosphere in a Changing Climate [29] of The
Intergovernmental Panel on Climate Change (IPCC). This report elucidates the mechanisms
through which climate change can increase the number and severity of overtopping events.

First, the IPCC report articulates a concerning trend of accelerated sea level rise,
attributed to the thermal expansion of seawater as it warms and the increased melting of
land-based ice. This phenomenon directly elevates the baseline from which storm surges
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and wave events originate, reducing the margin of safety provided by coastal defence
structures designed based on historical sea level data.

Moreover, the IPCC report forecasts increased frequency and intensity of extreme
weather events, including storms that generate significant wave heights. When combined
with elevated sea levels, these heightened wave conditions present a compound risk that
can surpass the design thresholds of existing coastal defences, leading to an increased
number and severity of overtopping events. Current estimations project that, by the end of
the 21st century, the globally aggregated annual overtopping hours will be up to 50 times
larger than today [30].

The technical challenges climate change poses necessitate advancements in predictive
modelling techniques for wave overtopping. The best way to do so is to facilitate in
situ measuring overtopping events by developing easy-to-use techniques that use low-
cost measuring equipment while providing good results and creating Machine Learning
predictive models that capture the complex interplay between sea state, weather conditions,
and wave overtopping events to predict the latter.

The potential for these models to enhance predictive accuracy in the face of evolving cli-
mate patterns is invaluable in planning and implementing adaptive measures to safeguard
coastal infrastructures against the augmented risks associated with a changing climate.

2. Materials and Methods

The wave overtopping events data were collected in six field campaigns in the outer
port of Punta Langosteira (A Coruña) from 2015 until 2020. During these campaigns,
3098 individual overtopping events were identified. The overtopping events data were
integrated with data about the environmental conditions (weather conditions and sea state)
the port was subject to during the overtopping events to assemble the datasets used to
create several Machine Learning overtopping prediction models.

In the production of their predictions, the models will use the weather conditions and
sea state forecasts provided by the Portus platform of the Spanish ports system [31] as
inputs and output the probability of an overtopping event for a given input.

The Portus system forecasts the weather and sea state for 72 h. Several variables
characterise the sea state, and the sea state forecast is provided as a single hourly data point
for that set of variables, i.e., Portus provides a single hourly value for the variables that
describe the sea state for the following 72 sea states.

The models created in this work use a single time value of the meteorological condi-
tions and the sea state (the single value for a specific hour, not a time window) as inputs
and indicate, as output, whether or not there will be an overtopping event with these
conditions. Thus, given that we have a 72 h weather state and sea conditions forecast, we
can predict overtopping events for each of the next 72 h.

The overtopping prediction is a classification problem: a model predicts a positive
event (overtopping) if the model output exceeds the decision threshold and a negative one
(no overtopping) if not.

Besides creating the models, the decision threshold must be studied to evaluate how
its value impacts the tradeoff between security and economic cost: a low decision threshold
would capture many overtopping events, providing more security, but would have many
false positives incurring in higher costs due to stopping port operations, while having a
higher decision threshold would capture less overtopping events but with more certainty
(less false positives), providing less security, but incurring lower operational costs due to
stopping port operations only with a higher certainty of an overtopping event.

In a classification problem, the model’s accuracy is usually used as the metric to
evaluate its performance, but this is not the best approach if the data are not balanced
(when there are several times more samples from one target class (majority class) than from
the other (minority class)).

There are several more appropriate metrics (than the accuracy) when dealing with
unbalanced datasets that mainly rely on precision and recall, such as the F1 score (the
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harmonic mean of the precision and recall) or the more general F-measure is the weighted
harmonic mean of the precision and recall.

No consensus exists on which prevalence values make a dataset imbalanced. In this
work, we consider the ranges defined in [32] that indicate the degree of imbalance of a
dataset given the percentage of examples belonging to the minority class on the dataset:
20–40% mild, 1–20% moderate, and <1% extreme imbalance.

In order to study how a classifier will behave when changing the decision thresh-
old, more advanced metrics, such as the ROC curve and the associated AUROC [33,34],
can be used. However, these metrics are inappropriate when working with imbalanced
datasets [35]. In this case, it is better to use the precision–recall curve, which computes a
curve from the raw classifier output by varying the decision threshold and calculating the
precision and recall at every threshold value. The area under the precision–recall curve can
be estimated using the average precision (AP, with values between 0 and 1; the higher, the
better). There are multiple ways of calculating the AP. This work uses the definition:

AP = ∑
n
(Rn − Rn−1)Pn (1)

where Pn and Rn are the precision and recall at the nth threshold. Calculating the area
under the curve does not use linear interpolation of points on the precision–recall curve
because it provides an overly optimistic measure of the classifier performance [36,37].

Another essential aspect when dealing with an imbalanced dataset is appropriately
separating the data into folds when using k-fold cross-validation to choose among several
models (validation). Using regular k-fold in imbalanced datasets could cause many folds to
only have examples of the majority class, negatively affecting the training process. In such
cases, it is recommended to use stratified sampling (stratified k-fold) to ensure that the
relative class frequencies are (approximately) preserved in each train and validation fold.

The variables used to create the wave overtopping prediction models can be classi-
fied into meteorological conditions (weather conditions and sea state) and overtopping
characteristics (location, number of events, and size). The models use the meteorological
conditions as inputs and a binary output that indicates whether an overtopping event
will happen.

Three dataset variants were created in order to assess which one works better.
Two use real historical data for the sea state and weather conditions. The third uses
historical data from the Portus forecasting system (the stored predictions instead of
real data).

The real data present more variation than the predictions, and the model could better
capture the relationship between the actual sea state and weather conditions and the
overtopping events a priori.

The historical data from the forecasting system were used for the third dataset variant
because the production system will use the forecast data as input to the models. Thus,
training the models on data belonging to the same distribution of the production data could
provide better results.

For the datasets based on real historical data, the weather conditions and sea state data
were gathered using the three measurement systems provided by the port technological
infrastructure: a directional wave buoy, a weather station, and a tide gauge.

The directional wave buoy is located 1.8 km off the main breakwater of the port
(43◦21′00′′ N 8◦33′36′′ W). This buoy belongs to the Coastal Buoy Network of Puertos
del Estado (REDCOS [38]) and has the code 1239 in said network. Due to the sensibility
of the buoy data to noise, the system provides its data aggregated in 1 h intervals. This
quantisation allows the calculation of some statistical parameters that reflect the sea state
while mitigating the noise’s effects.

The weather station is located on the main port’s breakwater. It belongs to the
Port Meteorological Stations Network (REMPOR [39]) and provides data aggregated in
10 min intervals.
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The tide gauge is also placed at the end of the main port’s breakwater and belongs to
the Coastal Tide Gauges Network of Puertos del Estado (REDMAR [40]), with code 3214
on said network. It provides the data in 1 min intervals.

From all the variables these data sources provide, only the ones that were also available
in the port’s forecast system were chosen to create the first dataset. This work aims to
create wave overtopping prediction models that can predict an overtopping event using
weather and sea state forecasts as inputs. In order to fulfil this objective, the models’ inputs
regarding ocean–meteorological variables must be available in the port’s forecast system.

The second dataset adds the maximum wave height variable to the previous one.
This variable is currently unavailable as a forecast, but Portus is currently modifying its
forecasting models to include it, so this dataset was created to assess whether the inclusion
of this variable will provide better results once this information is available.

The following are all the meteorological variables available to use as input variables to
the models:

• HS (m): the significant wave height, i.e., the mean of the highest third of the waves in
a time series representing a specific sea state.

• Hmax (m): the maximum wave height, i.e., the height of the highest wave in a time
series representing a specific sea state. This variable is used only in the second dataset
and is not available as forecast.

• TP (s): the peak wave period, i.e., the period of the waves with the highest energy,
extracted from the spectral analysis of the wave energy.

• θm (deg): the mean wave direction, i.e., the mean of all the individual wave directions
in a time series representing a specific sea state.

• WS (km/h): the mean wind speed.
• Wd (deg): the mean wind direction.
• H0 (m): the sea level with respect to the zero of the port.
• H0 state: a calculated variable created to indicate whether the tide is rising, high or

low, or falling (1, 0, −1).
• H0 min (m): the minimum sea level with respect to the zero of the port achieved

during the current tide.
• H0 max (m): the maximum sea level with respect to the zero of the port achieved

during the current tide.

In the datasets based on real historical data for the sea state and weather conditions,
the buoy provides HS, TP, and θm, the weather station provides Ws and Wd, and the tide
gauge provides H0 and Hmax. The rest of the variables are calculated from the raw data.

The Portus system provides all the data for the dataset based on historical
forecasted data.

The three datasets use whether an overtopping event occurred or not as the
model’s output.

During the field campaigns for collecting overtopping data, the buoy and tide gauge in
the outer port malfunctioned several times due to storms and other phenomena. Due to this,
there are many overtopping events for which there are no associated real meteorological
and sea state conditions, only the historical predicted data. Hence, the dataset based on
predicted conditions has more examples than the ones based on real conditions (as shown
in Table 1).

Table 1. Wave overtopping datasets: available data for each dataset (real and predicted data) and
purpose (training or testing).

Dataset
Training (h) Testing (h)

Overtopping No Overtopping Overtopping No Overtopping

Real data without hmax 6656 87 2219 27
Real data with hmax 6656 87 2219 27

Predicted data 11,131 168 3710 55
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Creating the datasets based on real data involved joining the data provided by the
available data sources (buoy, weather station, and tide gauge). These data sources use
different data sampling frequencies, so all the data had to be aggregated to have the same
frequency as the frequency of the data with the largest period, the sea state data. These
data have a period of 1 h, the same as the forecast systems predictions (the data that will be
used as the models’ inputs in production).

The overtopping events had to be aggregated accordingly. For this, the number of
events and their magnitudes were aggregated for every hour, and the output label was set
to one if one or more overtopping events happened during the hour and zero otherwise.

After merging, the data were preprocessed to improve the models’ performance.
Since θm and Wd are directional variables in the 0–360 degrees range; 0 and 360 represent
the same direction. Using this codification for the directional variables would cause the
Machine Learning models to create different internal representations for the same state and
could negatively impact the models’ performance. This potential problem was avoided
using the sine and cosine for each value, so the 0 and 360 directions are close together (sin
and cosine vary continuously from 0 to 360).

In the final datasets, the positive examples of overtopping events represent around
1.2% of the total from the two real-data datasets and around 1.5% of the dataset based
on predictions. These figures situate these datasets on the lower bound for moderate
imbalance datasets, making them almost extremely imbalanced. Due to this, we used the
appropriate metrics that consider the data imbalance, as previously explained.

Once merged, aggregated, and preprocessed, the data sources were separated into the
corresponding training and testing datasets, used to train and test the different models. The
test dataset is usually created by randomly choosing data from the whole dataset. However,
having imbalanced datasets would cause the test results to be inaccurate, and the models
could be trained with just negative examples, potentially giving the models excellent and
unrealistic training results. To avoid these problems, the test sets were created so that
they contain a proportion of positive overtopping instances similar to the corresponding
training dataset; in each dataset, the testing dataset is around 1/3 of the whole dataset,
and the proportions of positive and negative examples are similar among the training and
testing datasets, as shown in Table 1.

Hundreds of models based on artificial neural networks were created, trained with
the three datasets previously explained, and compared to check which model and dataset
combination provided the best results.

The models are based on artificial neural networks (ANNs) [41], given the good results
this Machine Learning model can achieve for classification problems. Given that these
models require choosing multiple hyperparameters (number of layers, nodes per layer,
and training parameters, among others explained later), we used an iterative approach to
choose the best hyperparameters while reducing the time required to obtain them:

1. First, several allowed values for each hyperparameter are manually specified, and
a hyperparameter grid is created (the outer product of all hyperparameters’ values,
i.e., all possible combinations).

2. Then, as many individual models as combinations in the grid are created, trained, and
compared using cross-validation.

3. The results are analysed, focusing on the grid regions where the best results were
obtained to create a new grid to contain that region.

4. Steps 2–3 are repeated several times for each dataset until a satisfactory cross-validation
performance is obtained.

The hyperparameters and all the values tested with this approach are the following:

• Network architecture: We tested networks with 1, 2, 3, and 4 layers. They were also
tested with 8, 16, 32, 64, 128, and 256 neurons per layer in each case, allowing each
layer to use a different number of neurons. All ANNS used fully connected layers.
Although the largest networks could seem too complex for the overtopping prediction
problem, they were included to use dropout regularisation. Dropout will likely obtain
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a better performance on a larger network (it will prune the network, resulting in a
smaller one).

• Weights (kernel) initialisation: Several weights initialisations were used, both the
uniform and the normal variations, for random, He [42] and Glorot (also known as
Xavier) [43] initialisations.

• Optimiser: The Adam [44] optimiser was used.
• Training iterations: The optimiser was tested with 500, 1000, 1500, 2000, and

5000 iterations. In the initial tests, the results did not improve from 2500 iterations up,
so the 5000 values were discarded for the subsequent iterations of the hyperparameters
search approach.

• Activation function: All the ANNs used the ReLU activation function for the neurons
in the hidden layers and the sigmoid function for the output layer.

• Regularisation: The ANNS were regularised using dropout regularisation [45], with
one dropout layer for each hidden layer (except the output layer). Several dropout
rates were tested: None, 0.0625, 0.125, 0.25, 0.375, and 0.5, where None indicates that
no dropout was used.

• Layer weight constraints: A maximum norm constraint on the model parameters
was set during training to avoid overfitting, i.e., constraints were put on the weight’s
incident to each hidden unit to have a norm less than or equal to the desired value.
The values None, 1, 3, and 5 were tested, where None indicates no constraint.

• Learning rate (lr): The values 0.00001, 0.0001, 0.001, and 0.01 were tested for the
learning rate. Although 0.01 is usually considered too large a learning rate, large
values are suggested in the original dropout paper [45].

• Batch size: The datasets have several thousand examples, so several batch size values
were tested to speed up the training process (the dataset is divided into smaller batches,
and the network weights will be updated after processing each batch). The None, 100,
500, and 1000 values were tested, where None indicates that the whole dataset is to be
processed before updating the model’s parameters (weights).

As previously explained, the wave overtopping dataset is a moderate–extreme imbal-
anced dataset. In an imbalanced dataset, regular k-fold cross-validation could potentially
give incorrect results [35]. This potential problem was avoided using stratified k-fold, so all
the folds used during cross-validation have similar class proportions.

In this problem, we are most interested in obtaining a model that detects as many
overtopping events as possible (high recall) to increase the port’s safety while having low
false positives (high precision) to maximize the port’s operativity. Precision and recall
are increased and decreased by varying the decision boundary of the ANN’s raw output
sigmoid function, but usually, increasing one decreases the other. The port’s stakeholders
are still determining which decision boundary (threshold) is the one that gives the best
tradeoff from a practical perspective of the port’s safety and performance. Some metrics,
such as the balanced accuracy and the F-score, use a 0.5 decision threshold. We used the
average precision to choose the best model in cross-validation (although we calculated
several metrics to see the models’ performance). As previously explained, the average
precision calculates the model’s overall performance when varying this threshold by
obtaining the precision and recall for each threshold and calculating the area under the
curve this creates.

Once we trained all the models using cross-validation and the iterative process previ-
ously explained, the best model for each dataset was selected and retrained on the whole
train dataset (each model in its corresponding dataset). Once the final best three models
were obtained, their performance was evaluated using the corresponding testing datasets.
The whole process of creating the ANNs overtopping prediction models is summarised in
Algorithm 1.



Appl. Sci. 2024, 14, 2611 12 of 21

Algorithm 1. Iterative Grid-Based Training Process Algorithm Pseudocode

do
manually define grid of model hyperparameters
for each dataset do

for each grid cell (model) do
for each resampling iteration do

hold-out specific samples using stratified k-fold
fit model on the remainder
calculate performance on hold-out samples using metric

end
calculate average performance across hold-out predictions

end
end
determine best hyperparameter
fit final model (best hyperparameter) to all training data

while error >= ε

evaluate final model performance in test set

3. Results

As explained earlier, several cross-validation metrics were calculated to visualise how
the models behave during training (using cross-validation), although the deciding metric
was the average precision. Thus, each model’s precision, recall, F1 score, and average
precision were calculated.

Table 2 shows the hyperparameters for the best ANN model obtained using the
previously described training method. The table shows the best model for each metric used,
allowing us to analyse the impact of each metric during cross-validation, i.e., which model
would have been chosen had we used the corresponding metric. However, the deciding
metric is the average precision for the reasons previously explained.

Table 2. Best wave overtopping models’ hyperparameters for several metrics.

Hyperparameter

Model Metric Metric
Value

Neurons
Per Layer

Kernel
Init. Iter. Drop.

Ratio
Weight

Constraint lr Batch
Size

1

Precision 0.77 256, 128 He uniform 1000 0.25 1 0.00001 1000
Recall 0.81 256, 128, 64 He uniform 1500 0.38 1 0.00001 1000

F1 0.65 256, 256 He uniform 1500 0.38 None 0.00001 1000
AP 0.81 256, 128, 64 He uniform 1000 0.5 None 0.0001 1000

2

Precision 0.8 128, 64, 32 He uniform 1000 0.38 3 0.00001 None
Recall 0.8 256, 128, 64 He uniform 1000 0.38 1 0.00001 500

F1 0.69 256, 128, 64 He uniform 500 0.38 1 0.00001 500
AP 0.81 128, 64, 32 He uniform 1500 0.5 3 0.0001 1000

3

Precision 1 128, 64, 32 He uniform 1000 0.5 None 0.0001 1000
Recall 0.74 256, 128, 64 He uniform 1000 0.38 None 0.00001 1000

F1 0.68 128, 64, 32 He uniform 1500 0.25 None 0.00001 500
AP 0.82 128, 64, 32 He uniform 1500 0.25 None 0.00001 500

In this table and all the following tables and figures, models 1 and 2 are the ones
trained on historical real data, model 2 being the one that includes the hmax variable, and
model 3 is the one trained on historical predicted data.

Table 2 shows that model 3 obtained the best results during validation, with an average
precision of 0.82. Models 1 and 2 performed similarly, with an AP of 0.81. A fairly large
Neural Network, with three hidden layers, is needed to solve the problem, resulting in a
network of five layers (hidden plus input and output layers). The highest precision, 1, is
achieved by a model trained on dataset 3, but the higher recall, 0.81, is obtained by a model
trained on dataset 1.
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After training the best model (the one with the best AP during validation), the three
models’ performances in the training dataset for different thresholds were compared using
their PR curves, as shown in Figure 3.
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Figure 3 shows that model 3 obtained the best results, with an AP of 0.84 over the
training data, while models 1 and 2 performed worse, achieving lower APs, as we can
see with their curves decaying more rapidly than model 3′s curve. Surprisingly, using the
hmax variable in model 2 made it perform worse than model 1, indicating that this variable
makes it more difficult for the model to find the relationship between inputs and outputs.

The models’ performance at specific points in the PR curve was checked using the
0.25, 0.5, and 0.75 threshold values as representatives of the following:

• 0.25: a lax model with lower precision but higher recall.
• 0.5: a regular model with in-between precision and recall.
• 0.75: a conservative model with higher precision but lower recall.

Table 3 shows the confusion matrices for the three models obtained using the above-
mentioned thresholds on the training dataset models’ predictions.

We can see in Table 3 that model 3 obtains the best overall results on the training
data, although models 1 and 2 detect more overtopping using the 0.25 threshold. Model 3
performs better at detecting positive and negative cases for higher thresholds. Models 1
and 2 cannot detect overtopping events when using a 0.5 threshold in model 1 and 0.75 in
model 2. This indicates that the positive predictions of models 1 and 2 have low values
(the network outputs a low value), i.e., they predict values up to a point (less than 0.5 for
model 2). In contrast, model 3 outputs values closer to 1 when it predicts an overtopping.
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Table 3. Confusion matrices for the three wave overtopping models using a 0.25, 0.5, and 0.75
threshold decision boundary on the training data predictions.

Predicted
Threshold 0.25 0.5 0.75

Model Real Class No Overtop. Overtop. No Overtop. Overtop. No Overtop. Overtop.

1
No overtop. 6496 160 6,651 5 6656 0

Overtop. 1 86 56 31 87 0

2
No overtop. 6559 97 6651 0 6656 0

Overtop. 1 86 87 31 87 0

3
No overtop. 11,027 104 11,120 11 11,131 0

Overtop. 22 146 63 105 96 72

Table 4 summarises the precision, recall, and F1 score for each class label (1: overtop-
ping, 0: no overtopping) using 0.25, 0.5, and 0.75 thresholds for the model’s predictions on
the training data for the models trained on the three datasets. The table also includes each
metric’s macro average (averaging the unweighted mean per label), the weighted average
(averaging the support-weighted mean per class), and the precision each model achieves.

Table 4. Classification report for the three wave overtopping models using a 0.25, 0.5, and
0.75 threshold decision boundary on the training data predictions.

Precision Recall F1 Accuracy
Model Threshold 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 Support

1

No overtop. 1.00 0.99 0.99 0.98 1.00 1.00 0.99 1.00 0.99 6656
Overtop. 0.35 0.86 0.00 0.99 0.36 0.00 0.52 0.50 0.00 87

Macro avg 0.67 0.93 0.49 0.98 0.68 0.50 0.75 0.75 0.50 0.98 0.99 0.99 6743
Weigh. avg 0.98 0.99 0.97 0.98 0.99 0.99 0.98 0.99 0.98 6743

2

No overtop. 1.00 0.99 0.99 0.99 1.00 1.00 0.99 0.99 0.99 6656
Overtop. 0.47 0.00 0.00 0.99 0.00 0.00 0.64 0.00 0.00 87

Macro avg 0.73 0.49 0.49 0.99 0.50 0.50 0.81 0.50 0.50 0.99 0.99 0.99 6743
Weigh. avg 0.99 0.97 0.97 0.99 0.99 0.99 0.99 0.98 0.98 6743

3

No overtop. 1.00 0.99 0.99 0.99 1.00 1.00 0.99 1.00 1.00 11,131
Overtop. 0.58 0.91 1.00 0.87 0.62 0.43 0.70 0.74 0.60 168

Macro avg 0.79 0.95 1.00 0.93 0.81 0.71 0.85 0.87 0.80 0.99 0.99 0.99 11,299
Weigh. avg 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 11,299

Table 4 shows that, as previously explained, models 1 and 2 detect more overtopping
using the 0.25 threshold, i.e., they have a higher recall. For higher thresholds, model 3
outperforms models 1 and 2. Model 3 has a higher precision and F1 score than models
1 and 2 at any threshold. We can also see that the precision can be misleading in an
imbalanced problem. Due to the high prevalence of negative examples, all models achieve
high precision (0.99) at every threshold, even when models 1 and 2 cannot detect any
overtopping event for higher thresholds.

Now that we have observed how the models performed on the training data and
concluded, given the validation performance of the three models shown in Table 2, that
model 3 is the best among the three, it can be chosen as the final model.

Now, we will see how the models behave on the test data without using these data
as a deciding factor, as we already determined model 3 to be the best at solving the wave
overtopping prediction. Figure 4 shows the PR curves for the models obtained in the three
testing datasets.

Figure 4 shows that model 3 obtains the best results, with an AP of 0.86 over the
testing data, performing even better than on the training data. Models 1 and 2 perform
worse than model 3, achieving lower APs (0.67 and 0.48, respectively), as shown in their
curves decaying more rapidly than model 3′s curve. These models perform worse in testing
than in training. Like in training, surprisingly, using the hmax variable in model 2 made it
perform worse than model 1 in testing.
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Table 5 shows the confusion matrices for the three wave overtopping models obtained
evaluating the models’ predictions on the testing data at specific points in the PR curve
using the 0.25, 0.5, and 0.75 threshold values (lax, regular, and conservative).

Table 5. Confusion matrices for the three wave overtopping models using a 0.25, 0.5, and
0.75 threshold decision boundary on the testing data predictions.

Predicted
Threshold 0.25 0.5 0.75

Model Real Class No Overtop. Overtop. No Overtop. Overtop. No Overtop. Overtop.

1
No overtop. 2162 57 2217 2 2219 0

Overtop. 1 26 19 8 27 0

2
No overtop. 2191 28 2219 0 2219 0

Overtop. 4 23 27 0 27 0

3
No overtop. 3670 40 3708 2 3709 1

Overtop. 8 47 15 40 29 26

Table 5 shows that model 3 obtains the best overall results over the testing data,
although model 1 detects more overtopping using the 0.25 threshold. Model 3 performs
better at detecting positive and negative cases for higher thresholds. Both models 1 and 2
cannot detect any overtopping when using a 0.5 threshold in model 1 and 0.75 in model 2.

As seen when using the training data, this fact indicates that the positive predictions
of models 1 and 2 have low values, i.e., they predict values up to a point (less than 0.5 for
model 1). In contrast, model 3 outputs values closer to 1 when it predicts an overtopping
using the testing data.

Table 6 summarises the precision, recall, and F1 score for each class label (1: overtop-
ping, 0: no overtopping) using 0.25, 0.5, and 0.75 thresholds for the model’s predictions on
the testing data for the models trained on the three datasets. The table also includes each
metric’s macro average (averaging the unweighted mean per label), the weighted average
(averaging the support-weighted mean per class), and the precision each model achieves.
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Table 6. Classification report for the three wave overtopping models using a 0.25, 0.5, and
0.75 threshold decision boundary on the testing data predictions.

Precision Recall F1 Accuracy
Model Threshold 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 Support

1

No overtop. 1.00 0.99 0.99 0.97 1.00 1.00 0.99 1.00 0.99 2219
Overtop. 0.31 0.80 0.00 0.96 0.30 0.00 0.47 0.43 0.00 27

Macro avg 0.66 0.90 0.49 0.97 0.65 0.50 0.73 0.71 0.50 0.97 0.99 0.66 2246
Weigh. avg 0.99 0.99 0.98 0.97 0.99 0.99 0.98 0.99 0.98 2246

2

No overtop. 1.00 0.99 0.99 0.99 1.00 1.00 0.99 0.99 0.99 2219
Overtop. 0.45 0.00 0.00 0.85 0.00 0.00 0.59 0.00 0.00 27

Macro avg 0.72 0.49 0.49 0.92 0.50 0.50 0.79 0.50 0.50 0.99 0.99 0.72 2246
Weigh. avg 0.99 0.98 0.98 0.99 0.99 0.99 0.99 0.98 0.98 2246

3

No overtop. 1.00 1.00 0.99 0.99 1.00 1.00 0.99 1.00 1.00 3710
Overtop. 0.54 0.95 0.96 0.85 0.73 0.47 0.66 0.82 0.63 55

Macro avg 0.77 0.97 0.98 0.92 0.86 0.74 0.83 0.91 0.82 0.99 1.00 0.77 3765
Weigh. avg 0.99 1.00 0.99 0.99 1.00 0.99 0.99 1.00 0.99 3765

Table 6 confirms the data in Table 5: models 1 and 2 detect more overtopping events on
the testing data using the 0.25 threshold (they have a higher recall). For higher thresholds,
model 3 outperforms models 1 and 2. Model 3 has a higher precision and F1 score than
models 1 and 2 at any threshold.

As previously explained, once deployed in the production system, the wave over-
topping models will input the Portus forecast data to make an overtopping prediction.
Model 1, trained on real historical data, uses the same input variables as model 3, trained
on historical data of the Portus forecast system.

The previous test results were obtained using the corresponding test dataset created
from the original dataset. I.e., model 1 was tested with real historical data and model 3
with historical forecasted data.

Now, we will test both model 1 and model 3 on historical forecasted data and compare
them to see how well model 1 will behave using forecasted data like it would in the
production system.

Figure 5 shows the PR curves for models 1 and 3 using the testing data of model 3 (i.e.,
using historical forecasted data).
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Figure 5 shows that model 3 outperforms model 1 with an AP of 0.86 over its testing
data, while model 1 obtains an AP of 0.71 using model 3′s testing data.

Table 7 shows the confusion matrices for models 1 and 3 obtained using the 0.25, 0.5,
and 0.75 threshold values as the decision boundary on the predictions over the testing
dataset of model 3.

Table 7. Confusion matrices for the wave overtopping models 1 and 3 using a 0.25, 0.5, and
0.75 threshold on the predictions over the testing dataset of model 3.

Predicted
Threshold 0.25 0.5 0.75

Model Real Class No Overtop. Overtop. No Overtop. Overtop. No Overtop. Overtop.

1
No overtop. 3625 85 3709 1 3710 0

Overtop. 6 49 40 15 55 0

3
No overtop. 3670 40 3708 2 3709 1

Overtop. 8 47 15 40 29 26

Table 7 shows that model 1 performs slightly better than model 3 regarding recall
over model 3′s testing data using the 0.25 and 0.5 thresholds, but model 3 outperforms
model 1 overall. This affirmation is confirmed in Table 8, which shows that model 3
generally obtains higher macro precision, recall, and F1 score, except for recall using the
0.25 threshold.

Table 8. Classification report for the wave overtopping models 1 and 3 using a 0.25, 0.5, and
0.75 threshold decision boundary on the testing data predictions.

Precision Recall F1 Accuracy
Mod. Threshold 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 Support

1

No overtop. 1.00 0.99 0.99 0.98 1.00 1.00 0.99 0.99 0.99 3710
Overtop. 0.37 0.94 0.00 0.89 0.27 0.00 0.52 0.42 0.00 55

Macro avg 0.68 0.96 0.49 0.93 0.64 0.50 0.75 0.71 0.50 0.98 0.99 0.99 3765
Weigh. avg 0.99 0.99 0.97 0.98 0.99 0.99 0.98 0.99 0.98 3765

3

No overtop. 1.00 1.00 0.99 0.99 1.00 1.00 0.99 1.00 1.00 3710
Overtop. 0.54 0.95 0.96 0.85 0.73 0.47 0.66 0.82 0.63 55

Macro avg 0.77 0.97 0.98 0.92 0.86 0.74 0.83 0.91 0.82 0.99 1.00 0.99 3765
Weigh. avg 0.99 1.00 0.99 0.99 1.00 0.99 0.99 1.00 0.99 3765

Model latency refers to the delay between when input data are provided to a model
and when the model outputs a prediction. In the context of the wave overtopping prediction
models, model latency could be a significant concern for several reasons.

In a port environment, timely decisions are crucial for taking preventative measures
and optimizing operations when predicting a potential risk. High latency in model pre-
dictions could delay the response time, reducing the effectiveness of these measures and
potentially compromising port safety and efficiency. Also, port operators and managers
expect prompt and accurate predictions to facilitate informed decision making. Any delay
in receiving predictions could diminish stakeholder trust in the models, affecting their
adoption and continued use.

For the models to be integrated seamlessly into port management systems and
decision-making processes, they must operate within the time constraints of those sys-
tems. High latency could hinder the integration of these models into existing operational
workflows, limiting their practical utility.

To address these concerns, we calculated the latency of model 3, simulating a produc-
tion environment:

1. We create a dataset of 72 inputs, the same number the model will use in production.
2. We calculated the model latency for the dataset (predicting 72 outputs).
3. We ran step 2 10,000 times and calculated the mean latency. The simulations were run

on a laptop (12th Gen Intel® Core™ i7-1260P (Intel, Santa Clara, CA, USA)).
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On average, the model takes 0.03 s to make 72 predictions, so we can conclude that
model latency is not a concern with the models created in this work.

4. Discussion and Conclusions

The results obtained by these models show that model 3, created using the third
dataset variant containing historical forecasted data, achieved the best overall results over
the training data, achieving a 0.84 average precision. The third dataset variant also achieved
the best overall results during testing, obtaining a 0.86 average precision, while models
1 and 2 obtained a 0.67 and 0.48 average precision, respectively. Comparing models 1
and 3 using the model 3′s testing dataset, i.e., forecasted data more similar to that used in
production, also shows that model 3 outperforms model 1.

Analysing these results, we can conclude that the historical forecasted data creates the
best wave overtopping prediction model (model 3), i.e., creating a model using a dataset
with data from the same data distribution as the data the model will use in production
provides the best results, as initially hypothesised.

The results obtained by the ANNs overtopping prediction models are satisfactory but
can be improved by obtaining more data. As previously explained, the overtopping datasets
are imbalanced as there are significantly fewer instances with overtopping events than
without them. Gathering more data would help improve the overall results by avoiding
overfitting and reducing the need for regularisation. Not needing regularisation could
accelerate the training process, which currently takes several days for each model.

However, gathering more data and creating new models is a slow process, as can
be observed by the time it took to create the models that include the last processed data
from the 2020 field campaign. The extensive time it takes to develop the models can be
attributed to several factors, with data collection and preprocessing complexity being the
main contributing factors. However, the iterative model development and validation also
increase the time.

The overtopping recording devices were installed in the illumination towers of the
port, the closest fixed power source. However, to detect more events, some locations should
be closer to the breakwater to visualise overtopping events in adverse meteorological
conditions, such as heavy rain or dense fog. This situation cannot be easily improved, but
we could improve the overtopping detection method to speed up the process and gather
data faster. Currently, detecting them involves the following tasks:

1. Periodically collecting the videos stored in the recording devices.
2. Inspecting the videos manually and annotating each overtopping event that can be

visually detected.

This method of working has proven to be highly time consuming. The time and
resources involved in the first task can be reduced by overcoming the lack of communication
infrastructure in the outer port by installing 4G or satellite modems at the recording sites.
This infrastructure would allow data to be sent in real time and the videos to be immediately
available for processing.

The complexity continues after data collection. Each field campaign gathers tens of
terabytes of video (multiple cameras during a year) that must be manually inspected to
detect and annotate each overtopping event. This manual process is highly time-consuming
(more than a year for each field campaign) and the main bottleneck in the data preparation
phase. This task could be sped up by creating a Machine Learning model that auto-
matically processes the videos without human interference and detects the over-topping
events. In recent years, deep learning models have dramatically improved the performance
of this type of task (image classification). Although creating such models involves ini-
tially, and mostly manually, creating large image datasets, we already have the videos of
the overtopping events we detected. Also, the time involved in creating such a dataset
would far outweigh the time involved in manually inspecting the videos to detect the
overtopping events.
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Besides improving the throughput of each task with these improvements, allowing us
to grow the overtopping dataset faster, the synergy of both would allow new capabilities:
the communication infrastructure would allow us to have a real-time video feed of the
recording devices, and using this as input of the overtopping classification model developed
for the second task would create an overtopping warning system that will inform port
operators of an overtopping event in real-time.

As previously indicated, the iterative model development and validation also increase
the model creation time. Developing the final models involves the previously explained
iterative process of defining hyperparameters, training numerous models, and validating
their performance through cross-validation. This iterative process, necessary for optimising
model performance, is inherently time consuming, taking several months in our technolog-
ical infrastructure, particularly in this work, where we trained the same models three times
(one per dataset). Now that we know which model architecture and dataset provide the
best results, the model training time can be significantly reduced in future works.

Another limitation of these results concerns the ANN-based models used to predict
overtopping events, which is model interpretability, i.e., explaining the reason behind a
specific model’s output. The machine learning models created in this work are intended to
replace traditional statistical methods used in port management tools. These traditional
models are interpretable, and port operators are accustomed to this characteristic.

Using Machine Learning models, we cannot explain to port operators how and why
the model came to the decision it did. The only tool a machine learning practitioner has
in this situation is to convince through results, i.e., the models need to prove that they are
superior to traditional statistical methods by providing more accurate predictions than
traditional models.

During the development of this work, and after obtaining the results, we had several
meetings with the A Coruña port authority and the port operators. After reviewing the
results obtained in this work, they are convinced that Machine Learning methods provide
better results than traditional methods despite the lack of interpretability, so they intend to
use the models created in this work in their decision-making pipeline.

In conclusion, analysing the results of the overtopping prediction ANNs and the video
recording infrastructure’s ability to collect data for years without significant problems
makes us conclude that the in situ measuring approach was appropriate, and the models
created using the data gathered provided good results. Also, using historical forecasted
data to create the models provides the best results, so this is the best approach, which we
will focus on in future works.
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