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Abstract: This study explores the complete production chain of designing, optimizing, and Additive
Manufacturing (AM) of a helmet incorporating a functionally graded lattice structure (FGLS). The
potential of FGLSs in impact energy absorption tasks is investigated, along with the demonstration
of a novel lattice optimization approach. Fifteen conformal, strut-based lattices are implemented
in a realistic mountain bike helmet geometry and simulated in a standardized impact scenario in
accordance with EN 1078. One model is subjected to the optimization procedure, produced, and
physically tested. The study addresses limitations in prior research, emphasizing manufacturability
in an AM context, lattice type exploration, the comparability of different unit cell types, and numerical
modeling choices. The findings provide insights into the performance of lattice structures during
impact, emphasizing practical engineering aspects such as design choices, optimization approaches,
and manufacturing constraints.

Keywords: functionally graded lattice structures; finite element analysis; helmet; optimization;
additive manufacturing

1. Introduction
1.1. Lattice Structures

Additive Manufacturing (AM) has allowed the effective production of complex geome-
tries such as lattice structures which are increasingly present in various fields [1–3]. They
are composed of unit cells, the smallest repeating entity consisting of surfaces or struts.
Examples of regular, strut-based lattices are shown in Figure 1. Graph lattice structures
are subcategorized into bending-dominated and stretching-dominated types depending
on their strut connectivity state. When considering the cells shown in Figure 2 as struts
with freely rotating joints under vertical loads, the bending-dominated cell would simply
collapse, whereas the stretching-dominated one would be able to resist the loads. Like
a truss, its struts would carry a tensile or compressive axial force, while the bending-
dominated cell would carry none. Transferring this load scenario to cells with rigid
joints, the bending-dominated cell’s struts would be deformed through bending while the
stretching-dominated one would be deformed by compressive and tensile forces [4]. It is
thus significantly stiffer and stronger than a bending-dominated cell, a behavior which also
transfers over to entire lattice structures under compressive loads [5].

Due to their comparable cellular composition, lattice structures behave similarly to
foams [6] and can be described by the model established by Gibson and Ashby [7] and
corroborated in [8–10]. Thus, numerous lattice properties can be directly related to relative
density (RD). This is defined as the structure’s apparent density ρ∗ divided by the density
of its constituent material ρs:

RD = ρ∗/ρs (1)
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Figure 1. Example of regular lattice structures with Simple Cubic (a) and Truncated Cube (b) unit cells. 
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Figure 2. Bending-dominated (a) and stretching-dominated (b) unit cell types (recreated from [4]). 
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It is essentially the percentage of the structure’s total volume that is occupied by
material. It strongly influences a lattice structure’s properties such as its apparent Young’s
modulus, elastic strength, yield strength, and densification strain at which a lattice is
entirely compacted. The apparent properties always refer to measurements based on the
total lattice extents, not the actual cross-sectional area. Other characteristics such as cell
size, type, and orientation also influence structural response, but do not take on the same
importance as the relative density. It is therefore one of the most important characteristics
pertaining to a lattice’s composition, along with its base material. For instance, an open-
celled lattice’s apparent Young’s modulus E∗ is defined as:

E∗

Es
= C1 ×

(
ρ∗

ρs

)2
(2)

where Es denotes the Young’s modulus of the constituent material, and the parameter
C1 denotes the influence of the specific cell type. The apparent buckling strength σ∗

el of
a compressed lattice composed of elastic material denotes the point at which it starts
collapsing. For an open-celled lattice, it relates to the relative density with



Appl. Sci. 2024, 14, 2788 3 of 28

σ∗
el

Es
= C2 ×

(
ρ∗

ρs

)2
(3)

The apparent yield strength σ∗
pl of an open-celled lattice composed of an elastic–plastic

material is
σ∗

pl

σy
= C3 ×

(
ρ∗

ρs

)3/2
(4)

The parameters C2 and C3 again depend on the unit cell properties. Once a lattice has
completely collapsed, the response is dominated by the base material’s properties. The
densification strain εD linearly relates to the relative density with

εD = 1 − 1.4 × ρ∗

ρs
(5)

While not every aspect and every unit cell type can be discussed here, this short
overview demonstrates the importance of relative density and how it influences the me-
chanical response of lattice structures.

1.2. Functionally Graded Lattice Structures

Regular lattice structures possess a uniform composition, i.e., their cell size, type, orien-
tation, and thickness do not change throughout the geometry. Due to their similarities with
expanded foam materials, they also excel in compressive energy absorption tasks [11–14],
enabling their potential use as protective structures in sports equipment [15] or bumpers in
automotive applications [16]. In these use cases, ungraded lattice structures demonstrate
excellent energy absorption performance at very low weight and material usage. Auxetic
unit cell types such as the Re-entrant cell possess a negative Poisson ratio and contract
upon compression [15–18]; however, they tend to have a low stiffness [19].

When a lattice structure exhibits local composition changes, it is categorized as a
functionally graded lattice structure (FGLS). Redistributing the structure’s material to
where it is needed can greatly improve its performance. The property gradient may be
defined manually during the design stage, as shown in Figure 3, in which the structure’s
strut thickness changes linearly with its height. Other composition changes can involve
the lattice type, the unit cell size, or its orientation [20–22]. Most notably, for lattices in
compressive load cases, manual beam or wall thickness alterations are a common grading
method due to their easy implementation [23–29].
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Advanced approaches permit the creation of gradients based on optimization routines
as functions of external factors like structural load, fluid flow, or heat flow, and are at the
center of many research studies. Numerous methods have emerged, such as topology
optimizations of the unit cell itself [30–33], topology optimization mixed with hierarchical



Appl. Sci. 2024, 14, 2788 4 of 28

alterations of the lattice [34], and the optimization of unit cell position and orientation
as functions of isostatic stress lines [35,36], amongst others. Such property changes can
yield performance improvements like reducing a part’s weight at a given stiffness [37],
enhancing thermal conductivity [38–40], or enhancing sound absorption [41].

Since lattice structures are well suited for impact absorption tasks at low weight,
several research groups have investigated the potential use of lattice structures as a re-
placement for protective foam liners in helmets. Leng et al., summarized current related
trends in bicycle helmet development [42], among which are commercially available hel-
mets incorporating honeycomb lattice structures, Bontrager [43] helmets with WaveCel
technology [44], Koroyd structures [45] being licensed to several bicycle manufacturers,
and HEXR helmets [46] using an additively manufactured hexagonal structure. Bliven
et al., tested the WaveCel technology in an oblique impact scenario [47] and compared
it with a control helmet model with a standard foam liner, as well as one helmet variant
with Multi-directional Impact Protection System (MIPS) technology allowing for a relative
shearing motion between the helmet’s shell and liner, reducing rotational accelerations of
the head. The helmet variant with the WaveCel honeycomb structure surpassed the others
regarding protection against both translational and rotational acceleration.

Soe et al., performed simulative comparisons of a simplified helmet geometry with
foam liners versus thermoplastic elastomeric lattice liners of differing relative densities
composed of Simple Cubic unit cells [48]. The investigation concluded that the studied
TPE lattice structures all greatly reduced peak linear accelerations and increased the impact
time, overall lowering the potential for injury significantly.

Khosroshahi et al., performed simulative comparisons between helmet models with
an expanded polystyrene (EPS) liner and versions incorporating two lattice types made
of polyamide, each with a uniform and graded cell size distribution [49]. Their findings
indicated that the lattices with lower relative densities possessed greater specific energy
absorption capacity and that they better succeeded in dissipating impact energy. The
investigated lattice configurations with size grading performed better than the EPS liner
and non-graded lattice variants. It is stated in the publication that the main advantage of
lattice structures lies in a greater area contributing to impact energy absorption compared
to EPS foam.

Naderi et al., studied simulative models of helicopter helmet geometry combining
expanded polyurethane foam and an arrowhead auxetic lattice in the same liner [50].
Several foam and lattice material options were investigated, revealing that each combination
of the hybrid liner provided greater protection than a unibody foam liner.

Nasim et al., explored the performance of three different uniform lattice types which
were additively manufactured with polyamide 12 and incorporated into a protective liner
for a motorcycle helmet [51]. Simulative and physical testing showed greatly increased
protection by some lattice types compared to EPS liners, while others fell short. They also
demonstrated that a lattice’s energy absorption capability during a quasi-static compression
test is not necessarily an adequate predictor for its performance during an impact test.

1.3. Scope

As demonstrated by the publications assembled in the previous section, lattices can
indeed provide sufficient protection when used in helmets. The authors of this paper
therefore aim to further investigate this topic by expanding on certain aspects. Fourteen
strut-based types of lattices that closely conform to a realistic mountain bike helmet geome-
try are simulated in a standardized impact test scenario and compared to commercially
available foam helmets. In addition, a lattice optimization method proposed in a previous
study by the authors (see [52]) is applied to improve the performance of one lattice type. It
is subjected to physical testing and compared to the simulation results.

This study aims to address the issues of the aforementioned studies regarding fea-
sibility in an AM context, weight, the limited exploration of lattice types, comparability
between lattices of differing relative densities, and numerical modelling choices. More
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specifically, Khosroshahi et al. [49] studied only two lattice types with two configurations
in a simulative approach without physical testing. While the study by Soe et al. [48] in-
vestigated different lattice densities, only one unit cell type was used. Additionally, the
head and helmet geometries were simplified to a sphere impacting a small lattice section,
potentially missing effects observed in more realistic geometries. No physical tests of the
lattice structures were performed by them, only material testing and simulative studies
of the impact scenario. Similarly, Nasim et al. [51] investigated only part of the helmet
geometry, albeit with a realistic dummy head model both in simulations and in physical
testing. Their choice was due to the meshing of the lattice with tetrahedral elements,
causing a considerable simulation duration and potential numerical instabilities stemming
from severe element distortion. Choosing to create a lattice structure using traditional
Computer Aided Design (CAD) software drastically limits the potential for easily iterating
various lattice designs and types. This is overcome by utilizing nTop [53], a specialized
software designed specifically for the creation of lattice structures. Another issue seen in
the aforementioned papers is the comparability of the investigated lattices, as they possess
differing relative density values which cause vastly different behavior. The authors of this
paper therefore intend to mitigate these issues in the presented work.

This study is a continuation of previous work by the authors where a generalized
workflow for the optimization of FGLSs was established (c.f. [52,54,55]). These studies
focused on two different approaches to demonstrate the method’s versatility: two studies
investigated the stiffness maximization of a bicycle crank with weight and manufac-
turability constraints, whereas one study explored the optimal thickness distribution of
lattices in compression at identical weights, maximizing their specific energy absorption
capability. The current study continues this work by developing and enhancing a bicycle
helmet by introducing a FGLS instead of the conventional protective foam liner. The
design approaches are assessed through structural simulations and physical testing to
evaluate their relative performance. Additionally, to gain insights into the market land-
scape, tests are conducted on a range of commercially available helmets in accordance
with current standards. One helmet design is simulated using a foam liner and fifteen
types of lattice structures to compare their relative performance. The design is further
improved by optimizing the thickness of the lattice liner at a local level governed by a
mathematical equation to reduce computational demands. Further, the simulations are
complemented by physical tests.

2. Materials and Methods
2.1. Performance Metric and Test Standard

The crash event utilized in this study adheres to the EN 1078 standard for bicycle
helmet testing [56]. The test consists of a straight drop from a height of 1.5 m (impact
velocity of 5.4 m/s) onto a flat steel anvil with a diameter of 130 mm, as shown in
Figure 4.

The EN 1078 standard requires the peak acceleration magnitude not to exceed 250 G;
however, it does not take into account the acceleration duration or its progression. There-
fore, the modified head injury criterion HIC(d) [57] is used here to assess each helmet’s
performance, as it considers characteristics of the complete acceleration history. The stan-
dard HIC is defined as follows:

HIC = max(t1,t2)

{
(t2 − t1)×

[
1

t2 − t1

∫ t2

t1

a(t)dt
]2.5

}
(6)

where a(t) is the head’s acceleration magnitude measured in multiples of Earth’s acceler-
ation constant G (9.81 m/s2), and the start and end times t1 and t2 are the optimization
variables to be modified such that the function reaches its maximum value. The HIC was
initially designed for assessing dummy head accelerations attached to dummy bodies in
automotive test environments. To account for the behavior of unconnected dummy heads,
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the modified head injury criterion HIC(d) was introduced to allow for equal comparisons
between both [57]. It is defined as follows:

HIC(d) = 0.75446 × HIC + 166.4 (7)

HIC(d) values can be correlated to the Abbreviated Injury Scale (AIS), indicating the
probability of suffering six different levels of traumatic injury [58]. For example, an HIC
value of 1000 relates to a 50% probability of experiencing a moderate head injury (AIS-3)
and a 15% probability of a severe injury (AIS-4).
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2.2. Test Stand and Data Acquisition Setup

A test stand was designed and built for the purpose of conducting impact tests in
accordance with EN 1078, as shown in Figure A1 (see Appendix A). It includes a steel base
weighing 500 kg as well as a sled guided on linear rails, allowing the head to fall freely
from varying heights. The helmeted dummy head can be positioned at different angles
on the sled. The anvil face is interchangeable and can accept different impact surfaces;
however, only a flat surface is used in this study. An electromagnet holds the sled in
position and releases it upon a button trigger. A TE Connectivity 633 inertial measurement
unit [52] with six degrees of freedom is mounted on the head’s cone to log the occurring
accelerations. The sensor has the capacity to measure translational accelerations up to
±500 G and rotational velocities up to ±12,000 deg/s. The signals are registered with two
National Instruments modules: a 9238 card for the accelerometers and a 9234 card for the
gyroscope sensors. A logging frequency of 51.2 kHz is used in conjunction with an SAE
J211/1 filter (CFC 1000) (SAE, Warrendale, PA, USA).

2.3. Tests of Commercially Available Mountain Bike Helmets

To determine a performance reference, five commercially available foam helmet mod-
els (see Table 1) were tested following EN 1078. The tests were performed externally by
SQLab GmbH [59] and provided to the authors for this study.
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Table 1. List of commercially available foam helmet models used for comparison.

Manufacturer Model

6D (Brea, CA, USA) ATB 1T
IXS (Luzern, Switzerland) Trail AS
Smith (Portland, OR, USA) ForeFront

Specialized (Morgan Hill, CA, USA) Ambush
Sweet Protection (Oslo, Norway) Bushwhacker

2.4. Software

The study relies on a multitude of software suites for the lattice design, geometry
preparation for simulation purposes, the simulation itself, and preparation of the results
for Additive Manufacturing. The lattice design was created in nTop 4.6 [53], a software
specifically designed for the creation of complex lattice structures. It does not rely on
the boundary representation method usually employed by CAD software. It is based
on connected surfaces, vertices, vectors, splines, etc., to characterize bodies [60]. nTop
makes use of Signed Distance Functions, defining geometries by a set of mathematical
functions that are easily controllable by parameter variation [61]. This allows for versatile
and quick design iterations of highly complex geometries such as these lattices. nTop
enables exporting these structures to data formats usable for engineering purposes such as
surface meshes (STL, OBJ formats) or meshes for Finite Element Analysis (FEA) solvers
containing 1D beam, 2D shell, or 3D solid elements.

The workflow was continued in the Altair HyperWorks software suite (version 2012.2).
The models were prepared in Altair HyperMesh [62] and calculated with the explicit
FEA solver Altair RADIOSS [63]. This is controlled by Altair HyperStudy [64], a general
optimization suite able to evaluate a model’s output responses and to vary its parameters
accordingly. Afterwards, a custom MATLAB [65] script extracted the individual lattice
regions from the solver input file and translated them into the LTXC data format, which
is native to nTop. The lattice was reassembled into a single geometry and an STL file was
extracted for Additive Manufacturing.

2.5. Helmet and Dummy Head Geometry

The helmet geometry shown in Figure 5 used in this study was supplied by SQLab
GmbH (Taufkirchen, Germany) [59]. It exhibits typical features of commercially available
bicycle helmets such as a polymer shell and a single foam liner with ventilation holes. The
foam liner’s thickness varies locally, transitioning from 30 mm at the front to 32 mm at
the top, 30 mm towards the rear, and 20 mm on its sides. The design is simplified for the
purpose of simulation and does not include common features such as a head harness or
pads to enhance comfort.
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In accordance with EN 1078 regulations for bicycle helmet testing, the dummy head
(c.f. Figure 6) chosen for the study is in compliance with the EN 960 standard [66]. It is
composed of AZ91 cast magnesium and weighs 4.7 kg (size J, 575 mm circumference). It
represents approximately the 50th centile head size of a sample of British male adults with a
height of 180 cm [67]. The head features a magnesium dome which allows for the placement
of an acceleration sensor at the center of mass. A modal analysis was conducted to verify
that the lowest eigenfrequency of the head assembly is above 2000 Hz, and therefore meets
the EN 1078 requirement.
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2.6. Lattice Design Procedure and Lattice Types

To prepare the helmet geometry for utilization in nTop and to introduce a lattice
structure, the first step is to separate the helmet’s outer and inner surfaces. Faces
on their borders are removed to create an open lattice that facilitates the removal of
excess powder after manufacturing. A conformal unit cell map is created by generating
quadrilateral elements on the helmet’s inner surface, which are extended towards the
outer surface. The resulting conformal map can be filled with unit cells to create a
congruent lattice structure, as shown in Figure 7. The lattice’s size is controlled by
altering the dimensions of the quadrilateral mesh and by the amount of cell layers
extruded outwards. A symmetry constraint is applied to ensure an identical lattice
composition of the left and right model halves. To fill the ridge near the back of the
helmet, the lattice map needs to extend beyond the actual helmet geometry. The lattice
is then trimmed to be contained entirely within the helmet’s volume. While the lattice
structure resulting from this approach closely follows the helmet’s shape and possesses
an approximately constant number of cell layers in the radial direction between both
surfaces, it also shows that the unit cell height varies with the helmet’s thickness Finally,
for manufacturing purposes, a detailed mesh of the merged shell and lattice components
is generated, resulting in a unibody design.

Twelve regular graph unit cell types available in nTop (shown in Figure A2, see
Appendix A) are explored, as well as two pseudo-stochastic lattice varieties (tetrahedral
and dual lattices) to assess each type’s performance. The regular graph unit cells are
composed identically in all three planes except for the Re-entrant unit cell, which is therefore
investigated in two different orientations. Surface-based lattices such as honeycombs and
Triply Periodic Minimal Surfaces (TPMSs) are not considered in this study as they do
not adequately allow the removal of excess powder after manufacturing without adding
numerous evacuation holes to the structure.
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and lattice helmet geometry.

2.7. Manufacturing

The lattice helmet’s structure is entirely made from polyamide 12 (PA12) produced on
an HP Multi-Jet Fusion (MJF) machine [68]. It was chosen since powder-bed-based AM
methods lend themselves well to the production of complex structures such as lattices,
and the material possesses adequate physical properties. The unibody design eliminates
potential issues stemming from gluing or otherwise attaching separately produced parts.
The default layer height of 0.08 mm is applied, and the geometry is oriented as shown in
Figure 8 for production.
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Measurements taken of several lattice structures produced during the investigation
indicated that their diameters deviated from the expected values. A test geometry was
therefore manufactured to investigate the occurring differences as a function of the beam
diameter and orientation. This consisted of a cuboid geometry with an Isotruss lattice
and a linearly varying thickness ranging from 0.7 mm to 2 mm. The geometry and its
build direction during manufacturing are shown in Figure 9. It has external dimensions of
80 mm × 80 mm × 160 mm and a 45◦ twist along its longitudinal axis.
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2.8. Materials

Two sets of materials were required for the simulative models, one for the foam
helmet model and one for the helmet models including lattices. The foam helmet was
assumed to be composed of materials commonly used for mountain bike helmets: a
0.5 mm polycarbonate (PC) shell and an expanded polystyrene foam liner with a density
of approximately 60 kg/m3 (EPS60). Four stress–strain curves of EPS60 at various strain
rates were obtained from Ouellet et al., (c.f. [69]). The material data for PC used here were
obtained by Cao et al., (c.f. [70]). The Young’s modulus and offset yield strength were
estimated from the stress–strain data provided in their publication. The stress–strain curves
of EPS60 and PC are depicted in Figure 10 and assembled in Table 2. To secure the helmet
to the dummy head, a chin strap intended to resemble woven high-density polyethylene
(HDPE) fibers was added to the FEA model. Its material properties are of lesser importance
for this study and were estimated from commonly found values. The dummy head is
composed of cast Mg AZ91, for which the properties available on MatWeb were used [71].
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Table 2. Material properties used in the simulations.

Property PA12 PC EPS60 HDPE Fibers Mg AZ91

E [MPa] 1480 1900 6 1000 45000
ρ [g/cm3] 0.94 1.22 0.061 0.95 1.80

ν [-] 0.4 0.36 0.05 0.46 0.35
σY [MPa] 29.6 51 - - -
εult [%] 6 18 - - -

σUTS [MPa] 53.7 80.1 - - -

The physical characteristics of the HP PA12 material were determined through experi-
mental assessments in a previous study by the authors (c.f. [72]). Tensile test specimens
were subjected to loads perpendicular to their build direction in order to stress the compo-
nents in their weakest plane, simulating the most critical loading scenario. The resulting
properties are given in Table 2 and Figure 10. They are used as reference data for the
Johnson–Cook material law parameter approximation discussed in Section 2.11.

Friction assumes a significant role in this study due to the multitude of contact inter-
actions that take place during the impact simulations. These interactions involve lattice
beams contacting one another and the helmet’s shells, the outer shell colliding with the steel
anvil, and the magnesium head impacting the inner shell or the foam liner. The friction
coefficients used in this study are listed in Table 3. For values lacking a source indication,
estimations were required as the data were not available in the existing literature.

Table 3. Dry friction coefficients of contact pairs.

Material A Material B Friction Coefficient

PA12
PA12 0.4 [73]

Mg AZ91 0.2

Mg AZ91 EPS60 0.3
HDPE fibers 0.2

Steel
PA12 0.33 [74]
PC 0.2 [75]

2.9. FEA Model Setup

During the drop test simulation, the steel anvil was modelled by a circular rigid shell
surface, as shown in Figure 11. The assembly was assigned an initial velocity of 5.4 m/s in
accordance with the standard, as well as a gravitational acceleration load of 9.81 m/s2. The
dummy head assembly, consisting of the head itself and the sensor cone, was modelled
as a rigid part. The sensor was modelled by a concentrated mass of 50 g at its center of
mass and rigidly connected to the cone. The time histories of values such as the head’s
acceleration were probed at this node.

The foam liner of the conventional helmet was modelled via second-order tetrahedral
elements with 6 mm edge length, and self-contact of the foam elements was enabled
to prevent sudden element collapse at large compressive strains. A hyper-viscoelastic
tabulated foam material model (LAW70 [76]) was used with the stress–strain curves shown
in Figure 10a. The polycarbonate shell was discretized with fully integrated four-node shell
elements. An isotropic tabulated elastic–plastic material law (LAW36 [77]) was used to
model the stress–strain curve depicted in Figure 10b.

As for the lattice helmet model, the inner and outer shells of the lattice helmet were
discretized with a fully integrated quad-dominant shell mesh with an edge length of 3 mm.
The PA12 parts were modelled by the isotropic elastic–plastic Johnson–Cook material
model (LAW2 [78]) with consideration of strain rate effects. Material failure of the PA12
parts was modelled via element deletion when the principal stress reached the maximum
allowable plastic strain in an element’s integration point. The lattice consisted of first-order



Appl. Sci. 2024, 14, 2788 12 of 28

integrated beam elements with a circular cross-section and four integration points. A tie
contact interface connected the shell and beam elements within a search distance of 2 mm
between nodes. The lattice’s struts were subdivided in nTop based on the total length
between lattice nodes before being exported. Nodes within a distance of less than 1 mm
were merged, eliminating the connecting strut. Struts with a length of up to 3 mm were not
subdivided and were modelled by a single beam element. Struts with a length between
3 mm and 6 mm were split once, modelled by two beam elements, and any strut longer than
6 mm was modelled by three beam elements. This way, a minimum beam element length
of 1 mm was ensured, and longer struts could capture buckling thanks to the subdivision.
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The contact interactions in the assembly were modelled by TYPE7 penalty inter-
faces [79]. Contact between beam elements of the lattice helmet models was handled via a
TYPE11 edge-to-edge penalty interface [80].

A total run time of 15 ms was applied to entirely capture the entire impact event with
a duration of approximately 10 ms. The minimum time step was defined to be 0.5 µs for
the foam model and 0.25 µs for the lattice models with a scaling factor of 0.9 to limit mass
scaling to a minimum. Time history files were updated at 200 kHz for a total of 3000 data
points per run.

2.10. Johnson–Cook Material Parameter Optimization

As discussed in Section 2.9, the material data of PA12 given in Table 2 were obtained
from quasi-static tensile tests. The impact scenario considered in this study is highly
dynamic and strain rate effects on the material properties become relevant; hence, the
data cannot be used as is. Since no physical properties of PA12 produced with MJF over a
wide range of strain rates could be found in the literature, an approximation based on the
available data was performed. The Johnson–Cook material model was therefore chosen
since it considers the strain rate effect on stress level based on parameters obtained at a
reference strain rate, i.e., the tensile test data. It calculates the stress σ as

σ = (A + B × ε n
p )·(1 + c × ln

.
ε
.

ε0
) (8)

with the yield stress A, the plastic hardening parameter B, the true plastic strain εp, the
hardening exponent n, the strain rate coefficient c, the current strain rate

.
ε, and the reference

strain rate
.

ε0 at which the base parameters were determined. RADIOSS offers a simplified
input method which is used in this study. Then, the parameters A, B and n are calculated



Appl. Sci. 2024, 14, 2788 13 of 28

based on the yield stress σy, the ultimate tensile strength σUTS, and the engineering strain
at the ultimate tensile strength εUTS obtained from the tensile tests. The material law’s
implementation in RADIOSS supports the option of considering the influence of strain rate
on the maximum stress σ max, which is also applied here. It is calculated as

σ max = σ max,0 × (1 + c × ln
.
ε
.

ε0
) (9)

With the available material data and the Johnson–Cook law, a preliminary investiga-
tion was performed to find adequate variable values. A helmet incorporating a Truncated
Cube lattice liner with a uniform thickness of 1.5 mm was manufactured and physically
tested to correlate it with the simulation results using the Johnson–Cook material law.
To find approximate material parameter values, an optimization study was set up with
HyperStudy to minimize the difference between the acceleration curves obtained from the
simulation and the physical test. The optimization variables were chosen to be Young’s
modulus E, the strain rate parameter c, the maximum plastic strain εmax

p , and the maximum
stress σ max,0, defining the plateau of the stress–strain curve at the reference strain rate

.
ε0.

The latter is 2.8 · 10−4/s, the standard strain rate of an ISO 527-2 tensile test using a 1BA
specimen [81]. Young’s modulus was defined as an optimization variable because it is
significantly influenced by the strain rate in the case of polymeric materials such as PA12.
A Design of Experiment (DOE) study with 50 runs using the Modified Extensible Lattice
Sequence method (MELS [82]) was performed first. The MELS method allows the inclusion
of constraints and is well suited to explore the entire design space. The results of the DOE
study were then relayed into an optimization study to provide an initial sampling of the
model’s response surface, aiding the optimization algorithm in finding an optimum. The
Global Response Search Method algorithm (GRSM) was used, which is a gradient-based
global optimization method proprietary to Altair [52,83]. The optimization study aimed
to minimize the difference between the acceleration curves of the simulation model and
the physical results, yielding approximated material parameters. A maximum limit of
150 iterations was applied.

2.11. Simulations of Helmet Models with Uniform Lattice Thickness

Preliminary simulations using the parameters obtained from the material parameter
optimization study indicated that a relative density of 7% is a suitable starting point for this
impact scenario. With an identical beam thickness, different unit cell types occupy varying
volume fractions. The relative density target is therefore met by altering the number of unit
cell layers between the two surfaces, along with the number of quadratic elements on the
inner surface that are extruded outwards. These settings were chosen such that the unit
cells were approximately equally sized in all three dimensions.

A uniform diameter of 1 mm was used for the lattice types shown in Figure A2;
however, an exception was made for the tetrahedral lattice. It required a 0.95 mm beam
diameter to meet the relative density target. This adjustment was necessary because nTop
offers limited control over the 3D mesh generation, leaving only the option of modifying
the diameter. The relative density target was satisfied with a ±0.2% deviation for all lattices,
which corresponded to an average lattice weight of 132 g. The inner and outer shells
were assigned a thickness of 1 mm and weighed a combined 146 g. The average total
helmet weight therefore amounted to 278 g, which is comparable to conventional bicycle
foam helmets.

2.12. Lattice Splitting and Thickness Optimization Procedure

In conventional FEA programs, each component containing 1D beam or 2D shell
elements requires a separate thickness property assignment. Therefore, to assign different
thickness values to each of the lattice components, the structure first has to be split into
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discrete regions. To achieve a separation conforming to the helmet’s shape, an ellipsoidal
surface function was established that approximated the inner surface of the helmet:√( x

105

)2
+

( y
80

)2
+

( z
105

)2
− 1 = 0 (10)

A TCL/TK script [84] was devised and executed in HyperMesh to segregate the beam
elements in equidistant steps based on their distance to this surface. It bins the elements into
a user-defined number of separate components based on each element’s averaged nodal
position. Element groups containing only few elements are manually merged with their
larger neighbors afterwards. Figure 12 shows the separate, color-coded lattice groups after
the separating process into eight bins. Six components are present at the top of the helmet
to allow sufficient control over the thickness changes, where each layer has an approximate
height of 5 mm. The number of groups was chosen such that the thickness gradient along
the radial axis could be sufficiently controlled while keeping the preprocessing efforts
reasonably low.
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The model was then imported into HyperStudy where the thickness value of each
lattice component was parameterized. Each component’s numerical thickness value T in
the solver input file was defined as a variable. Their values were then linked by a quadratic
function of the following form:

T(a, b, c, r) = a × (r + c)2 + b (11)

where r is the radial distance magnitude from the helmet’s origin to the innermost
edge of each respective layer. The parameters a, b, and c are defined as optimization
variables, thus omitting the need to optimize every thickness property value separately.
This effectively decreases the amount of optimization variables from eight to three and
reduces the calculation efforts greatly. The choice of the function is inspired by the
pomelo fruit. It can endure falls from heights of 10 m unharmed thanks to its shell
having a similar distribution with greater cell density near its edges and lower density
in the center [85]. This approach was also part of a previous investigation of the authors,
where the optimal material distribution of a cuboid lattice in compression following
various functions was investigated [38]. The function and its independent variable can
generally take any arbitrary form.
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The variables were subject to a uniform distribution and their ranges are listed in
Table 4. Additionally, the diameters were only allowed to be changed in a continuous
range from 1 mm to 2.5 mm. A DOE study with 50 runs was performed first to explore
the design space using the MELS method to distribute data points across the design
space. It was fed into the subsequent optimization run to provide an initial solution
surface to the GRSM optimization method, which was permitted a maximum of 250
runs. The HIC(d) value was minimized with no other constraints being imposed on the
optimizer, apart from the ones mentioned. The worst-performing helmet model was
subjected to the optimization procedure. Further reasoning for this choice is given in
Section 3.2.3.

Table 4. Optimization variable bounds and their initial values.

Variable Lower Bound Initial Value Upper Bound

a −1 × 10−3 data 1 × 10−3

b −2 1 2
c −145 0 0

3. Results
3.1. Results of Helmets with Foam Liner

Among the five assessed models, three (6D, IXS, and Smith) exhibited peak acceleration
levels exceeding 200 G and HIC(d) values surpassing 1000, as outlined in Figure 13. These
helmet models showed impact durations ranging from 6 ms to 8 ms. In contrast, the Sweet
Protection model demonstrated a notably lower peak acceleration of 149.3 G and an HIC(d)
value of 782.4, with a slightly prolonged impact duration of 10 ms. The Specialized Ambush
helmet model lies in-between, with a peak acceleration of 181.6 G and an HIC(d) value of
943.3. As for the simulated helmet geometry, it registered the highest HIC(d) value at 1445.0,
accompanied by a peak acceleration of 188.0 G. The elevated HIC(d) value stemmed from
consistently high acceleration levels combined with an extended impact duration of around
10 ms. Assessing the results from the physical drop tests and the simulated model, it can
be concluded that the chosen material assumptions are adequate, and a comparison with
models containing a lattice liner can be established. Figure 14 depicts the stress contour
plots of the foam liner at the 5 ms time mark when the peak acceleration occurs. The foam
liner is compressed from its original thickness of 32 mm at the uppermost point of the
dummy head to 13.6 mm during the impact, with a compressive strain of 57.5%.
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Figure 13. (a) Acceleration magnitude progression of foam helmets during drop test; (b) peak
acceleration and HIC(d) values of the foam helmets during drop test.
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Figure 14. Foam helmet geometry with stress contour plots at the 5 ms time mark: von Mises stress
(a) and signed von Mises stress (b) showing equivalent tensile and compressive stresses.

3.2. Results of Helmets with Lattice Liner
3.2.1. Results of Material Parameter Approximation

The helmet geometry incorporating a Truncated Cube lattice with a 1.5 mm beam
diameter was analyzed in the material parameter optimization study. It resulted in a
Young’s modulus value E of 2003 MPa, a maximum plastic strain value εmax

p of 7.64%, a
strain rate coefficient c of 0.048, and a maximum stress σ max,0 of 78.6 MPa. These proper-
ties translate to the more commonly used Johnson–Cook parameters of A = 29.7 MPa,
B = 35.2 MPa, and n = 0.129. While the strain at break commonly decreases with in-
creased strain rate, the optimization procedure predicts that it is larger than determined
by the tensile tests. It is still within a plausible range as the manufacturer’s data sheet
states maximum strains of 15–20% [86]. A part’s property deviations may be caused by
differing manufacturing or post-processing conditions, as well as loading conditions
and manufacturing orientations.

The simulated acceleration curve closely resembles the test results, as shown in
Figure 15. The curve’s slope and peak acceleration levels exhibit strong similarity. The
physical test curve has a fluctuating and slowly declining acceleration magnitude after the
impact (8 ms time mark), which is not visible in the simulation’s acceleration curve. This
is likely caused by vibrations of the magnesium cone onto which the acceleration sensor
is fastened (visible in Figure 6). Since this part is assumed to be a rigid body in the FEA
model, the same behavior cannot occur here. Peak strain rates of over 4000/s are observed
in the elements of the outer shell, with large-scale levels around 1000/s shortly before and
after the peak acceleration time stamp.

3.2.2. Results of Helmet Model Simulations with Uniform Beam Diameter

The helmets incorporating a lattice liner with uniform thickness were simulated with
the Johnson–Cook material parameters determined from the preceding optimization run.
Their peak acceleration magnitudes and HIC(d) results are depicted in Figure 16, along
with the foam helmet FEA model results. The findings range from 95 G and an HIC(d) level
of 493.8 achieved by the Octet lattice model to 293.5 G and an HIC(d) level of 1325.3 reached
by the Re-entrant model. On average, the peak acceleration reached 134.5 G and the HIC(d)
value was 662.6. At the chosen configuration and with the assumed material properties,
every helmet variant with a lattice liner outperformed the previously tested helmets with
a foam liner with the exception of the model with the Re-entrant unit cell in orientation
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A. It entirely compressed and failed to sufficiently support the head during impact. Other
helmet models were approaching the maximum liner compression capacity and achieved
very low acceleration and HIC(d) values.
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3.2.3. Results of Lattice Optimization Procedure

The Re-entrant lattice type in orientation A was chosen for the subsequent optimization
study as a demonstration for the presented method for two reasons. Firstly, beams with
diameters significantly below 1 mm are difficult to produce reliably with the chosen
manufacturing method. It was noted during preliminary investigations that thin beams
showed negative diameter deviations of up to 0.2 mm depending on their orientation
and their target thickness, which impacts their load bearing capacity significantly. The
feature size is at the lower end of the feasibility of this manufacturing process, and the
sandblasting step for evacuating loose powder after printing can remove further material,
causing reduced structural integrity. Choosing any of the other lattice types for optimization
would only result in diameter reductions since their impact absorption capacity was not yet
completely exhausted, reducing beam diameters to regions in which producibility becomes
an issue. Since the Re-entrant lattice helmet model completely failed in the simulation,
its lattice diameter could only be increased by the optimizer for acceptable performance,
avoiding geometrical accuracy issues stemming from production and post-processing.
Secondly, choosing a lattice type with good or even the best performance such as the Octet
lattice could only yield small or no improvements, since it may already operate close to
its optimum level. Therefore, choosing the worst-performing type was considered to be a
better option for demonstrating the method’s capabilities. Since a strut diameter of 1 mm
was insufficient for the Re-entrant lattice, it was increased to 1.5 mm to establish a suitable
starting point for the optimization.

The reference model attained a maximum acceleration of 165.7 G and an HIC(d) value
of 913 with a uniform diameter of 1.5 mm. After the optimization procedure, the HIC(d)
value was improved to 716.0 and the peak acceleration decreased to 136.6 G. The accelera-
tion curves of both FEA models with uniform and optimized lattice thicknesses are shown
in Figure 17. The optimized model’s liner experienced a compression of 66%, reducing the
distance between the inner and outer shell from 32 mm to 10.8 mm. Since its capacity was
not entirely exhausted, a larger number of optimization iterations could possibly improve
the helmet’s performance further. The resulting optimized lattice structure is shown in
Figure 18a. The optimization variables’ final values are a = 9.63 × 10−4, b = 0.61, and
c = −128.8; the resulting thickness distribution is displayed in Figure 18b. The diameter
changes from approximately 1.9 mm in the innermost lattice group (T1) to 1.2 mm in the
middle group (T5) and 1.7 mm in the outermost group (T8).
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Figure 18. (a) Section cut of the Re-entrant helmet geometry with optimized lattice thickness;
(b) thickness distribution of optimized lattice liner (T1: innermost group; T8: outermost group).

3.2.4. Lattice Thickness Measurements

The beam diameters of the test structure shown in Figure 9 were assessed with calipers
at regular intervals; the measurements are depicted in Figure 19. “Flat” beams were oriented
along the piece’s longitudinal axis, while “upright” beams were oriented in parallel to the
thickness gradient and build direction. Both the beam orientation and target thickness
impacted the actual thickness, and the deviations were primarily negative. Based on these
findings, the deviations were averaged and an offset of +0.04 mm was applied to beam
diameters with a nominal value between 1.3 and 1.6 mm, while diameters below 1.3 mm
had an offset of +0.08 mm applied to them before manufacturing the helmet samples.
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Figure 19. Diameter deviations as measured at different orientations and thicknesses in the test
lattice geometry.

3.2.5. Test Results of Helmet Model with Optimized Lattice Structure

Two helmet specimens with the optimized lattice were manufactured and tested. The
drop test results displayed in Figure 20 show that the first helmet sample was immediately
fully compressed and provided no gradual cushioning, as a large amount of powder was
present in the lattice structure. The acceleration magnitude reached 591 G, with the HIC(d)
reaching a fatal level of 2933. Afterwards, a second helmet with several orifices with
a 10 mm diameter for better powder removal was manufactured and tested. While its
acceleration curve showed a gradual increase at first, the lattice was completely compacted
at the 7 ms mark due to its insufficient stiffness, and the curve subsequently increased
to 224 G at the 8 ms mark. Contrasting it to the curve obtained from the optimized FEA
model, it is evident that the test model’s lattice was not able to absorb the impact in the
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expected manner. Its HIC(d) value reached 778, which is comparable to the best-performing
foam helmet model (Sweet Protection Bushwhacker) tested in Section 3.1, despite a higher
peak acceleration. It performed noticeably better than its counterpart with a foam liner,
which achieved an HIC(d) value of 1445.

3.2.6. Helmet Sample Examination after Testing

The first helmet sample weighed 661.8 g; however, it was expected to weigh 400 g
based on the nTop model geometry and the density determined during the material investi-
gation by the authors (c.f. [72]). The second sample weighed 482.3 g, which was a significant
improvement over the previous attempt, but still 20% heavier than anticipated. As can be
deducted by the first test sample’s weight, a large amount of excess powder was trapped
in the lattice despite great efforts to remove it during post-processing using sandblasting
and ultrasound baths. Figure 21 depicts the compacted powder at the impact site after
testing, as well as the helmet geometry after it was cut in half for closer examination. A
large amount adhered to the lattice structure all throughout the helmet. The affected areas
were difficult to target during sandblasting from the outside without additional access
holes. The powder-removal orifices added to the second helmet sample were distributed
over the inner helmet surface, as shown in Figure 22, and yielded better results.
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Figure 20. Acceleration curves of the FEA model with optimized Re-entrant lattice (orientation
A), the curves of the two physical tests, and the curve of the best-performing foam helmet (Sweet
Protection Bushwhacker).

The large amount of remaining powder in the first helmet sample prevented taking
accurate thickness measurements, and additional sand blasting would have inadvertently
reduced the lattice’s thickness further and influenced the results. Therefore, the resulting
lattice thickness was measured using the second helmet sample after testing. With the ap-
plication of a corrective measure, the beams assessed along the helmet ridge (see Figure 23)
were found to be 0.05 mm thinner on average. The differences were more pronounced at
the helmet’s front area, with deviations of up to −0.11 mm. Near the impact site, their
diameters were closer to the target values. Measurements across the helmet ridge (see
Figure 24) were found to have greater deviations of up to −0.17 mm at the left and right
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measurement points. Yet, the average difference amounted to only +0.01 mm since more
than half of the measurements showed positive deviations.
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4. Summary

The research presented here demonstrates the implementation of a conformal lattice
structure into a realistic bicycle helmet design, adhering to engineering requirements
such as adequate simulative modelling and manufacturing constraints. Fourteen suitable
lattice types were investigated, and their performance was evaluated using appropriate
FEA modelling methods. This work represents an advancement over previous studies
which commonly focus on a small number of lattice types and the use of simplified helmet
geometries. The lattices were analyzed at consistent relative densities, enabling better
comparability of the different lattice types’ effectiveness. They were assessed together with
the same helmet geometry possessing a foam lattice liner via simulation, in addition to five
commercially available helmets for a direct comparison. Further, the study demonstrates
the use of an optimization approach able to alter the thickness of discrete lattice regions.
The use of a unibody helmet design simplifies the production process by reducing time,
steps, and materials. The workflow aligns with real-world engineering constraints such
as lattice design, optimization, appropriate FEA model representation, reassembly of the
final geometry for manufacturing, and production limitations. However, the numerous
software packages and file conversions required for this workflow highlight the lack of a
unifying tool combining or at least reducing the engineering steps.

The FEA results suggest that lattice liners may offer better protection compared to foam
alternatives based on the assumed material parameters. The lattice helmets demonstrated
average peak acceleration values of 134.5 G and HIC(d) levels of 662.6. The best model
achieved a peak acceleration of only 95 G and an HIC(d) level of 493.8. In contrast, the
foam models exhibited an average peak acceleration of 188.9 G and an HIC(d) value of
1099.2, while the most effective model achieved a peak acceleration of 149.3 G and an
HIC(d) value of 782.4. The worst-performing lattice variant was chosen to be optimized.
While its test results did not align with the simulations, its performance was on par with
the best-performing foam helmet model. It reached a peak acceleration of 224 G and an
HIC(d) value of 778, meeting the EN 1078 standard’s criteria.

5. Discussion

The manufacturing and material modelling issues encountered during the physical
assessments rendered the correlation of the simulation results with the tests challeng-
ing. The measurements taken from the helmets and the test lattice revealed that the
manufactured diameters were inconsistent, depended on beam thickness and printing
orientation, and tended to be smaller than predicted. Since the production was out-
sourced to a supplier, the authors had no direct control over manufacturing parameters,
post-processing, or the possibility to adequately investigate the process outcomes with
faster testing cycles. Additionally, the sand-blasting step required to remove excess
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powder after manufacturing is prone to produce deviations in the final geometry since it
is a manual and difficult-to-control procedure. In-depth studies, such as those carried out
by Gong [87], Vera-Rodriguez et al. [88], and Mele et al. [89], analyzing the actual defect
structure and geometrical deviations of the as-printed parts produced with Powder Bed
Fusion could aid in further reducing the differences seen between the simulation and
test behaviors.

The material parameters from tensile testing or those determined from correlating
the Johnson–Cook parameters based on the single drop test may not be transferrable to
samples from different production batches or machines. Tensile testing at higher strain
rates would have been preferrable but could not be performed within the scope of this
study due to time and budget limitations.

The success of the test runs depends on the successful removal of excess powder in
the lattice structure. Two additional test series with helmets incorporating a tetrahedral
lattice and a truncated octahedron lattice were carried out during the investigation. They
did not exhibit the same tendency to retain such a large amount of loose powder as these
lattice types were much less intricate. Additional design iterations would likely aid in
mitigating the production issues, but budget and time limits prevented the authors from
further pursuing this avenue.

Improvements to the study could be made in several manners, for example by choosing
a different FEA solver with more failure and material models compatible with beam
elements. RADIOSS’ implementation of simple element deletion does not discern between
compressive and tensile stresses and cannot account for partial strut failure. Additionally,
the investigated helmet model did not include any padding or a head harness, which could
further lower peak acceleration values. To avoid the accumulation of excess powder in
certain areas, the helmet geometry could be produced without the inner shell, such that the
lattice is more easily reachable and cleanable. Opting for a multi-part approach instead of a
unibody design would also offer more flexibility in terms of material choice and production
methods. Further insights could be gained by exploring more ductile materials such as
polypropylene or thermoplastic elastomers. Alternatively, manufacturing the sections with
stereolithography (SLA) printers would circumvent the issues regarding powder removal
entirely. They could potentially mitigate the thickness deviation issues, as SLA printers
provide very high manufacturing resolutions.
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