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Abstract: The vast potential of high-resolution satellite images, including Kompsat-3A, has been
demonstrated across diverse applications, such as mapping and disaster monitoring. However, these
images can only be utilized as reliable GIS (geographic information system) data when they possess
precise geographical information. To achieve this, sensor model information, represented by RPCs
(rational polynomial coefficients), requires bias compensation through GCPs (ground control points).
Though having a substantial number of well-distributed GCPs across satellite images is ideal, the
acquisition process is often restricted due to cost and inaccessibility. The uniform distribution of GCP
chips is not guaranteed, necessitating an investigation into the impact of GCP distribution on the bias
compensation process, which is the focus of this study. Experiments were meticulously conducted
using Kompsat-3A data using dense GCP information. The dense GCP information was automatically
generated from aerial orthoimages through a three-step process. Firstly, the GCP chips were extracted
from the aerial images, focusing on feature points. Secondly, these chips were projected onto the
target Kompsat-3A data to align them accurately. Lastly, precise satellite image coordinates of the
chips were obtained through image matching between the chips and the target Kompsat-3A image.
The dense GCPs enabled detailed bias analysis that exhibited skewness in most Kompsat-3A data.
This necessitates the implementation of an affine model for proper bias compensation over the entire
image space. Next, the study delved into the influence of GCP distribution on RPC bias compensation.
To this end, each target satellite image space was divided into nine zones, with the dense GCPs
assigned accordingly. The accuracy of bias compensation was analyzed across nine experimental
cases, ranging from GCPs occupying only one zone to GCPs covering all nine zones. It was observed
that GCPs covering at least four or five zones should be utilized for reliable RPC bias compensation of
Kompsat-3A, especially when aiming for a high level of accuracy with an RMSE of one pixel. Finally,
it was concluded that GCPs covering three zones yielded satisfactory results as a minimum GCP
requirement, but this was contingent upon their distribution not following a straight zone pattern.

Keywords: high-resolution satellite image; RPCs; GCPs; distribution; bias-compensation

1. Introduction

The vast potential of high-resolution satellite images has been demonstrated across
diverse applications, including mapping and disaster monitoring. However, these images
can only be utilized as reliable GIS (geographic information system) data when they
possess precise geographical information. Geometric processing requires the sensor model
information supplied in RPCs (rational polynomial coefficients) [1]. However, the sensor
model information is biased due to the limited accuracy of satellite orbits and attitudes.

Post-processing is required for bias compensation using reliable ground control points
known as GCPs (ground control points) [2]. Therefore, numerous research efforts have
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focused on the generic bias compensation of RPCs using GCPs [2–6]. They emphasized the
importance of GCPs for bias compensation. Additionally, many studies have tested bias
compensation models for achievable accuracy in targeted high-resolution satellite images,
such as IKONOS [5], QuickBird [7], Kompsat-2 [8], GeoEye-1 [9], WorldView-1/2 [10],
TH-1 [11], and Ziyuan-3 [12].

While having a substantial number of well-distributed GCPs across satellite images
is ideal, the acquisition process is often restricted due to cost and inaccessibility [12,13].
Consequently, GCP chips have recently been generated from an existing database and
employed for bias compensation [14]. Nevertheless, the uniform distribution of GCP chips
is not guaranteed, necessitating an investigation into the impact of GCP distribution on the
bias compensation process.

Several studies have examined the distribution of GCPs for geometrically correcting
geospatial images [12,15–17]. One study compared various sensor models using different
numbers of GCPs [12], suggesting that fixing four GCPs in the corners of the target image
was optimal. Another investigation focused on the densification effect of GCPs in aerial
image geometric processing [15], concluding that poor locations and distributions increased
geometric errors, recommending three GCPs for cost-effective processing. In a separate
study [16], the bias compensation of IKONOS RPCs for different GCP cases was explored,
advocating that four GCPs suffice, saving time and costs. Moreover, a study on stereo
WorldView-2 [17] highlighted that GCP distribution outweighs the number of GCPs in
geometric processing. While prior studies have emphasized the importance of GCP distri-
bution [11,17], their recommendations vary due to differences in satellite characteristics
regarding orbit and attitude information stability and reliability.

This study focuses on Kompsat-3A, providing a PAN (panchromatic) resolution of
0.55 m, an MS (multi-spectral) resolution of 2.20 m, and a TIR (thermal infrared) resolution
at 5.5 m [18]. The specified positional accuracy for Kompsat-3A is 70 m (CE90), although its
actual accuracy surpasses this specification [16]. Kompsat-3A also requires post-processing
for RPC bias compensation using GCPs. Previous studies have indicated that GCPs need
to be used efficiently in terms of time and cost [13]. Consequently, we investigated the
impact of GCP distribution on Kompsat-3A. While abundant GCPs are needed across the
entire image space, gathering this information is expensive. Therefore, we implemented an
automated procedure to extract GCP image chips with ground coordinates from precise
aerial orthoimages. Kompsat-3A image coordinates for these chips were determined using
robust image-matching techniques. Subsequently, experiments were conducted based on
diverse GCP distribution scenarios using this dense GCP information. Lastly, the study
continued to determine the minimum GCP distribution requirement.

The paper is structured as follows: in Section 2, the methodology is described, and the
experimental results are presented in Section 3; the discussion and conclusion are presented
in Sections 4 and 5.

2. Methodology

The study’s flowchart is depicted in Figure 1. Its primary aim is to analyze error
patterns in Kompsat-3A data across experimental cases based on varying GCP conditions.
This investigation necessitates a substantial quantity of GCPs, making the dense generation
of GCPs the initial step. This process employs automation based on aerial image chips
and robust image-matching techniques to generate GCPs. The study involves scrutinizing
the geometric errors across the entire image area of Kompsat-3A using the abundance
of generated GCPs. Following this, GCPs are allocated zone numbers based on their
distribution across the target Kompsat-3A images. Experimental cases are then established
to examine the impact of the number of GCP zones on sensor modeling errors. Finally,
the study aims to determine the minimum GCP distribution requirement for achieving
high-precision geometric correction at the one-pixel level.
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Figure 1. Flowchart of the study.

Compared to other studies [12,15,16,19], our methodology has innovative aspects in
that the Kompsat-3A local geometric error pattern is investigated within the image space.
This is possible because dense but accurate GCPs are automatically generated using image
matching with the outlier removal technique. Firstly, this study shows that Kompst-3A has
large geometric error changes within the local image space. Note that most research has
focused on overall georeferencing error analysis, not a local error change pattern within the
image space. Secondly, this study tested the local GCP distribution cases from local error
pattern analysis to avoid hazardous GCP distribution.

2.1. Sensor Model (RPCs)

The sensor model of an Earth-observing satellite defines the relationship between
satellite image coordinates and ground coordinates for use in GIS data. Since IKONOS’
launch in 1999, the RFM (rational function model) has remained the most popular equation
for sensor modeling. The RFM equation, provided as Equation (1), calculates satellite image
coordinates (l, s) based on the given ground coordinates (ϕ, λ, h) [1]. This equation requires
a total of 80 coefficients, distributed as 20 coefficients each for a, b, c, and d, collectively
known as RPCs. These RPCs encompass the modeling of focal length, lens distortions,
acquisition angles, orbit errors, and target topographic reliefs as polynomial coefficients

l =
aTu
bTu

LS + LO, s =
cTu
dTu

SS + SO (1)

with
U =

ϕ − ϕO
ϕS

, V =
λ − λO

λS
, W =

h − hO
hS

,

u =
[
1 V U W VU VW UW V2 U2 W2 UVW V3 VU2 VW2 V2U U3 UW2 V2W U2W W3]T

a =
[
a1 a2 . . . a20

]T , b =
[
1 b2 · · · b20

]T , c =
[
c1 c2 · · · c20

]T , d =
[
1 d2 · · · d20

]T

where (ϕ, λ, h) represent ground coordinates, such as latitude, longitude, and ellipsoidal
height. (l, s) denote the corresponding satellite image coordinates, such as row and column.
(U, V, W) represent the normalized ground coordinates, respectively. (ϕO, λO, hO, SO, LO)
and (ϕS, λS, hS, SS, LS) denote the offset and scale factors used to normalize latitude, longi-
tude, height, column, and row.
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2.2. RPC Bias Compensation

The RPCs provided by a satellite data vendor or supplier are often erroneous, result-
ing in computed image coordinates (l, s) that have biases. This discrepancy arises due
to measurement uncertainties from onboard global navigation satellite system (GNSS)
receivers, star trackers, and gyroscopes [8]. The error sizes and patterns vary depending
on the systems in use. Therefore, the most widely adopted method to compensate for
these errors or biases is to employ an affine transform, as illustrated in Equation (2) [2].
According to this equation, the bias-compensated coordinates (l′, s′) can be computed
using transformation parameters that need to be estimated using GCPs

l′ = l + A0 + A1l + A2s, s′ = s + B0 + B1l + B2s (2)

where A0, A1, . . . , B2 are for an affine transformation that models shift, drift, and scale to
the angular affinity that exists in satellite images.

2.3. Dense GCP Acquisition

The error analysis of Kompsat-3A images demands extensive GCP information across
the entire image space. GCP information comprises 3D ground coordinates such as latitude,
longitude, and ellipsoidal height, along with corresponding 2D satellite image coordinates.
Traditionally, acquiring GCPs involves a manual approach by a human operator, which is
time consuming and labor intensive. To address this limitation, we employed an automated
procedure, as outlined in Figure 2. Numerous GCP image chips were automatically ex-
tracted from aerial orthoimages and linked with a DSM (digital surface model) for elevation
data, ensuring accurate 3D ground coordinate information.
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The subsequent step involved the automated retrieval of corresponding Kompsat-3A
image coordinates. This was achieved using robust image-matching techniques between
the GCP image chips and the targeted Kompsat-3A images. Before image matching, the
GCP chips were projected onto each Kompsat-3A image to calculate the associated image
coordinates, such as (l, s) in Equation (1). However, due to inherent errors in the asso-
ciated RPC information, the computed image coordinates (l, s) were biased. Hence, the
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image-matching process aimed to determine the correct image coordinates of the chips,
represented as (l′, s′) in Equation (2). Finally, a comparison between the computed image
coordinates (l, s) and the correct image coordinates (l′, s′) was conducted to analyze loca-
tional errors. This study utilized a hybrid method of NCC (normalized cross-correlation)
and RECC (relative edge cross-correlation) for image matching [13].

2.4. GCP Distribution Design

The mentioned RPCs contain inherent errors, necessitating post-processing to enhance
the information’s accuracy. This process relies on accurate and well-distributed GCPs
across the entire image space, as illustrated in Figure 3a. Biased distributions, as depicted
in Figure 3b, are generally less desirable. However, acquiring this information is costly,
emphasizing the need for the minimum and efficient utilization of GCPs. Furthermore, in-
formation acquisition becomes more limited when the target area is situated in inaccessible
regions, such as North Korea.
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Hence, we partitioned the image space into 9 zones, as illustrated in Figure 4. This
division resulted in a total of 511 experimental cases, encompassing various distributions:
9 single-zone distributions, 126 cases of five-zone distributions (9C5), 84 cases of three-zone
distributions (9C3), and 1 nine-zone distribution, among others. We proceeded to analyze
the impact of these derived GCP distribution scenarios.
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3. Experimental Results
3.1. Data

Experiments were conducted using eight Kompsat-3A images covering South Ko-
rea, with the detailed specifications presented in Table 1 and described in the thumb-
nails provided in Figure 5. These images were acquired between 18 October 2015 and
25 November 2020, with each image spanning approximately 16 km × 16 km at a spatial
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resolution of 0.6~0.7 m. The target area was carefully chosen to encompass both urban and
mountainous regions, considering their potential for ground control and check points. It is
important to note that the abundance of geographical features in urban and nearby areas
provides robust ground control information. Table 2 outlines the specifications of the aerial
orthoimages and DSM utilized for ground control and check point information. A total of
132 aerial orthoimages, each with a spatial resolution of 25 cm, were used in conjunction
with 5 m DSM data. Figure 6 displays the mosaic created from the aerial orthoimages and
DSM. The aerial orthoimages were generated according to the regulations of the Korean
government for orthoimage generation. The positional accuracy of the orthoimages is
within 25 cm in RMSE (root mean square error). The aerial orthoimages were mosaiced
and divided into coverage of 1 minute and 30 s (about 2.7 km × 2.7 km).

Table 1. Tested Kompsat-3A data specifications.

Kompsat-3A

Num of scenes 8

Date
18 October 2015, 28 October 2015, 7 July 2018, 2 January 2019,

20 January 2019 (two scenes), 20 October 2020,
25 November 2020

Azimuth/Off-nadir (degrees) 262.6/27.8, 166.1/24.1, 261.2/9.8, 187.8/20.9, 181.8/22.4,
181.8/22.4, 197.4/33.3, 190.1/27.6

GSD (m) 0.73/0.63, 0.61/0.68, 0.56/0.55, 0.60/0.64, 0.60/0.65, 0.60/0.65,
0.72/0.78, 0.64/0.70

Scene size (pixels) 24,060 (width) × 17,000~24,080 (height)

Coverage About 16 km × 13~16 km
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Table 2. Aerial orthoimage and DSM.

Aerial Orthoimage and DSM

No. of aerial scenes 132
GSD (m) 25 cm (aerial); 5 m (DSM)

Aerial image size (pixels) 9396 × 11,520
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3.2. GCP Chip Generation

The GCP information should comprise 3D ground coordinates along with their corre-
sponding target image coordinates. The extraction of 3D ground coordinates was performed
using the aerial orthoimage and its associated DSM. Key points, uniformly distributed
across the aerial orthoimages, were extracted using the Harris corner point operator [20]
at specified intervals, as illustrated in Figure 7. Image chips measuring 1027 × 1027 pix-
els around these key points were extracted and stored as GCP chips along with their
ground coordinates.
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ing. In this study, we employed both area-matching (Figure 10) and edge-matching tech-
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chip and the targeted Kompsat-3A image [13]. These differences arise from variations in 
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ensuring reliable control point information. 

Figure 7. Example of key point extraction from an aerial orthoimage (red triangles: GCPs).

Subsequently, acquiring the corresponding Kompsat-3A image coordinates became
necessary. These coordinates can be obtained through an image-matching technique applied
between the GCP chips and the targeted Kompsat-3A images. However, performing image
matching with heterogeneous data presents a challenge. Therefore, we implemented a
procedure involving two distinct steps. The first step involves the image projection of
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a GCP chip onto the targeted Kompsat-3A image. This step aligns the two datasets by
minimizing geometric disparities between them. An example of this projection is depicted
in Figure 8. It is important to note that the projected images adopt the Kompsat-3A satellite
image coordinate systems. Although the projected aerial images closely resemble the target
image, the center coordinates (indicated as ‘x’) still exhibit shifts due to biases in the sensor
model information.
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In Figure 9, the left-most image represents an extracted aerial chip in the ground
coordinate system, while the remaining images depict projections of the target Kompsat-3A
images. These projections utilize the RPCs of each target image, aligning the projected
images with the target Kompsat-3A images. Consequently, each projected image differs
from the others owing to the varying acquisition angles of the target Kompsat-3A images.

Figure 9. Alignment of the GCP chip with the target Kompsat-3A images.

The second step in acquiring Kompsat-3A image coordinates involves image matching.
In this study, we employed both area-matching (Figure 10) and edge-matching techniques
(Figure 11) to address the substantial spectral differences between the aerial GCP chip and
the targeted Kompsat-3A image [13]. These differences arise from variations in sensors,
acquisition dates, weather conditions, and acquisition angles. Furthermore, the matching
results should account for outlier matching points. Therefore, we implemented an outlier
removal process based on data snooping [21] to detect and eliminate outliers, ensuring
reliable control point information.
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Figure 11. Image-matching example for correct target image coordinate estimation (edge-based
matching) (Image 7) (red ‘×’ and red box indicate the center and the boundary of chip).

Finally, the aforementioned procedure generates dense GCP information for each
Kompsat-3A image, as illustrated in Figure 12. This dense control information covers the
entire image area, with the number of GCPs per scene ranging from 115 to 181, as detailed
in Table 3.
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Table 3. Number of automatically generated GCPs.

Kompsat-3A ID Number

1 175
2 115
3 160
4 149
5 162
6 180
7 181
8 175

Mean 162

3.3. Kompsat-3A Error Pattern Analysis

Utilizing the dense GCP information obtained earlier, we performed an error pattern
analysis of the provided RPCs across the entire image. At each GCP location, we compared
the RPC-estimated target image coordinates (l, s) to the correct image coordinates (l′, s′),
derived from robust image matching. Subsequently, we depicted coordinate errors along
the column (sample) and row (line) in different colors, as shown in Figure 13.



Appl. Sci. 2024, 14, 3482 11 of 18
Appl. Sci. 2024, 14, 3482 13 of 21 
 

  
(a) Image 1. 

  
(b) Image 2. 

  
 

(c) Image 3. 

  
(d) Image 4. 

Figure 13. Cont.



Appl. Sci. 2024, 14, 3482 12 of 18
Appl. Sci. 2024, 14, 3482 14 of 21 
 

  
(e) Image 5. 

  
(f) Image 6. 

  
(g) Image 7. 

  
(h) Image 8. 
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age area is non-uniform, with significant error fluctuations along the image line direc-
tion. This analysis indicates that GCPs with good distribution along the image line are 
required. 

Figure 13. Error pattern of each Kompsat-3A target image (left: column coordinates error, right: row
coordinates error).

All tested images exhibited distinct error patterns, with no uniform error distribution
across each image. The errors ranged from −28 to 31 pixels, corresponding to approxi-
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mately 18~20 m, considering the ground sample distance (GSD) of the Kompsat-3A data.
Notably, Images 1, 3, and 8 displayed discernible patterns where the error distinctly in-
creased or decreased with the progression of the image line. In the case of Image 3, these
differences reached up to 18 pixels, though Image 2 demonstrated a relatively uniform
error distribution across its area compared to the other images.

Based on this analysis, we concluded that the bias across the entire Kompsat-3A image
area is non-uniform, with significant error fluctuations along the image line direction. This
analysis indicates that GCPs with good distribution along the image line are required.

3.4. Impact of the Distribution

Subsequently, we aimed to assess the attainable accuracy while minimizing the number
of GCPs needed. To achieve this, we subdivided the GCPs depicted in Figure 7 into GCPs
and check points, as depicted in Figure 14. Note that the check points were also distributed
across the entire image. Following this, we assigned zone numbers from one to nine to the
remaining GCPs, as illustrated in Figure 4.

Appl. Sci. 2024, 14, 3482 14 of 20 
 

   

   

  

Figure 14. Distribution of GCPs and check points (triangles: GCP, circle: check). 

Utilizing the GCPs with assigned zone numbers, we conducted an analysis of 

achievable accuracy using RPC bias compensation by varying the number of GCP zones. 

Figure 15 illustrates the RMSE error for each Kompsat-3A image. As the number of 

zones increases, the accuracy improves. However, accuracy stabilizes from three or four 

zones, indicating the attainment of accuracy at the one-pixel level. 

  

Figure 14. Distribution of GCPs and check points (triangles: GCP, circle: check).

Utilizing the GCPs with assigned zone numbers, we conducted an analysis of achiev-
able accuracy using RPC bias compensation by varying the number of GCP zones. Figure 15
illustrates the RMSE error for each Kompsat-3A image. As the number of zones increases,
the accuracy improves. However, accuracy stabilizes from three or four zones, indicating
the attainment of accuracy at the one-pixel level.
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Figure 15. Error change in RMSE for the number of GCP zones.

For a more detailed error analysis, an error histogram is provided for Image 3 as an
example in Figure 16. The error spans from −5 pixels to +5 pixels in the case of three zones,
indicating a considerable range. To achieve higher accuracy, such as within ±2 pixels, a
minimum of five zones is necessary for this scenario.

3.5. Minimum Distribution Requirement

We further subdivided the three-zone cases into four sub-cases, as illustrated in
Figure 17. Sub-cases 1 and 2 are column-direction and row-direction distributions, respec-
tively. As indicated by the earlier error analysis revealing significant error changes along
the image line direction (as demonstrated in Figure 13), we can expect that sub-case 1
would result in the worst accuracy. Sub-cases 2, 3, and 4 aim to encompass at least one
zone along the image line direction

Sub-case 1: 1 2 3; 4 5 6; 7 8 9
Sub-case 2: 1 4 7; 2 5 8; 3 6 9
Sub-case 3: 1 5 7; 2 6 8; 2 4 8; 3 5 9
Sub-case 4: 1 6 7; 3 4 9
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Figure 18 illustrates the errors observed in the proposed sub-cases. Sub-case 4 demon-
strates the most favorable outcome, followed closely by sub-case 3 regarding maximum
error. The error range within sub-case 4 remains within ±3 pixels (equivalent to 1 pixel
in RMSE) across the entire dataset. In contrast, sub-case 1 exhibits errors ranging from 1
to 1.5 pixels, yet recording a maximum error of up to 5 pixels (observed in Image 5). As
a result, we concluded that achieving accurate RPCs-bias compensation for Kompsat-3A
necessitates GCP information covering at least three zones along the image line direction.
Additionally, it is advisable to avoid a linear zone distribution, such as along the sample or
line direction (horizontal or vertical).

Appl. Sci. 2024, 14, 3482 18 of 20 
 

 

 

 

Figure 18. Error histogram for sub-cases of the three GCP zone. 

4. Discussion 

Detailed error pattern analysis in satellite image bias modeling necessitates abun-

dant and well-distributed GCPs across the target image. Manual acquisition of numer-

ous GCPs is impractical due to time and cost constraints, as highlighted in previous 

studies emphasizing the need for efficiency in GCP acquisition. Consequently, most pri-

or research relied on a limited number of GCPs, resulting in sparse data. An automated 

process becomes pivotal to overcoming this acquisition limitation. This process involves 

extracting GCP chips from aerial orthoimages and determining image coordinates using 

robust image-matching techniques, yielding satisfactory outcomes in this study. Robust 

image matching allowed for the generation of a substantial amount of GCP information 

up to 100-200 points per tested Kompsat-3A image space. Obtaining dense GCPs over 

geographically uniform areas might prove challenging such that test images over the ur-

ban area were selected in the study. 

An added advantage of dense GCP information lies in their categorization into con-

trol and check points. Check points serve solely in independent error checks, not for bias 

modeling, but this division is limited if the GCP count is insufficient. The biases ob-

served in the tested Kompsat-3A data ranged from −28 to 31 pixels, corresponding to 

approximately 18~20 m, highlighting the necessity for improvement in large-scale map-

ping and GIS analysis. Additionally, dense GCPs facilitated the graphical plotting of 

skewed error changes across the tested Kompsat-3A data. While each dataset exhibited 

distinct bias patterns, noticeable fluctuations in bias along the image line were evident. 
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4. Discussion

Detailed error pattern analysis in satellite image bias modeling necessitates abundant
and well-distributed GCPs across the target image. Manual acquisition of numerous
GCPs is impractical due to time and cost constraints, as highlighted in previous studies
emphasizing the need for efficiency in GCP acquisition. Consequently, most prior research
relied on a limited number of GCPs, resulting in sparse data. An automated process
becomes pivotal to overcoming this acquisition limitation. This process involves extracting
GCP chips from aerial orthoimages and determining image coordinates using robust image-
matching techniques, yielding satisfactory outcomes in this study. Robust image matching
allowed for the generation of a substantial amount of GCP information up to 100–200 points
per tested Kompsat-3A image space. Obtaining dense GCPs over geographically uniform
areas might prove challenging such that test images over the urban area were selected in
the study.
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An added advantage of dense GCP information lies in their categorization into control
and check points. Check points serve solely in independent error checks, not for bias
modeling, but this division is limited if the GCP count is insufficient. The biases observed in
the tested Kompsat-3A data ranged from −28 to 31 pixels, corresponding to approximately
18~20 m, highlighting the necessity for improvement in large-scale mapping and GIS
analysis. Additionally, dense GCPs facilitated the graphical plotting of skewed error
changes across the tested Kompsat-3A data. While each dataset exhibited distinct bias
patterns, noticeable fluctuations in bias along the image line were evident. This non-
uniform bias underscores the significance of well-distributed GCPs, aligning with insights
from prior studies.

In the error analysis across diverse GCP zone cases, maximum errors reached 10 pixels
for the single zone case, while errors were confined within 3 pixels for cases involving four
or five zones. The three-zone case mostly yielded accuracy similar to that of the four- and
five-zone cases in RMSE, yet occasional maximum errors of up to 4.5 pixels were observed.
Hence, it is recommended to utilize GCPs covering at least four or five zones. In scenarios
with limited GCP acquisition, such as three zones, it is advisable to avoid a straight-line
zone distribution.

It is expected that more and more high-resolution satellite images including constel-
lation satellites will be used in the fields of remote sensing and geospatial analysis. The
experimental results put an emphasis on bias pattern analysis before they decide on the
efficient and economic geometric processing approach for the satellite images. In addition,
future research should include the exploration of alternative methods or strategies for bias
compensation in scenarios where dense GCP information is not feasible or available.

5. Conclusions

The automatic derivation of dense GCP information from aerial orthoimages facilitated
a detailed error pattern analysis of Kompsat-3A data. During bias analysis, most Kompsat-
3A data exhibited geometric skewness, necessitating the implementation of an affine model
for accurate bias compensation. The dense GCPs were categorized based on their respective
zones within the Kompsat-3A image space. Subsequent error analysis was conducted for
various experimental cases, ranging from GCPs occupying only one zone to those covering
all nine zones. As the number of zones increased, the errors in bias modeling decreased,
reaching a stabilization point observed in the cases involving three zones. These empirical
findings lead to the conclusion that for reliable RPC bias compensation, especially when
aiming for high accuracy with an RMSE of one pixel, GCPs covering at least four or five
zones should be utilized. Notably, it was observed that GCPs covering three zones yielded
satisfactory results as a minimum requirement. However, their effectiveness was contingent
upon their distribution, avoiding a straightforward zoning pattern.
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