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Abstract: Personal assistant robots provide novel technological solutions in order to monitor people’s
activities, helping them in their daily lives. In this sense, unmanned aerial vehicles (UAVs) can
also bring forward a present and future model of assistant robots. To develop aerial assistants,
it is necessary to address the issue of autonomous navigation based on visual cues. Indeed,
navigating autonomously is still a challenge in which computer vision technologies tend to play
an outstanding role. Thus, the design of vision systems and algorithms for autonomous UAV
navigation and flight control has become a prominent research field in the last few years. In this
paper, a systematic mapping study is carried out in order to obtain a general view of this subject.
The study provides an extensive analysis of papers that address computer vision as regards the
following autonomous UAV vision-based tasks: (1) navigation, (2) control, (3) tracking or guidance,
and (4) sense-and-avoid. The works considered in the mapping study—a total of 144 papers from
an initial set of 2081—have been classified under the four categories above. Moreover, type of UAV,
features of the vision systems employed and validation procedures are also analyzed. The results
obtained make it possible to draw conclusions about the research focuses, which UAV platforms are
mostly used in each category, which vision systems are most frequently employed, and which types of
tests are usually performed to validate the proposed solutions. The results of this systematic mapping
study demonstrate the scientific community’s growing interest in the development of vision-based
solutions for autonomous UAVs. Moreover, they will make it possible to study the feasibility and
characteristics of future UAVs taking the role of personal assistants.
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1. Introduction

The use of unmanned aerial vehicles (UAVs) has significantly increased in recent years.
These aircraft are mainly characterized by the fact that they allow access to remote places without the
direct intervention of a human operator aboard. These places are generally difficult to access and/or
have unfavorable conditions. UAVs’ abilities are permitting their use in manifold applications, such as
remote sensing, support in emergency situations, inspection of infrastructures, logistics systems,
professional photography and video, and precision agriculture spray systems, among others [1].
An emerging domain is flying assistance robotics, where UAVs come through with a present and future
model of fully autonomous personal monitoring capacities. Some examples are Aire, a self-flying
robotic assistant for the home [2], Fleye, a personal flying robot [3], and CIMON and Astrobee,
flying assistant robots in the space station [4,5].
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Personal assistant robots are principally based on monitoring people’s activities in order to
provide them help and support in daily activities. Our current research interest is framed in this field.
One of our major objectives is to design an autonomous aerial vehicle to assist dependent people [6,7].
In this sense, it is necessary that a vision system captures images of the dependent person, which are
analyzed in order to determine the assistance required at each moment. Therefore, it is necessary to
address the problem of autonomous navigation in both indoor and outdoor environments. In other
words, the UAV must perform flights in a completely autonomous manner. At this point, and given
the need to have a vision system for monitoring the assisted person, both issues may be intertwined.

In this respect, a series of complex operations must still be solved in order to achieve fully
autonomous UAVs. Full autonomous navigation means flying in an environment without even
requiring the control of an operator on land. In this respect, it should be noted that a UAV requires
sensors to (a) measure the aircraft’s state, (b) sense the environment, (c) detect landmarks and targets
(in tracking missions), and even (d) detect both static and dynamic obstacles, among others, if it is to
fly autonomously. Moreover, it is necessary to integrate this information into a control system so as to
ensure that the movement of the aircraft is accurate and safe.

Vision systems play an outstanding role as regards performing all these complex and interrelated
tasks, since images captured by a vision camera contain a vast amount of data concerning the flight
environment. This information is then extracted and analyzed by using computer vision algorithms to
obtain useful information for navigation and flight control. As a result, the amount of works focused
on the development of solutions based on computer vision for autonomous UAVs has grown notably
in the last few years. We therefore present a systematic mapping of literature in order to summarize
and analyze the research carried out on this topic.

A systematic mapping is a method that is employed to review, classify and structure documents
focused on a specific research topic. Systematic mapping studies were initially used principally in the
field of medical research, but they are now also being applied to other areas related to engineering and
new technologies, such as web development [8], mobile devices [9], social-technical congruence [10],
and unmanned aerial systems in smart cities [11]. With regard to the topic of computer vision systems
in mobile robots, reviews and meta-analyses have been presented for both ground [12] and aerial
vehicles [13–15]. However, a systematic mapping study that provides an objective procedure with
which to identify the nature and extent of the research on this topic has not been conducted to date.
This is, therefore, to the best of our knowledge, the first systematic mapping study focused on how
computer vision is being used in autonomous flying robots. Its purpose is to provide a global view of
those papers that introduce computer vision-based solutions for autonomous UAVs.

The paper is organized as follows. Section 2 describes the research method used, including
the research questions and classification scheme. Section 3 presents the results obtained from the
systematic mapping study. Finally, Section 4 provides the main findings of the study and Section 5 the
most relevant conclusions.

2. Methods

A systematic mapping study “maps” a research area by classifying papers in order to identify
which topics are well-studied and which need additional study. Therefore, a systematic mapping
study aims to get an overview of a certain research area and how far it is covered in research by
studying the research field by using methods from information retrieval and statistical analysis.
The present systematic mapping study has been performed on the basis of guidelines provided by
the Template for a Mapping Study Protocol [16]. Figure 1 illustrates the methodology used. It mainly
consists of four steps: (1) the definition of the research questions in order to determine the search
strategy, (2) performing the search to obtain an initial set of documents, (3) the screening of papers to
select the most relevant ones, and (4) the classification and mapping process carried out in order to
eventually obtain the results. The research questions, search strategy, inclusion and exclusion criteria,
studies selection and classification scheme are detailed below.
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Figure 1. Systematic mapping process.

2.1. Research Questions

As stated before, the goal of this systematic mapping study is to provide an overview of the
current research on the topic of computer vision in autonomous UAVs. This way, we will obtain a broad
view of navigation and flight control operations in which computer vision is relevant. Consequently,
it will be possible to address future in-depth studies for the development of autonomous aerial robots,
and, particularly, assistant UAVs. This overall approach has led to the following research questions:

• RQ1: How many papers have been published on computer vision in autonomous UAVs?
This first question aims to discover the number of works about the use of computer vision in
autonomous UAVs that have been published and the forums in which these papers are most
frequently published.

• RQ2: How is computer vision used in autonomous UAVs?
The second question concerns the idea of grouping articles according to the type of operation for
which computer vision is used. Four main categories related to navigation, stability and maneuver
control, guidance or tracking, and obstacle detection and avoidance are considered. This enables
us to know on what areas the research is principally focused, and allows us to carry out a more
in-depth analysis of the remaining questions.

• RQ3: What types of UAVs have been used in the proposed solutions?
One of the most determining aspects is to discover for what type of UAV platform each proposal
has been designed and validated. This is precisely the goal of the third question. In addition,
by considering the first classification on the use of vision, we can get an idea of which type of
UAV is most frequently used in each operation.

• RQ4: What are the characteristics of the vision systems?
The number, localization, and orientation of the cameras will be analyzed at this point in order to
draw conclusions about the main features of the vision systems commonly used in each navigation
and flight control area.

• RQ5: What is the validation process for each proposed solution?
The last research question is related to the kind of tests carried out to validate the proposals; flight,
experimental, and simulation trials, or a combination of them. The idea is to perform an analysis
of the kind of tests most frequently performed for each main category considered.

2.2. Research Strategy

A search string was defined in order to automatically find articles that use computer vision
technologies for the autonomous navigation and control of UAVs by using terms related to the two
main concepts: UAV and vision. The search string was, therefore, composed of two parts. The first part
contained words related to autonomous aircraft, while the second was defined by employing terms
related to computer vision. Table 1 shows the definition of the search string, in which the Boolean OR
was used to join terms and synonyms, and the Boolean AND was used to join the two main parts.
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Table 1. Search string.

Concept Alternative Terms and Synonyms

UAV (“unmanned aerial vehicle” OR “unmanned air vehicle” OR
“unmanned aircraft systems” OR “UAV” OR “UAS” OR “autonomous
aerial vehicles” OR “aerial robotics” OR “flying machines” OR
“quadrotor” OR “quad-rotor” OR “quadcopter” OR “helicopter” OR
“rotorcraft” OR “VTOL” OR (“vertical taking off” AND “landing”))

AND
vision (“vision” OR “image” OR “visual” OR “video” OR “artificial

intelligence” OR “camera” OR “lidar”)

2.3. Inclusion and Exclusion Criteria

Inclusion and exclusion criteria were formulated in close relation to our current research interests
in aerial assistant robots. In this sense, we only focused on works concerning technological solutions
and not on their acceptance. Thereby, only papers published in Engineering and Computer Science on
autonomous vision-based navigation and flight control solutions for individual UAVs (not swarm or
multi-UAVs) were considered. In this manner, inclusion and exclusion criteria were defined as follows:

• Inclusion criteria:

◦ I1. Papers focused on computer vision for autonomous UAVs.
◦ I2. Papers whose subject area is Engineering or Computer Science.
◦ I3. Papers written in English.
◦ I4. Papers published until 31 December 2017.

• Exclusion criteria:

◦ E1. Review papers.
◦ E2. Papers describing missions with multiple UAVs.
◦ E3. Papers focused only on recording and/or enhancing aerial images.
◦ E4. Papers focused on designing UAV simulators or hardware.
◦ E5. Papers not focused on UAV navigation or flight control.

2.4. Selection of Studies

This section shows details of the results obtained during the process of selecting the papers
(see Figure 2).

The Scopus database was selected with the objective of finding papers containing the words
related to UAVs and vision defined by the search string (see Table 1) in their title, abstract or keywords.
Additionally, some options of the Scopus search engine were used to limit the results to papers
published in the areas of Engineering or Computer Science (I2), written in English (I3), and published
until December 2017 (I4). The complete research string can be consulted in Figure 2.

The search took place in June 2018 and resulted in a total of 2081 papers. After collecting the
papers, eight duplicated works were removed and the other 2073 articles were passed through a
screening process composed of three filters. Firstly, a manual screening was carried out to analyze
them. In this stage, we observed that many papers referred to vision systems in remotely controlled
UAVs (not autonomous) or that the flight control system did not depend on visual information. In the
kind of papers mainly focused on applications such as remote sensing, the vision system is not,
therefore, used for the navigation and/or flight control of autonomous UAVs, signifying that inclusion
criterion I1 was not completely met. An automatic filter (see details in Figure 2) was consequently
applied to ensure the effectiveness of this criterion.
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Literature Search June 2018
Inclusion criteria I1, I2, I3, I4

Database: Scopus

Results obtained in the search (n=2,081)

Repeated articles (n=8) 

Excluded articles after screening of 
title, abstract and keywords (n=97) 

Exclusion Criteria E1 - E5 

Articles to pass an automatic filter considering title, 
abstract and keywords (n=2,073)

Excluded by the filter (n=1,815) 
Certainty < 95%

Total number of articles (n=258)

Articles to be screened on basis of full text (n=161)

Excluded (n=17) 
Exclusion Criteria E3 - E5

Articles to be included in the mapping study (n=144)

TITLE-ABS-KEY ((“unmanned aerial vehicle” OR “unmanned air 
vehicle” OR “unmanned aircraft systems” OR “UAV” OR “UAS” 
OR “autonomous aerial vehicles” OR “aerial robotics” OR “flying
Machines” OR “quadrotor” OR “quad-rotor” OR “quadcopter” 
OR “helicopter” OR “rotorcraft” OR “VTOL” OR (“vertical taking
off” AND “landing”)) AND (“vision” OR “image” OR “visual” OR 
“video” OR “artificial intelligence” OR “camera” OR “lidar”)) 
AND (LIMIT-TO ( SRCTYPE , “j”)) AND (LIMIT-TO (DOCTYPE , 
“ar”)) AND (LIMIT-TO (SUBJAREA , “ENGI”) OR LIMIT-TO 
(SUBJAREA , “COMP”)) AND (LIMIT-TO (LANGUAGE , “English”)) 
AND (EXCLUDE (PUBYEAR, 2018)).

SEARCH STRING: SCOPUS

Terms related to autonomous UAVs:
• UAS
• UAV
• unmanned & aerial vehicle
• unmanned & air vehicle
• unmanned & aircraft system
• autonomous & aerial vehicle
• autonomous & air vehicle
• autonomous & vertical  

taking off and landing

Terms related to vision: 
• camera
• vision
• visual

AUTOMATIC FILTER: TERMS

• autonomous & helicopter
• autonomous & quadrotor
• autonomous & quad-rotor
• autonomous & quadcopter
• autonomous & rotorcraft
• autonomous & VTOL
• autonomous & aircraft system
• autonomous & flying machine

Figure 2. Systematic search consort diagram.

The idea was that papers that contained at least one term (or a pair of terms) on UAVs and at least
one vision term in title, abstract and keywords, would attain a 100% certainty percentage. When the
presence of these terms in any of these fields decreased, their percentage also decreased. After the
application of the automatic filter—which excluded a total of 1815 articles whose certainty percentage
was lower than 95—two filtering processes were manually performed.

During a first manual screening, each record retrieved from the automated filter was evaluated to
decide whether or not it should be excluded by reading its title, abstract and keywords. As a result,
97 of the 258 remaining papers were excluded because their title, abstract or keywords met at least
one of the exclusion criteria E1 to E5. After removing these papers, a last filter was applied using the
same exclusion criteria but this time screening the full-text. In this step, after reading the complete text
of the remaining 161 articles, 17 works were not included in the final selection owing to the fact that
they satisfy at least one of the some exclusion criteria E3 to E5. After carrying out the selection process,
a total of 144 articles were considered in order to carry out the systematic mapping study.

2.5. Classification

The papers were classified according to four properties that were used to answer the research
questions (see Figure 3): the Task for which computer vision has been used, the Class of UAV for which
the vision-based solution has been designed, the Vision System employed, and the Validation Process
used to test the solution.
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Figure 3. Classification scheme.

2.5.1. Vision-Based Task

With regard to RQ2 (Use of Computer Vision), each paper was classified in one of the following
main categories:

◦ Visual Navigation: The navigation task includes determining the aircraft’s position and orientation
(e.g., [17–19]). Sensors are, therefore, required to measure the aircraft’s state and to sense the
flight environment. Here, the main feature when compared to those of other solutions is the
use of a vision system as the main sensor, which may be complemented by other sensors
(e.g., inertial measurement units, global positioning systems) in order to correct the visual
estimation. Two examples are shown in Figure 4. These are a quadrotor using artificial visual
markers to estimate its position in an indoor environment (see a.1), and a vision-based terrain
referenced navigation approach, in which aerial images are compared with a digital terrain
elevation database to estimate the UAV’s position (see a.2).

◦ Vision-Based Control: The aircraft’s position and orientation are controlled on the basis of
the information captured by vision sensors and subsequently processed by computer vision
algorithms (e.g., [20–22]). The vision-based control of UAVs began in the 1990s. Since then,
several solutions have been proposed in order to address operations such as stabilization to
maintain a constant altitude and/or a straight flight (see b.1), and maneuver control to guide a
UAV so that it performs a specific and precise movement, such as positioning with respect to a
visual mark (see b.2). When the information obtained by a vision system is integrated into the
control loop directly, this is called visual servoing. In this case, the control law depends directly on
the error signal obtained from visual information.

◦ Vision-Based Tracking/Guidance: In vision-based tracking or guidance, the UAV control system is
designed to perform a flight based on relative navigation with respect to a target—usually in
motion—or a flight path defined by a series of visual references or features (e.g., [23–25]).
A vision-based system must, therefore, be able to detect the target or visual reference, estimate
its position and determine the actions required to control the UAV’s flight path. Two examples
are presented in Figure 4. There is a mobile target tracking by a fixed-wing UAV (see c.1) and a
quadrotor following a visual path defined by images of a previously known environment (see c.2).

◦ Vision-Based Sense-and-Avoid (SAA): A completely autonomous navigation requires the ability
to detect and avoid both static and dynamic obstacles. When these tasks are performed on the
basis of the information captured and processed by a vision system, we refer to vision-based
sense-and-avoid (e.g., [26–29]). The main objective is, therefore, to use one or more cameras to
detect possible collisions with objects or even with other aircraft, and to determine the control
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actions required to achieve a collision-free flight. Two examples of vision-based SAA operations
are illustrated in Figure 4. We have a quadrotor detecting the approach to an obstacle in its flight
path (see d.1), and a mapping-based autonomous flight of a quadrotor in a coal mine (see d.2).

(a.1)

(b) Vision-Based Control

(c) Vision-Based Tracking /Guidance (d) Vision-Based SAA

(a) Visual Navigation

(a.2)

(b.1) (b.2)

(c.1)

(c.2)

(d.1) (d.2)

Figure 4. Examples of vision-based tasks. (a) visual navigation: a.1 (reprinted from [19] under the
terms of the Creative Commons Attribution License), a.2 (reprinted by permission from Springer
Nature: [30], Copyright 2012); (b) vision-based control: b.1 (reprinted from [31] under the terms of the
Creative Commons Attribution License), b.2 (reprinted from [32] by permission from Taylor & Francis
Ltd); (c) vision-based tracking/guidance: c.1 (illustration of a target tracking mission, e.g. [33]), c.2
(reprinted from [34], Copyright 2010, with permission from Elsevier); (d) vision-based sense-and-avoid:
d.1 (reprinted from [29] under the terms of the Creative Commons Attribution License), d.2 (reprinted
from [35] by permission from John Wiley and Sons).

2.5.2. Class of UAV

With regard to RQ3 (UAV Platform), each paper was classified into one of the following classes of
UAV according to the aircraft’s configuration [36,37]:

◦ Fixed-Wing: This aircraft consists basically of a rigid wing that has a predetermined airfoil,
which makes flight possible by generating lift due to the UAV’s forward airspeed. This airspeed
is generated by the forward thrust produced usually by a propeller turned by an electric motor.
It is mainly characterized by its high cruise speed and long endurance and is mostly used for long
distance, long range and high altitude missions (e.g., [38–41]). Two models of fixed-wing UAVs
are illustrated in Figure 5 (see a.1 and a.2).

◦ Rotatory-Wing: These aircraft have rotors composed of blades in constant motion, which produce
the airflow required to generate lift. These flying machines, which are also called vertical take-off
and landing (VTOL) rotorcraft, are normally used for missions that require hovering flight.
They allow a heavier payload, easier take-off and landing, and better maneuvering than fixed-wing
UAVs (e.g., [42–45]). The most common models are helicopters and quadrotors, a multi-rotor
aircraft with four rotors that is widely used at present [46]. Figure 5 displays two such models,
a helicopter (see b.1), and a quadrotor, also named quadcopter (see b.2).

◦ Flapping-Wing: This class of micro-UAV reproduces the flight of birds or insects [47–49]. It has an
extremely low payload capability and low endurance owing to its reduced size. However,
flapping-wing UAVs have low power consumption and can perform vertical take-offs and
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landings. Despite these advantages, the difficulties related to their construction and set-up are
still relevant today. Two designs of these novel aircraft are illustrated in Figure 5 (see c.1 and c.2).

◦ Airship: An airship or dirigible is a “lighter-than-air” aircraft that is steered and propelled
through the air by using rudders and propellers or another thrust. These aerostatic aircraft
stay aloft by filling a large cavity like a balloon with a lifting gas. Major types of airship are
non-rigid (or blimps), semi-rigid and rigid. A blimp (technically a “pressure airship”) is a powered,
steerable, lighter-than-air vehicle whose shape is maintained by the pressure of gases within its
envelope [50]. Since no energy is expended to lift this aircraft, the saving is used as a power
source for displacement actuators, thus enabling long-duration flights. In addition, this air vehicle
has the capability to work safely at low levels, close to people and buildings [51,52]. Figure 5
shows two examples of airship, namely, a blimp UAV (see d.1), and an innovative blimp UAV in
spherical-shape (see d.2).

(a) Fixed-Wing UAV

(a.1)
(b.1)

(a.2) (b.2)

(b) Rotatory-Wing UAV (c) Flapping-Wing UAV

(c.1)

(c.2) (d.2)

(d.1)

(d) Airship UAV

Figure 5. Classes of Unmanned Aerial Vehicles (UAVs): Examples of commercial and prototype aircraft.
(a) fixed-wing UAV: a.1 Sig rascal model (reprinted from [53] by permission from American Society of
Civil Engineers), a.2 fixed-wing platform (reprinted from [38] under the terms of the Creative Commons
Attribution License); (b) rotatory-wing UAV: b.1 Yamaha Rmax helicopter (reprinted from [54] under
the terms of the Creative Commons Attribution License), b.2 experimental platform based on an
Ascending Technologies Pelican quadrotor (reprinted from [35] by permission from John Wiley and
Sons); (c) flapping-wing UAV: c.1 Robo Raven V (reprinted from [55] under the terms of the Creative
Commons Attribution License), c.2 Carbonsail Ornithopter kit (reprinted from [49] under the terms of
the Creative Commons Attribution License); (d) airship: d.1 Airship ACC – 15X developed by CS AERO
(https://www.csaero.cz/en), d.2 Skye drone developed by AEROTAIN (http://www.aerotain.com/).

2.5.3. Vision System

With regard to RQ4 (Vision System), each paper was first classified by considering the number of
cameras as:

◦ Monocular: A vision system with just one camera is used as a vision-based solution (e.g., [56–59]).
An example of a monocular system is displayed in Figure 6 (a.1).

◦ Multi-camera: A vision system with two or more cameras is employed in the proposed approach.
Here, the cameras are separate or have different orientations (e.g., [60–62]). A multi-camera
configuration is illustrated in Figure 6 (a.2).

◦ Stereo: A special and widely used case of a multi-camera system with two cameras in a stereo
configuration (in the same localization and with the same orientation) or a stereo-camera (two
vision sensors) is employed for the vision-based proposal (e.g., [63–66]). A stereo vision system is
presented in Figure 6 (a.3).

https://www.csaero.cz/en
http://www.aerotain.com/
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In addition to the number of cameras, their location either on board the UAV or on the ground,
and the orientation of the system, that is, where the vision sensors look (in the direction of the flight,
toward the ground, or toward the UAV itself), was also considered to complete the classification
according to the vision system used. Figure 6 shows several configurations considering the location
and orientation of the cameras (see b.1, b.2 and b.3).

VISION SYSTEM

(a.1) Monocular

(b.1) On Board
Downwoard-Looking

(a.2) Multi-camera

LOCATION AND ORIENTATION

(a.3) Stereo
(b.3) On Ground
Toward the UAV

(b.2) On Board
Forward-Looking

Figure 6. Classes of vision system and examples of configurations (location and orientation). (a.1)
monocular (reprinted from [67] under the terms of the Creative Commons Attribution License); (a.2)
multi-camera (reprinted by permission from Springer Nature: [68], Copyright 2014); (a.3) stereo
(reprinted by permission from Springer Nature: [69], Copyright 2011); (b.1) on board camera pointing
downward (reprinted by permission from Springer Nature:[18], Copyright 2015); (b.2) on board stereo
camera pointing forward (reprinted by permission from Springer Nature: [70], Copyright 2013); (b.3)
on ground stereo camera pointing toward the UAV (reprinted from [66] under the terms of the Creative
Commons Attribution License.)

2.5.4. Type of Validation

With regard to RQ5 (Validation Tests), each paper was classified into one or more of the following
types of trials (see Table 2):

◦ Flight: In this case, the proposed solution has been tested during a real flight of a UAV in outdoor
and/or indoor environments (e.g., [68,71,72]). The UAV may sometimes be controlled by an
operator (remotely or manually) during the flight.

◦ Experimental (e.g., [73–75]): Two kinds of experiments were considered: offline tests with which to
validate the proposed solution by using data and images recorded on a previously performed
flight, and lab tests in which the proposal is tested by using a laboratory platform that simulates
the dynamic behavior of a real aircraft (for instance, Twin Rotor MIMO System [76–78]).

◦ Simulation: In this kind of trial, the proposed solution is validated by means of simulation tests,
such as hardware-in-the-loop simulations (HILS), image-in-loop simulations (IILS), virtual reality
environments, and numerical simulations. In all these cases, the main feature is that the flight of a
model or virtual aircraft is simulated (e.g., [79–82]). With respect to the camera employed, it is a
real device (physical), a virtual camera in a 3D environment or even a model that represents its
behavior by providing theoretical measurements that would be obtained with computer vision.
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Table 2. Validation process. Features of the trials.

Validation Process Aircraft Camera Environment Flight

Flight UAV Physical Indoor/Outdoor Real-Time

Experimental
Offline Tests UAV Physical Indoor/Outdoor Offline
Lab Tests UAV/Platform Physical Lab Limited

Simulation
Hardware-in-the-Loop Simulation (HILS) Virtual/Model Physical Virtual Simulated
Image-in-Loop Simulation (IILS) Virtual/Model Physical Indoor/Outdoor Simulated
3D Virtual Reality Virtual Virtual Virtual Simulated
Numerical Simulation Model Model Model Simulated

3. Results

In this section, we respond to the five research questions described previously in accordance with
the literature selected.

3.1. RQ1: How Many Papers Have Been Published on Computer Vision in Autonomous UAVs?

According to the classification and mapping process, a total of 144 papers have been published on
computer vision for autonomous UAVs during the period studied (until December 2017). The annual
trend of the papers is shown in Figure 7, which illustrates the evolution of the number of works focused
on computer vision for the navigation and control of UAVs since 1999. Despite an initial slow growth
in the early years, a boom started in 2007 when the amount of research began to grow remarkably.
Since that year, the extension has been continuous and the number of papers published in recent years
has been very significant, demonstrating that the subject matter of this review is of great interest to the
scientific community.

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Papers 1 0 0 1 1 1 1 1 5 5 9 9 11 8 14 14 12 26 25

-5

0

5

10

15

20

25

30

Figure 7. Annual trend of publications.

The 144 papers were published in 68 journals. As shown in Table 3, more than half of the papers
originate from 13 top venues. Almost a third of the total works belong to the top five venues, which
include five or more papers each. It is noteworthy that the Journal of Intelligent & Robotic Systems
contains 23 papers (≈16% of the total). The full list of papers from the 68 journals can be consulted in
Appendix A.
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Table 3. List of the most popular publication venues.

Journal N % Papers

Journal of Intelligent & Robotic Systems 23 15.97% [18,20,27,30,40,51,68,69,71,73,83–95]

IEEE Transactions on Aerospace and
Electronic Systems 7 4.86% [28,96–101]

Sensors 7 4.86% [17,29,31,66,72,102,103]

International Journal of Advanced Robotic
Systems 5 3.47% [38,64,104–106]

Journal of Guidance, Control,
and Dynamics 5 3.47% [33,39,107–109]

Autonomous Robots 4 2.78% [58,110–112]

IEEE/ASME Transactions on Mechatronics 4 2.78% [22,59,113,114]

Journal of Field Robotics 4 2.78% [35,75,115,116]

Robotics and Autonomous Systems 4 2.78% [117–120]

Canadian Aeronautics and Space Journal 3 2.08% [121–123]

Control Engineering Practice 3 2.08% [34,124,125]

IEEE Transactions on Industrial Electronics 3 2.08% [44,126,127]

IEEE Transactions on Robotics 3 2.08% [128–130]

Other 55 Journals 69 47.92%
[19,21,23–25,32,41–43,45,53,54,57,60–63,65,
74,80–82,131–177]

Considering the Journal Citation Reports (JCR), some conclusions can be drawn. According
to data from year 2007, most of the 68 journals have a notable impact factor (IF) for categories
such as ‘Engineering, Aerospace’, ‘Robotics’, ‘Automation & Control Systems’, ‘Instruments &
Instrumentations’ and ‘Computer Science, Artificial Intelligence’. Figure 8 represents the number
of journals (and the papers published) within each JCR quartile. In this respect, 124 of 144 papers
(over 86%) were published in indexed journals. These numbers make it possible to highlight the
scientific relevance of the papers considered in this systematic mapping study. This also shows that the
development of a fully autonomous UAV capable of flying without the control of a human operator is
a challenging and multidisciplinary problem. This is a remarkable sign of the complexity involved in
the development of solutions based on computer vision for UAV navigation and flight control.

Q1 Q2 Q3 Q4 Not Indexed

Journals 19 13 8 12 16

Papers 44 30 33 17 20

0

5

10

15

20

25

30

35

40

45

Figure 8. Quartile distribution of the number of journals and papers according to Journal Citation
Reports (year 2017).
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3.2. RQ2: How Is Computer Vision Used in Autonomous UAVs?

Depending on the task for which computer vision has been employed, each paper has first
been classified into four main categories: 1. Visual Navigation, 2. Vision-Based Control, 3. Vision-Based
Tracking/Guidance and 4. Vision-Based Sense-and-Avoid (SAA). It should be noted that solutions presented
in more than one paper have been considered only once, and those papers that deal with different
operations will be classified only according to the main task considered.

3.2.1. Distribution and Annual Trend per Category

The way in which the 144 papers are distributed in the four main categories is shown in Figure 9.
The graph shows the number of papers in each main category and also details the classification that
has been carried out considering the specific operation addressed. The results show that practically
two of every three papers belong to the first two categories, 41 are focused on the design of visual
solutions for UAV navigation (cat. 1) and 55 present control algorithms based on the information
provided by a vision system (cat. 2) . The remaining papers are divided into the two other categories:
33 and 15 papers focus on developing solutions for the visual guidance of a UAV (cat. 3) and solutions
to allow a UAV to detect and avoid obstacles during its flight (cat. 4) , respectively.

41
29%

55
38%

33
23%

15
10%1. Visual Navigation

2. Vision-Based Control

3. Vision-Based Tracking/Guidance

4. Vision-Based Sense-and-Avoid (SAA)
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Figure 9. Category distribution over the database.

The number of works published annually within each main category can be consulted in Figure 10.
In general, an upward trend that is remarkable for the second and third categories can be appreciated.
When considering the publication year, we can highlight that the earlier works appertain to the two
first categories, while papers presenting vision-based solutions for the guidance or detection and
avoidance of obstacles are more recent. In our opinion, this is a clear consequence of the fact that
navigation and control are basic (essential) tasks to be dealt with before confronting more complex
tasks, such as objective/obstacle tracking and avoidance. Flying autonomously and safely requires the
design of more complex and robust control systems. Another noteworthy fact is that, except in the
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first years (2000–2001), works on computer vision for UAVs have appeared annually, and, since 2013,
the works have been distributed in the four categories. These data highlight the scientific community’s
current interest in the development of computer vision systems for different navigation and flight
control operations.

1999 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

1. Visual Navigation 1 1 6 3 4 4 6 3 2 7 4

2. Vision-Based Control 1 1 1 1 2 2 2 3 5 3 6 3 5 9 11

3. Vision-Based Tracking/Guidance 3 3 1 2 1 1 4 3 7 8

4. Vision-Based SAA 1 1 1 1 4 2 3 2

0

2

4

6

8

10

12

Figure 10. Annual trend per category.

The data for the classification according to the specific operation can be consulted in Table 4. It
shows the complete list of the 144 papers grouped into twelve subcategories (three for each main
category). The operations considered and the results obtained are discussed below.

Table 4. List of papers per category.

Category N % Papers
1. Visual Navigation
1.1. Self-Localization 10 6.94% [19,30,54,73,85,100,101,111,156,171]

1.2. State Estimation 19 13.19%
[18,65,69,93,95,105,108,110,112,117,119,120,133,136,
139,141,148,167,173]

1.3. Based on SLAM 12 8.33% [17,51,68,84,86,126,146,159,160,164,175,176]
2. Vision-Based Control
2.1. Stabilization 4 2.78% [21,31,131,140]

2.2. Control of Maneuvers 24 16.67%
[22,32,44,45,60,61,72,87,88,97,99,109,114,115,128–130,
142,144,150,162,163,165,177]

2.3. Autonomous Landing 27 18.75%
[20,38,40,41,58,62,64,66,74,82,89,90,92,102–104,106,
107,113,116,118,123,125,134,135,152,170]

3. Vision-Based
Tracking/Guidance

3.1. Target Tracking 17 11.81%
[24,33,59,80,81,121,124,132,145,149,151,153–155,166,
168,169]

3.2. Features/Path Tracking 6 4.17% [25,34,53,94,127,157]
3.3. Autonomous Aerial
Refueling (AAR) 10 6.94% [23,42,57,63,96,137,138,147,161,174]

4. Vision-Based
Sense-and-Avoid (SAA)
4.1. Detection and
Avoidance of Intruders 5 3.47% [27,39,43,75,98]

4.2. Mapping-based
Obstacle Avoidance 6 4.17% [28,35,71,91,122,158]

4.3. Autonomous Flight and
Obstacle Avoidance 4 2.78% [29,83,143,172]
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3.2.2. Vision-Based Task

Category 1. Visual Navigation

Firstly, it should be kept in mind that the flight control of a UAV depends principally on knowing
where the UAV is and where it wants to go. Knowledge of the aircraft’s state is, therefore, essential.
Therefore, it seems logical that navigation solutions have been the focus of much research carried
out to date. The subcategories considered within the first category are: 1.1 Self-Localization for those
papers that use computer vision to determine the aircraft’s position within the flight environment
(19 papers); 1.2 State Estimation for papers focused on solutions by which to compose the aircraft’s
state using visual information (based principally on visual odometry) (10 papers); and, 1.3. Based on
SLAM to classify vision-based solutions that simultaneously determine the aircraft’s localization and
build a map or model of the flight environment (12 papers). At this point, it is important to note that
other sensors are frequently used to complement and correct the visual ones. The most common are
global positioning systems (only for outdoors), inertial measurement units, and altimeters.

Unfortunately, this information is not clearly detailed in some papers analyzed, especially papers
in which validation trials do not consist of real flights. For this reason, the study of complementary
sensors had not been considered in this mapping study. However, it would be interesting to address
this issue in future more in-depth reviews.

Category 2. Vision-Based Control

This is the category in which the greatest number of papers has been found. In addition,
its tendency toward annual growth is highly notable. As mentioned above, vision-based control
consists of determining the actions required to control the aircraft’s position and orientation by using
visual information as a reference. In this second category, the papers have been classified, according to
their control purpose, into: 2.1. Stabilization when visual information is integrated into the control
system of the aircraft to stabilize its flight; principally using the skyline as a reference, or using
algorithms for the detection and compensation of movement; 2.2. Control of Maneuvers when the
objective is to regulate the UAV’s position in order to perform accurate movements such as positioning
in relation to a visual landmark; and 2.3 Autonomous Landing when the information provided by vision
sensors is integrated into the landing control system (papers focused on the detection of the landing
site and the consequent estimation of the aircraft’s pose to assist in landing have also been considered
here). The results show that stabilization is, without any doubt, the least frequent topic with only
four papers, while both the control of maneuvers and landing (a specific type of maneuver) are the
subcategories with a greater number of papers (24 and 27, respectively).

Visual Servoing

At this moment, it is important to introduce visual servoing [88], which means that the motion
of a UAV (or a robot, in general) is controlled with respect to a visual target, defined by features or
artificial landmarks. Visual information is directly integrated into the feedback control in this widely
used control approach. Three main methods are considered [163]: (a) position-based visual servoing
(PBVS), or 3D visual servoing, which involves the reconstruction of the target pose with respect to
the camera, (b) image-based visual servoing (IBVS), or 2D visual servoing, which aims to control the
dynamics of features directly in the image plane, and (c) hybrid visual servoing, or 2 1/2D visual
servoing, which is based on combining visual features obtained directly from the image, and features
expressed in the Euclidean space.

Of these three methods, the most commonly used is IBVS, in which the control action is directly
determined from the error signal obtained by comparing the actual image captured by the camera and
a reference image. This method has been used principally in maneuvers for rotatory-wing UAVs and in
landing for fixed-wing UAVs. Furthermore, the visual servoing scheme is not only limited to operations
classified under vision-based control. In fact, it has been widely used in target following missions
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(generally in motion). This is one of the operations considered in the vision-based guidance/tracking
category discussed below. In relation to visual servoing, motion capture systems like VICON are used
as complementary sensors (see, for instance, articles [109,145]) that estimate the velocity of the UAV
whilst the UAV looks toward the visual landmark. Unfortunately, motion capture systems are still
limited to a specific small volume inside research labs [178].

Category 3: Vision-Based Tracking/Guidance

This way, continuing with the third category, the papers have been classified into the following
groups: 3.1 Target Tracking when the proposed solution is designed so that a UAV detects and follows a
specific target (generally in motion); 3.2 Features / Path Tracking for papers in which a UAV is visually
guided to follow a path defined by images, or a UAV is guided through visual features that it must
detect and follow, such as lines on a road; and, finally, 3.3. Autonomous Aerial Refueling (AAR) which
groups those papers in which one UAV follows another in order to solve the problem of autonomous
resupply. It should be noted that some of the papers classified here address only the first stage of
the problem, that is, the pose estimation between the two UAVs involved in the refueling process
(tanker and receiver UAV). Of these subcategories, the most popular is target tracking with 17 papers,
while in second place we find the AAR subcategory with 10 papers, and, finally, the tracking of routes
or features with only six works.

Category 4: Vision-Based Sense-and-Avoid (SAA)

Lastly, the following subcategories have been considered for the fourth category: 4.1. Detection and
Avoidance of Intruders which includes solutions to avoid collisions with other aircraft, primarily through
evasive maneuvers; 4.2. Mapping-Based Obstacle Avoidance on the use of strategies to avoid obstacles
based on a mapping process and subsequent obstacle-free path planning; and, finally, 4.3. Autonomous
Flight and Obstacle Avoidance in which autonomous navigation in complex environments has been
addressed. In this last case, the UAV generally uses a strategy based on finding which path to follow
in order to avoid colliding with obstacles (e.g., navigation between a row of trees in orchard). Based on
the results obtained, the subcategory in which the highest number of papers has been published is
related to mapping-based solutions, with six papers, followed very closely by avoiding other aircraft
and autonomous flight, with five and four papers, respectively. All these operations are very close to
the concept of fully autonomous UAVs, and it is, therefore, foreseeable that research will continue to
focus on them in the near future.

3.3. RQ3: What Types of UAVs Have Been Used in the Proposed Solutions?

The papers have been grouped into Fixed-Wing, Rotatory-Wing, Flapping-Wing and Airship,
according to the aircraft’s configuration. Moreover, an additional Not Specified group has been
considered in order to classify those papers that do not detail the class of UAV.

3.3.1. Distribution and Annual Trend per UAV Class

The UAV class distribution over the total of 144 papers is shown in Figure 11. This graph shows
that, without any doubt, the most widely used UAV platform corresponds to the rotatory-wing class
(102 papers, 71%), followed by 25% that represents the fixed-wing class (37 papers). Only one paper
uses an airship UAV. Finally, three papers do not specify the type of UAV. The only class of UAV not
present in the systematic mapping study is, therefore, flapping-wing aircraft. Consequently, there is an
interesting gap on which future research should be focused. Moreover, considering the characteristics
of flapping-wing UAVs, they could be very useful for indoor applications and/or approaches requiring
a small aircraft.
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Figure 11. UAV class distribution over the database.

The above data are also endorsed when observing the annual trend considering the UAV class (see
Figure 12). This graph presents the annual evolution of the number of works. The data again provide
evidence of a greater use of rotatory-wing UAVs. Another noteworthy fact is that the use of rotary-wing
aircraft has continued since 1999, also showing a clear trend of growth, which can be considered almost
exponential in recent years. However, the other UAV classes have a discontinuous evolution over time.
With the exception of fixed-wing UAVs, for which some evolution can be appreciated, no conclusions
can be drawn for the remaining cases, given the small number of works.

1999 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Rotatory-Wing 1 1 1 1 1 1 2 1 7 5 8 8 10 10 8 17 20

Fixed-Wing 3 4 1 3 1 4 4 4 8 5

Airship 1

Not Specified 1 2 1

0

5

10

15

20

25

Figure 12. Annual trend per UAV class.

3.3.2. Concerning the Vision-Based Task and Type of UAV

If we consider the first classification regarding the computer vision task in each paper,
the distribution again shows that the most frequent type of UAV belongs to the rotatory-wing class.
Rotary-wing UAVs are the majority in all categories, and more clearly for the first two focused on
navigation and control. The papers that do not specify the type or employ a less frequent type of
UAV belong to categories 1. Visual Navigation and 4. Vision-Based Sense-and-Avoid (SAA). These papers
are usually validated by means of tests using images obtained from databases or satellite maps.
Furthermore, a more in-depth analysis has been performed considering the specific types of aircraft
within each class. Figure 13 shows the UAV class distribution over the four categories detailing the
type of UAV. This information is provided as “Class: Type of UAV”; for example, Rotatory-Wing:
Helicopter. When the type of UAV is not available, only the name of its class is indicated.
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Figure 13. UAV class distribution over the categories.

Starting with the most common Rotatory-Wing class of UAV, the types of UAV found in the analysis
are Helicopter, Quadrotor, Multirotor and Sit-On-Tail VTOL. Quadrotors are clearly the most widely used,
higlighting 18 papers in the control of maneuvers subcategory. In this respect, quadcopters are vehicles
with four rotors, relatively simple to control, with high maneuverability and the ability to hover.
All this, together with the wide range of low-cost quadrotors on the market, has made a significant
contribution to their clear predominance in the research developed to date. The second most frequent
type of rotary vehicles are helicopters, distantly followed in third place by multirotors. A Sit-On-Tail
VTOL aircraft, which is used in a paper on the control of maneuvers, is in the last position.

With respect to the second most common class, Fixed-Wing, we should point out that it is usual
not to provide details of which model of fixed-wing aircraft has been used. In fact, only three papers
provide this information. Two of them address the process of autonomous landing by using a Blended
Wing-Body aircraft, whereas a Shadow model is used in one paper on the detection and avoidance of an
intruder aircraft. Furthermore, the only UAV grouped in Airship is a Blimp, which is used in a paper
concerning visual navigation based on SLAM.

An additional fact is that these graphs once again show the predominance of rotary-wing air
vehicles over the fixed-wing category, not only as regards the number of articles, but also as regards
the fact that this type of air vehicle is present in all the subcategories considered, while fixed-wing
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air vehicles are used in only some of them. However, it should be highlighted that fixed-wing UAVs
are more used in operations related to high-altitude flight and large distances due to the features of
such airplanes. For instance, in the case of autonomous aerial refueling operations, whose purpose is,
in effect, to increase flight autonomy (the ability to perform the complete flight without the need of
making stops to refuel on the ground). Fixed-wing UAVs are also used frequently in stabilization of
the UAV’s flight regarding the skyline, and in detection and avoidance of other aircraft.

Finally, in order to conclude this extensive analysis of UAV platforms, the complete list of the 144
papers considered in this mapping study, classified according to the class of UAV and also detailing
the type of aircraft, is shown in Table 5.

Table 5. List of papers per UAV class.

UAV Class N % Papers

Rotatory-Wing: Helicopter 29 20.14%
[43,54,73,83,84,86,87,89,91,104–106,112,115–118,120,121,
127,141,142,144,148,152,163,170,175,176]

Rotatory-Wing: Multirotor 7 4.86% [42,63,68,131,138,169,172]

Rotatory-Wing: Quadrotor 65 45.14%

[17–22,24,25,28,29,32,34,35,44,58–62,69,71,72,74,80–82,85,
88,92–95,97,99,102,107,109–111,114,119,122,126,128–130,
132,135,136,139,143,145,146,149–151,153,159,160,162,164,
165,168,173,177]

Rotatory-Wing: Sit-On-Tail VTOL 1 0.69% [45]

Fixed-Wing 34 23.61%
[23,27,30,31,33,38,41,53,57,64–66,75,90,96,98,103,108,113,
123,124,133,134,137,140,147,154–157,161,166,167,174]

Fixed-Wing: Blended Wing-Body 2 1.39% [40,125]
Fixed-Wing: Shadow 1 0.69% [39]
Airship: Blimp 1 0.69% [51]
Not Specified 4 2.78% [100,101,158,171]

3.4. RQ4: What Are the Characteristics of the Vision System?

The 144 papers considered in this systematic mapping study have been classified with regard
to the vision system in terms of the number of cameras as Monocular (1 camera), Multi-camera
(2) (two cameras), Multi-camera (4) (four cameras), and, finally, a special type of multi-camera,
Stereo (two vision sensors in a stereo configuration, i.e., at the same location and oriented toward a
same point).

Concerning the vision systems, their location, that is, where they are installed, and also their
orientation, that is, where they point to, has also been analyzed. Other concepts, such as the camera
technology used and the images recorded (color or gray scale), have not been considered because this
information is not always detailed in the papers analyzed. In addition, this question makes no sense
in the case of those proposals that are validated using tests that do not require a physical camera
device (see Table 2), such as virtual reality or numerical simulations. Moreover, more information on
technical aspects of the vision systems are out the scope of a systematic mapping study. Nevertheless,
we believe that a more in-depth analysis of the cameras would be interesting for future detailed
reviews, particularly those focused on solutions validated during a UAV’s real flight.

3.4.1. Distribution and Annual Trend per Vision System

The distribution of these types of vision systems as regards the database is shown in Figure 14,
in which the predominance of monocular systems is clear, with a total of 116 papers representing 80%
of the papers. Secondly, stereo systems are present in 20 papers, representing 14%. The remaining 6%
is divided between multi-camera (2) and multi-camera (4) systems with 7 and 1 papers, respectively.
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Figure 14. Vision system class distribution over the database.

Figure 15 shows the annual trend of papers considering the vision system employed. A clear
predominance of monocular vision systems can be observed again. Moreover, the graph shows a
remarkable growth trend for these monocular systems. In the case of stereo, the growth is not clear.
However, some increase can be observed in the last few years’ research (since 2014). This data may
suggest that the lower use of stereo systems can be due to their later development. Regarding the
rest of multi-camera configurations, it is not possible to draw relevant conclusions as a result of the
reduced number of papers focused on these systems.

1999 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Monocular 1 1 1 4 5 8 7 10 6 14 12 8 19 20

Stereo 1 1 1 1 1 1 2 1 2 7 2

Multi-Camera (2) 1 1 1 1 3

Multi-Camera (4) 1
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Figure 15. Annual trend per vision system.

3.4.2. Concerning the Vision-Based Task, Localization, and Orientation

With regard to the influence of the computer vision task at hand, the predominant system is again
the monocular one for all the categories, followed noticeably by the stereo system, which is present in
all the categories. The case of multi-camera systems is different. In fact, a 2-camera system is used in
tasks related to control, tracking and sense-and-avoidance (cat. 2, 3 and 4), and a 4-camera system is
employed only for navigation (cat. 1). The remaining details concerning the vision system distribution
in each main category are provided in Figure 16.

Table 6 presents the list of 144 papers grouped considering the number, localization,
and orientation of the cameras. The location is On Board the UAV and On Ground, or a combination
of both in multi-camera systems. With regard to the orientation, when the vision system is on board,
the most frequent setups are pointing Downward (inclined towards the ground) and Forward (in the
direction of flight). In the case of papers that address autonomous aerial refueling, a camera pointing to
the other aircraft involved in the process has also been considered. Here, the system points to the UAV
that acts as a receiver (Toward the Receiver UAV) or to the aircraft with the fuel tank (To the Tanker UAV).
However, in the case of ground vision systems, their orientation is always directed Toward the UAV.
Finally, in a few cases, the vision system’s orientation is modified (shown as Depending on the test).
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Lastly, some conclusions are presented on the data related to the vision systems used.
(a) The results show a predominance of on-board monocular systems. This is mainly owing to
the lower complexity of computer vision algorithms, and also to the ease of installation of a single
camera on a UAV, with a resulting decrease in the weight added to the aircraft. (b) With regard to
camera orientation, this depends to a large extent on the task for which the proposal has been designed.
Visual navigation systems generally use cameras pointing toward the ground (especially in geolocation
systems). Such orientation is also necessary in missions involving the tracking of targets on the ground.
(c) The orientation pointing in the direction of flight is mostly used in systems for the detection and
avoidance of obstacles, and when the visual reference is placed in front of the UAV. In the particular
case of aerial refueling, the camera, which is installed on board the UAV receptor or tanker, points in
the direction of the other aircraft in order to measure the distance between both. (d) Multi-camera
systems are also interesting solutions, especially stereo systems, which have been used in a good
number of papers. In this case, these systems provide information of the depth, which is a clear
advantage despite being more complex. (e) The stereo systems are usually installed aboard the UAV,
but some solutions also use stereo systems installed on the ground, mainly to guide fixed-wing UAVs
during their landing maneuvers. In this case, the orientation of the cameras is obviously towards the
UAV itself.
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Table 6. List of papers per vision system.

Vision System Localization Orientation N % Papers

Monocular On Board Downward 80 55.56%

[17,18,20,22,24,25,30,32,33,40,51,53,54,58,
59,72–74,80,81,84–86,88–95,97,99–102,
104,105,107–109,111,114,116,118,119,121,
125–131,133–136,144–146,149–152,154–
157,160,166–171,173,175–177]

Monocular On Board Forward 26 18.06%
[19,21,27,39,41,43,45,71,75,83,98,113,115,
120,122–124,140,143,148,153,158,159,162–
164]

Monocular On Board Toward the Receiver UAV 1 0.69% [57]
Monocular On Board Toward the Tanker UAV 7 4.86% [23,96,137,138,147,161,174]
Monocular On Board Depending on the Test 1 0.69% [142]
Monocular On Ground Toward the UAV 1 0.69% [44]
Multi-Camera (2) On Board Forward & Downward 6 4.17% [29,31,34,60,62,132]
Multi-Camera (2) On Board & On Ground Downward & Toward the UAV 1 0.69% [61]
Multi-Camera (4) On Board Depending on the Test 1 0.69% [68]
Stereo On Board Downward 8 5.56% [65,82,106,110,112,117,139,141]
Stereo On Board Forward 5 3.47% [28,35,69,87,172]
Stereo On Board Toward the Receiver UAV 2 1.39% [42,63]
Stereo On Ground Toward the UAV 5 3.47% [38,64,66,103,165]

3.5. RQ5: What Is the Validation Process for Each Proposed Solution?

Lastly, the processes employed to validate the proposed solutions described in the papers
have been addressed. Figure 17 enables us to appreciate the different validation processes (Flight,
Experimental and Simulation) and the number of papers that make use of them. The figure also shows the
distribution over the four main categories regarding the navigation and flight control task performed.
In this figure, please note that: (1) experimental and simulation tests have been indicated by means
of the terms EXP and SIM, respectively, and (2) the symbol & indicates that the validation process is
composed of different types of tests.

Upon observing the results, it is possible to state that the most widely used validation process is
flight tests, with a total of 56 papers (39%). When considering the validation processes using flight
and other types of simulation and/or experimentation trials, the percentage rises to more than 54%,
which is really remarkable. On the contrary, a significant number of the papers (around 25%; 38 papers)
use only simulation tests for validation, while another 27 papers (close to 20%) conduct experimental
tests. In this respect, some proposals have been validated by means of offline tests, i.e., trials that
employed flight data and images recorded during previous navigation. These tests, together with
tests carried out in laboratories, have been considered as experimental tests, which are less relevant
than flight tests. However, they are also necessary as a previous step to ensure the performance of a
proposed solution.
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Figure 17. Validation process distribution over the database.

If we analyze the data considering the four main categories of operations, the flight is still
predominant and stands out notably in the case of visual navigation and vision-based control. However,
the weights of simulation tests are very important in some categories, especially in vision-based
control and tracking/guidance. This way, an important number of papers used only simulations tests,
which could be considered a negative point. However, not only numerical simulations (usually in visual
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servoing approaches) but also new paradigms as interesting as virtual reality have been employed.
We consider that the kind of technology that simulates complex tasks, such as aerial refueling that
involves two aircraft, is one of the most promising areas for the development of improved UAVs.
In this respect, it is possible to perform realistic simulations, which may be very useful to test and
improve new control algorithms, without the need to acquire expensive aircraft.

The total of 144 papers, grouped according to their validation process, is shown in Figure 18.
Three large circles have been drawn to represent the three types of tests, (Flight, Experimental and
Simulation). The intersections of the circles represent those validation processes that are composed of
several types of tests.

[23, 27, 51, 65, 73, 
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117, 127, 
139, 140]

Figure 18. Papers per validation process.

In addition, in Figure 19, all papers that use flight for validation are classified into: Outdoor and
Indoor flights. These two groups are again represented using circles, signifying that the intersection
between both means flight tests in both indoor and outdoor environments (5 papers). The results show
that outdoor flights are slightly more frequent than indoor ones.

Finally, in relation to precision or accuracy, it must be highlighted that the scarce information
provided in the articles has been decisive not to include this parameter in this systematic mapping study.
In fact, there is a very limited number of papers addressing this topic in detail. Most papers approach
precision only from a qualitative point of view, not providing numerical values, or showing graphical
figures difficult to measure and, consequently, to compare with other works. The several solutions
presented a state that they are accurate, but they are difficult to analyze as they have been tested
with distinct platforms, sensors, cameras. In this sense, the difference between flight, experimental,
and simulation tests is also a disadvantage when comparing different solutions in a correct way.
It should also be considered that the analyzed papers address a wide range of flight operations,
whose objectives are very dissimilar, so that a comparison in precision could lead to confusion.
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4. Discussion

• Number and Relevance of the Papers:
(i) The number of research works focused on the use of computer vision for autonomous aerial
vehicles has not stopped growing in recent years, which confirms the scientific community’s
interest in this topic. (ii) More than 86% of the papers analyzed in this study were published
in journals indexed in JCR in such outstanding areas as Aerospace Engineering, Robotics,
Automation, and Artificial Intelligence.

• Computer-Vision Tasks
(i) The vast majority of research analyzed propose only solutions to tackle some kind of task and
not a complete solution for a fully autonomous vision-based UAV. This fact, which has allowed
us to structure the results in different categories, can be considered as negative since the aerial
vehicles described fail to perform completely autonomous flights in real environments. However,
it is foreseeable that the presence of completely autonomous UAVs based on computer vision will
be common in the coming years, considering the rapid development and the annual trend of this
research field. (ii) In this sense, the focus of research is shifting from relatively simpler operations,
such as location and stabilization, to more complex solutions which are closer to the concept of
autonomous UAV, such as following moving targets or trajectories defined by visual references,
as well as solutions for the detection and avoidance of both static and dynamic obstacles, so as to
carry out a collision-free flight.

• Type of UAV, Vision System and Validation Process
(i) The most widely used UAVs belong to the rotary-wing class. With regard to this type of
aerial vehicle, which is principally characterized by the fact that they permit vertical take-off and
landing, suspended flight, and greater maneuverability than fixed-wing vehicles, the number of
papers presenting solutions specifically designed for or tested on them has not stopped growing in
this century. Quadrotors and (to a lesser extent) helicopters are the most frequent vehicles within
this class of UAV. (ii) The most widely used vision system is a single camera installed on board
the UAV. This configuration is present in almost 80% percent of the works analyzed. Secondly,
stereo systems have also been used in a significant number of cases. Again, the annual trend shows
the predominance of mono-camera vision systems against multi-camera configurations. (iii) More
than 54% of the works analyzed have included flight tests in their validation process. However,
a non-negligible number (around 25%) have validated their proposals only through the use of
simulation tests. Nevertheless, in this case, not only have numerical simulations been employed,
but also virtual reality environments, in addition to hardware- and image-in-the-loop simulations.
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After these general conclusions concerning the systematic mapping, we should state that we
believe that the study carried out here is of great value since it has allowed the analysis of practically
two decades of research. It should, therefore, be of great help to researchers who are starting to
develop solutions for UAVs using computer vision, and for experts who wish to consult previously
presented solutions. In addition, the classification structure introduced in this paper could be of great
help for future reviews focused on the most recent years or certain types of operations, UAV classes,
or validation processes carried out during real flights. These future studies may address technical
issues in greater depth that are beyond the scope of a systematic mapping study.

Lastly, it is necessary to center the discussion in the concept of assistant aerial robots, our personal
research interest which led to performing this systematic mapping study. This way, and considering
the information we have analyzed performing this study, a series of conclusions have been drawn to
focus our future developments. This, defines, therefore, our guidelines to advance in developing an
autonomous UAV based on computer vision to assist dependent persons. In this sense, we summarize
the main conclusions following:

• Our personal interest in assistant aerial robots requires us to focus future studies on vision-based
target tracking and obstacle avoidance principally, so that the UAV follows the person in order to
perform monitoring tasks, meeting the safety conditions to make it possible to use such assistant
UAVs in real environments.

• We consider that quadrotors are the most suited for our purpose of developing aerial assistant
robots for dependent people. The above-mentioned advantages regarding the rotatory-class are
relevant reasons. In addition, the hovering ability and its relative simpler flight control make it
possible to use these UAVs in dependents’ complex indoor/outdoor environments for which the
assistant will be designed.

• Initially, the best solution for our purpose is the use of a monocular system aboard the UAV.
This solution is easier to install, allows us to reduce the payload for the UAV and the vision
algorithms are simpler. However, we should not discard the use of a stereo system in the future,
should we need accurate depth information. What does seem clear is the location of the vision
system on board the UAV, which allows us to perform the tracking of the person in order to
determine the action of assistance required at any given time.

• We consider that virtual reality will be essential in our development process of the new personal
flying assistant. Virtual reality allows us to test the performance of the UAV in a realistic home
indoor environment containing multiple obstacles, as well as outdoor environments. In addition,
virtual simulation tools make it possible to carry out studies using immersive and semi-immersive
technologies, such as virtual reality helmets. This way, it will be possible to validate the proposal
of an assistant UAV in a safe environment and, at the same time, the user acceptance of such
technology. After that, real flight tests in controlled conditions will be conducted before bringing
these novel assistants to real lives.

5. Conclusions

This paper has presented the first systematic mapping study focused on the topic of computer
vision in autonomous unmanned aerial vehicles. The objective has, therefore, been to analyze papers
that introduce the development of solutions based on computer vision for navigation tasks and flight
control in UAVs. After a search process that returned a total of 2081 papers, a screening process was
applied that eventually allowed us to obtain 144 papers. In order to answer the research questions
posed, the papers were analyzed and classified according to the task for which computer vision had
been used, the UAV class for which the proposal had been designed or validated, the characteristics of
the vision system installed, and the validation process used in each case.
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