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Featured Application: Transparent design of artificial intelligence based recommendation agents
positively influences users’ performance and adoption of those systems.

Abstract: The purpose of this paper is to report the results of a laboratory experiment that investigated
how assortment planners’ perceptions, usage behavior, and decision quality are influenced by the way
recommendations of an artificial intelligence (AI)-based recommendation agent (RA) are presented.
A within-subject laboratory experiment was conducted with twenty subjects. Participants perceptions
and usage behavior toward an RA while making decisions were assessed using validated measurement
scales and eye-tracking technology. The results of this study show the importance of a transparent
RA demanding less cognitive effort to understand and access the explanations of a transparent
RA on assortment planners’ perceptions (i.e., source credibility, sense of control, decision quality,
and satisfaction), usage behavior, and decision quality. Results from this study suggest that designing
RAs with more transparency for the users bring perceptual and attitudinal benefits that influence both
the adoption and continuous use of those systems by employees. This study contributes to filling the
literature gap on RAs in organizational contexts, thus advancing knowledge in the human–computer
interaction literature. The findings of this study provide guidelines for RA developers and user
experience (UX) designers on how to best create and present an AI-based RA to employees.

Keywords: recommendation agent; artificial intelligence; decision-making; transparency; cognitive
effort; perception; behavior; decision quality; eye tracking

1. Introduction

Optimizing the composition and size of an inventory is critical for retailers to maximize their
sales or gross margin [1]. In order to create an optimal assortment of products, both consumers’ needs
and retailers’ constraints must be respected [2,3]. Assortment planners need to take into account
qualitative and quantitative criteria, which include a great number of variables (e.g., past sales, retail
trends, inventory, sales forecasts), while making assortment decisions for retailers [4]. In order to
create the most optimal assortment of products, assortment planners must examine these variables
thoroughly and compare them based on their level of importance which relies on the consumers’
needs and retailers’ constraints that must be respected. This important amount of information that
needs to be considered by the assortment planners could negatively impact their decision quality [5],
thus negatively affecting the current and future sales of retailers [1].

To reduce the risk associated with information overload, employees’ decision-making process
can now be aided by artificial intelligence (AI)-based recommender systems [6]. Though AI-based
recommendation agents (RAs) are now becoming more common in organizational contexts, past research
on RAs has mainly focused on the online consumer context [7,8].
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In this paper, we answer the following research question: How does the way recommendations
of an AI-based RA are presented influence assortment planners’ perceptions (i.e., source credibility,
sense of control, decision quality, and satisfaction), usage behaviors, and decision quality? Based on
the literature on the consumer context, we expect that the perceptions, usage behavior, and decision
quality of consumers and assortment planners will align even though their RA adoption process differs.
This study contributes to filling the gap in the literature on RAs in organizational contexts and provides
insights for RA developers and user experience (UX) designers on how to best present an AI-based RA
to employees for them to consider and adopt its recommendations.

2. Background

This study builds upon past research on RAs focusing on the online consumer context. We reviewed
the literature on transparency and cognitive effort to then assess their impact on users’ perceptions,
usage behavior, and decision quality.

2.1. RA Transparency

Transparency of an intelligent agent is exposed when the logical reasoning behind its
recommendations is explained to its users [9]. In a cooperative problem-solving context, where a
system is present to support the decision-making process of a user [10], explanations are crucial for
users to consider the recommendations of a knowledge-based system to support their decisions [11].
In an organizational context, understanding the logical reasoning behind the recommendations
of an intelligent agent is crucial for employees to justify their decisions to their superiors [12].
Without perceiving the usefulness of these knowledgeable explanations, users will dismiss the
recommendations presented to them through their decision-making process [13]. The details of
the algorithm responsible for the recommendations of an RA can either be exposed completely or
partially [14,15]. Exposing a part of the algorithm responsible for the recommendations of an RA is
usually done to protect the details of an algorithm or to diminish its complexity [14].

2.2. Cognitive Effort and RA Transparency

In the online consumer context, without the recommendations of an AI-based RA, users, throughout
their decision-making process, must gather and consider all the decision relevant information [16].
When this information load becomes too excessive for the user’s limited capacity in processing
information, cognitive fatigue and confusion emerge [17]. Information overload is then reached,
thus negatively affecting the efficiency and effectiveness of the users’ decisions [5]. The users’
perceived cognitive effort, required to process information while making a decision, has been shown
to diminish with the usage of RAs [18]. However, by adding explanations exposing the logical
reasoning behind the recommendations of an RA, the cognitive effort of the users increases [11].
Hence, without these explanations, the recommendations of an RA would be ignored by the users
throughout their decision-making process. Nonetheless, with these explanations, information overload
could be reached by the users, thus negatively affecting their decision-making process. Consequently,
the need for transparency and the cognitive effort needed to understand and access these explanations
must be rightfully balanced.

2.3. Impact of Transparency and Cognitive Effort on Users’ Perceptions, Usage Behavior, and Decision Quality

Past research on RAs focusing on the online consumer context shows the impact of transparency
and cognitive effort, when these two factors are not rightfully balanced, on users’ perceptions (i.e., source
credibility, sense of control, decision quality, and satisfaction), usage behavior, and decision quality.

Source credibility. To perceive the recommendations of an AI-based RA as credible, users
need to recognize these suggestions as believable [19]. Multiple dimensions have been shown to
influence source credibility (e.g., trustworthiness, expertise, attractiveness) [20]. However, prior
research on recommender systems’ perceived credibility has mainly focused on two key dimensions:
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trustworthiness and expertise [21,22]. The RA is perceived as trustworthy by the users when its
recommendations are recognized as reliable and honest [23]. The RA is considered an expert when
it is identified by the users as having the ability and the skills to recommend effectively [7,23].
Therefore, users perceived source credibility can increase with the help of transparency [24]. Explaining
the logical reasoning behind the recommendations of an RA establishes users’ trust and shows the
expertise of these suggestions [16]. Furthermore, according to the literature, users’ trust also varies
with the RA’s perceived ease of use (PEOU) [8]. This RA’s PEOU is negatively affected when the
cognitive effort of the users increases [23].

Sense of Control. In riskier contexts (e.g., car purchase), users that do not understand
the recommendations of an RA have been shown to ignore these recommendations throughout
their decision-making process [25]. Hence, without perceiving a sense of control over the RA’s
recommendations, users will not consider these suggestions [26]. This feeling of control has been
shown to be enhanced with transparency [15]. Although a transparent RA increases cognitive effort,
transparency is critical for users to feel a sense of control over the RA’s recommendations [27].
In addition, according to the literature, explaining the logical reasoning behind the recommendations
of an RA partially, through simple explanations, is more effective on the users perceived sense of
control than exposing the details of its algorithm completely [15,25].

Decision quality. Decision makers, in order to maximize the accuracy of their decisions
(i.e., decision quality), must invest more cognitive effort [23]. However, decision makers are generally
looking to maximize the accuracy of their decisions and minimize the cognitive effort invested [28].
Evaluating all the available alternatives in depth, through a complex decision-making process,
is normally impossible for users [29]. Therefore, in order to reduce cognitive effort, decision makers
will be willing to settle for a non-optimal choice [30]. Hence, users will adapt their decision-making
strategies to their environment [31]. For instance, in an online context, shoppers could first begin
their decision-making process by screening the available products (i.e., initial screening stage) [32].
They could then select the most relevant items and compare them in depth [32]. This could finally lead
to the purchase of a product [32]. By including a decision aid (e.g., RA) throughout this decision-making
process, users could be able to make more accurate decisions more easily [33].

When used in a decision-making process, RAs have been shown to increase decision quality and
reduce cognitive effort [34,35]. Previous research on decision aids confirmed that decision makers
can increase the depth of their evaluation, between the available alternatives, by consulting the
recommendations of a decision aid, thus positively affecting decision quality [36]. With a transparent
RA, users are able to perceive the usefulness of its recommendations through their decision-making
process [13]. By considering these recommendations, both subjective and objective decision quality
(i.e., the user’s perceived and actual performance) increases [35]. However, the cognitive effort
associated with understanding the logical reasoning behind these recommendations (i.e., the increase
in cognitive load) will negatively impact the user’s subjective and objective decision quality [35].

Satisfaction. User satisfaction with a decision-making process is perceived when expectations
are confirmed [37]. Therefore, the users’ actual performance with an RA must be in line with
or exceed their expectations [23]. Prior research on decision support systems has shown the
importance of information quality on users’ decision-making satisfaction [38,39]. Information quality is
composed of multiple dimensions (e.g., information accuracy, information completeness, information
relevance) [40]. Thus, understanding the logical reasoning behind the recommendations of an AI-based
RA, through knowledgeable explanations, is essential for users to perceive the quality of these
suggestions. Furthermore, these recommendations, when perceived as useful, have been demonstrated
to positively influence user satisfaction with the RA and the decision-making process with the RA [23].
However, a transparent RA (i.e., increase in cognitive load) will decrease user satisfaction [18,23,35,39].

RA adoption and usage. To consider the recommendations of an AI-based RA in an online
context, shoppers must perceive its suggestions as accurate, easy to use, satisfactory, trustworthy,
and useful [8,23,35,41]. Thus, the first interaction of a user with an RA (i.e., pre-adoption) is
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crucial in influencing its adoption and usage [8,42]. A transparent RA is then essential for users to
accept these recommendations throughout their decision-making process [24,43]. However, in an
organizational context, employees have no choice in adopting their employer’s information system [44].
Nevertheless, the continued usage of that system mainly depends on its perceived usefulness and ease
of use [45].

In the context of a transparent RA, a user experiencing information overload while consulting
its knowledgeable explanations is expected to accept the RA’s recommendations [46]. Therefore, as a
result of cognitive fatigue or confusion, a user would accept the RA’s recommendations without
understanding the logical reasoning behind them [17]. The RA’s recommendations would then be
consulted more frequently by the user due to their increased importance in the user’s decision-making
process [47,48].

3. Hypotheses

This review of prior research clearly shows a gap in the existing research into RAs. Compared to
the consumers’ perceptions, usage behavior, and decision quality toward RAs in an online context, the
employees’ perceptions, usage behavior, and decision quality toward RAs in an organizational context
has not been studied in depth. Building upon the preceding literature review that mostly characterized
the user as a consumer, we postulate that the perceptions, usage behavior, and decision quality of a
consumer and an employee should align even though their RA adoption process differs. Hence, the way
recommendations are presented should influence, similarly to a consumer, the perceptions, usage
behavior, and decision quality of an assortment planner.

In order to create an optimal assortment of products, assortment planners must maximize
their cognitive effort invested [4,5]. However, past research has shown that decision makers
want to maximize the accuracy of their decisions and minimize their cognitive effort invested [28].
Therefore, by considering the recommendations of an AI-based RA throughout their decision-making
process, assortment planners could diminish their cognitive effort invested and maximize their
decision accuracy [46]. Unfortunately, without understanding the logical reasoning behind these
recommendations, assortment planners should dismiss these suggestions [11,13]. A transparent RA
is then crucial for assortment planners to justify their assortment decisions to their superiors [12].
Due to the cognitive effort needed by the assortment planners to access and understand the explanations
of a transparent RA, the accuracy of their decisions could be diminished [9]. Hence, a transparent
RA demanding less cognitive effort seems to be the most suitable balance between transparency and
cognitive effort.

Thus, we postulate that a transparent RA demanding less cognitive effort to access and understand
its explanations (i.e., a transparent RA together with low cognitive effort) will have a greater positive
influence on assortment planners’ perception regarding source credibility [8,24], control [15], decision
quality [13,35], and satisfaction [18,23,35,39] than other RAs (i.e., a non-transparent RA together with
low cognitive effort and a transparent RA together with high cognitive effort). We thus formulate the
following hypothesis.

H1. A transparent RA demanding low cognitive effort will have a greater positive impact on
assortment planners’ perception towards the RA’s credibility (H1a), their perceived sense of control
(H1b), their decision quality (H1c), and their satisfaction regarding the RA (H1d) than other RAs.

In addition, we suggest, based on the review of the literature, that a transparent RA together with
low cognitive effort will have a greater positive influence on assortment planners’ objective decision
quality than other RAs (i.e., a non-transparent RA together with low cognitive effort and a transparent
RA together with high cognitive effort) (Pereira, 2001) [35]. We thus postulate the following hypothesis.

H2. A transparent RA demanding low cognitive effort will have a greater positive impact on
assortment planners’ decision quality than other RAs.

Furthermore, based on Eppler and Mengis (2004) [17], Aljukhadar et al. (2012) [46], and Chen and
Epps (2013) [47], we postulate that assortment planners, throughout their decision-making process,
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will consult more frequently the recommendations of a transparent RA demanding more cognitive
effort to access and understand its explanations (i.e., a transparent RA together with high cognitive
effort) compared to other RAs (i.e., a non-transparent RA together with low cognitive effort and a
transparent RA together with low cognitive effort). We therefore postulate the following hypothesis.

H3. Assortment planners will consult more frequently throughout their decision-making process
the recommendations of a transparent RA coupled with high cognitive effort compared to other RAs.

Moreover, based on prior research showing that the first interaction of a user with an RA will
determine its adoption and usage [8,42], we postulate that assortment planners will consult more
frequently and for a longer period of time the explanations of a transparent RA at the beginning of their
decision-making process, rather than at the end [24,43]. We thus put forward the following hypothesis.

H4. Assortment planners will consult more frequently (H4a) and for a longer period (H4b) of time
the explanations of a transparent RA at the beginning of their decision-making process, rather than at
the end.

Finally, based on Karahanna et al. (1999) [44] and Davis et al. (1989) [45], we suggest that
explaining the logical reasoning behind the recommendations of an RA (i.e., a transparent RA)
will have a greater positive influence on assortment planners’ intention to adopt and use an RA
throughout their decision-making process compared to a non-transparent RA. We thus postulate the
following hypothesis.

H5. A transparent RA will have a greater positive impact on assortment planners’ intention of
adopting and using an RA throughout their decision-making process compared to a non-transparent RA.

4. Methodology

4.1. Experimental Setting

A within-subject laboratory experiment was performed with subjects who had to make assortment
decisions by using an experimental RA prototype for assortment planning developed by JDA (Scottsdale,
AZ, USA). This prototype was developed with Axure RP 8 and was made available, to the participants,
through a 1680 × 1050 resolution monitor. A total of twenty professionals (11 men and 9 women)
participated in the study and all participants had experience in using application software to perform
the product assortment task involved in this experiment. The average age of this sample was 26 years
old with a standard deviation of 3.9 years. Each participant completed a consent form and received a
$30 gift card as a compensation. This project was approved by the Institutional Review Board (IRB) of
our institution.

As illustrated in Figure 1, participants had to make assortment decisions for two similar fictitious
scenarios that were counterbalanced. The context of these scenarios was the retail clothing industry
(i.e., dresses (Scenario 1) and male upper body clothing (Scenario 2). Each scenario began with a practice
task that did not include an RA to familiarize participants with the assortment planning software.
This practice task was followed for each scenario by three distinct conditions in a counterbalanced
order. Each condition displayed a particular recommendation representation that was designed
based on the two experimental factors (i.e., transparency and cognitive effort). Task 1 reflected a
non-transparent RA and low cognitive effort condition (T1), Task 2 represented a transparent RA and
low cognitive effort condition (T2), and Task 3 was a transparent RA and high cognitive effort condition
(T3). The non-transparent RA and high cognitive effort condition was not part of the experiment since
it is a type of RA that neither organizations nor employees would realistically use. This experiment
lasted on average two hours and no time constraint was imposed for each task (about 5 min per task).
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Figure 1. Experimental protocol.

For each task (3 tasks) of each scenario (2 scenarios), 24 different products were displayed
(see Figure 2). From these 24 distinctive products, participants needed to select a fixed number
of products (ranging from 6 to 7) to create an optimal assortment of products. The total number
of products that needed to be selected by the participants for each condition was stated in both
scenarios. Furthermore, the products of each task were similarly presented to the participants with
an image, its name including its brand, and its product score (i.e., RA’s recommendation). The RA’s
recommendation of each product was generated using AI and varied between 0 and 100. In order to
ensure the authenticity of the recommendations, product scores were generated from previous data
from an analogous industry using JDA Luminate (Scottsdale, AZ), an artificial intelligence platform to
predict market demand. Depending on its score number, each RA recommendation was surrounded
by a specific color (i.e., green > 66, 66 ≥ orange > 33, and red ≤ 33).
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For T1 (non-transparent RA and low cognitive effort), the RA’s recommendations were the
only information made available to the participants. For T2 (transparent RA and low cognitive
effort) and T3 (transparent RA and high cognitive effort), the RA’s recommendations were also made
available to the participants, however, participants could also have access to the partially exposed
details of the algorithm responsible for the RA’s recommendations (i.e., explanations). By clicking
on each product, participants could consult further product information (e.g., attributes, past sales,
margin, and comparative products), which was included in the algorithm responsible for each RA
recommendation. The cognitive effort necessary to access and understand these explanations differed
between T2 and T3. For T2, the additional product information was made available through a modal
window (see Figure 3). As for T3, the explanations of each product score were made available through
a different page, which required additional navigation and cognitive effort from the participants
(see Figure 4).
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At the end of the experiment, a semi-structured interview was conducted (about 15 min).
Throughout this interview, participants were asked to discuss their decision-making process. Two main
subjects were addressed. The first subject focused on the strategies used by the participants to make
an assortment decision. The second topic examined the participants understanding of the RA’s
recommendations. All interviews were recorded and transcribed.

4.2. Measures

Self-reported measures. After each task, participants completed a questionnaire.
This questionnaire measured participants’ perception towards the RA in terms of source credibility
(i.e., 10 items on a 7-point semantic differential scale to measure perceived trustworthiness
(Cronbach’s α = 0.93) and expertise (Cronbach’s α = 0.94) [20]), control (i.e., 5-point SAM Scale
to measure perceived dominance [49]), satisfaction (i.e., 3 items on a 10-point semantic differential
scale to measure perceived satisfaction (Cronbach’s α = 0.97) [50]), and future usage as an aid
(i.e., 3 items on a 7-point likert scale to measure the intention to adopt and use the RA as a decision
aid (Cronbach’s α = 0.94) [41]). The measurement scales were all adapted to the context of this study.
Furthermore, the questionnaire also asked participants to rate their perceived task decision quality
from 1 to 10.

Decision quality measures. The decision quality of the participants was only measured for one
scenario (i.e., the first scenario). A predetermined optimal assortment was provided by JDA for each
condition of this scenario. JDA was not able to provide predetermined optimal assortments for both
scenarios. Therefore, participants, with the help of the scenario’s guidelines and all the information
made available to them, were led, for each task, to a predetermined optimal assortment of products.
The assortment of products selected by each participant for each condition was compared to the
predetermined optimal assortment, thus evaluating the decision accuracy (i.e., decision quality) of the
participants. A decision quality score was then created, for each task and each participant, by awarding
one point per selected product included in the predetermined optimal assortment. This decision
quality score was then transformed in a percentage for each task and each participant.

Behavioral measures. The behavioral intentions of a user in adopting and using the
recommendations of an AI-based RA throughout a decision-making process can be investigated
with the help of questionnaires [8,41,44]. While questionnaires are helpful in capturing self-report
measures, they do not capture the actual conscious and unconscious behavior of a user throughout a
decision-making task [51]. For example, with the help of eye-tracking technology, the eye movements
of a user can be monitored, thus capturing the user’s actual behavior (i.e., visual attention) throughout
a decision-making process [52,53]. The objective adoption and usage of an RA can be determined
by knowing where and what a user is looking at any given time (i.e., fixation), [52,53]. The duration
of an ocular fixation (i.e., gaze duration [48]) can be associated with the cognitive effort needed
by a user in processing the information consulted [54]. When a specific element is frequently
consulted by a user (i.e., total fixation count [48]), it can be characterized as important to the user [47].
Hence, the eye-tracking technology was used in this study to capture the total fixation count and gaze
duration of participants on specific elements throughout each decision-making process.

The eye movements of the participants were monitored at a 60 Hz sampling rate with a Smart
Eye Pro System (Gothenburg, Sweden). For each participant, a gaze calibration was performed
using a 9-point calibration grid. This process was repeated until sufficient accuracy was obtained
(±2 degrees of accuracy). The eye-tracking data analysis was conducted with the MAPPS 2016.1
software. Predetermined areas of interest (AOIs) were created to collect the gaze duration and the total
fixation count of each AOI. These AOIs were generated for each RA recommendation and for each
modal window or new page examined by the participants. An ocular fixation was characterized as
satisfactory at 200 milliseconds and above [55].
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Data analysis. All statistical analyses were performed with SAS 9.4 and considered the
within-subject design of this study. The psychometric and eye-tracking data collected for each
condition of the two similar scenarios were aggregated in the analysis.

5. Results

H1 suggested that a transparent RA together with low cognitive effort (T2) will have a greater
positive impact on participants’ perception regarding source credibility (H1a), control (H1b), decision
quality (H1c), and satisfaction (H1d) than other conditions (T1 and T3). A linear regression with
a random intercept model was performed to test the difference between the means of participants’
perceptions for each combination of tasks (see Table 1). The results provided strong support for
H1b (T2 is greater than T1 and T3, respectively 0.3500, p = 0.0185; 0.3000, p = 0.0365). However, as
illustrated in Table 1, H1a, H1c, and H1d were only partially confirmed. The results showed that
exposing the logical reasoning behind the RA (i.e., a transparent RA) had a significant effect on the
assortment planners’ perception towards the RA regarding source credibility (H1a), decision quality
(H1c), and satisfaction (H1d) (T2 greater than T1, respectively 0.7055, p ≤ 0.0001; 0.4706, p = 0.0474;
0.6068, p = 0.0027). Furthermore, the increased cognitive effort necessary to access and process the
explanations of a transparent RA had no impact on the assortment planners’ perception towards the
RA regarding source credibility (H1a), decision quality (H1c), and satisfaction (H1d) (i.e., the difference
between transparent RA and low cognitive effort (T2) and transparent RA and high cognitive effort
(T3) was not statistically significant).

Table 1. Participants’ perception results.

Hypothesis Result Estimate p-Value

Source credibility H1a (T2 > T1 and T2 > T3) T2 > T1 0.7055 <0.0001
T2 > T3 0.0916 0.2554

Control H1b (T2 > T1 and T2 > T3) T2 > T1 0.3500 0.0185
T2 > T3 0.3000 0.0365

Decision quality H1c (T2 > T1 and T2 > T3) T2 > T1 0.4706 0.0474
T2 > T3 0.2991 0.0678

Satisfaction H1d (T2 > T1 and T2 > T3) T2 > T1 0.6068 0.0027
T2 > T3 0.0964 0.3052

Note: Linear regression with random intercept model. One-tailed p-value adjusted for multiple comparison by the
method of Holm.

H2 stipulated that a transparent RA together with low cognitive effort (T2) will have a greater
positive impact on the assortment planners’ objective decision quality than other conditions (T1 and
T3). A linear regression with a random intercept model was performed to test the difference between
the means of participants’ objective decision quality for each combination of conditions. As illustrated
in Table 2, the results provided strong support for H2 (T2 is greater than T1 and T3, respectively 1.0500,
p = 0.0001 and 0.2330, p = 0.0001).

Table 2. Participants’ decision quality results.

Hypothesis Result Estimate p-Value

Decision quality H2 (T2 > T1 and T2 > T3) T2 > T1 1.0500 0.0001
T2 > T3 0.2330 0.0001

Note: Linear regression with random intercept model. One-tailed p-value adjusted for multiple comparison by the
method of Holm.

H3 suggested that assortment planners will consult throughout their decision-making process the
recommendations of a transparent RA coupled with high cognitive effort (T3) more frequently than
when exposed to other conditions (T1 and T2). A Poisson regression with a random intercept model
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was performed to test the difference between the least square means of the RA’s recommendations
total fixation count of each condition. In support of H3, the results showed that participants exposed
to the transparent RA and high cognitive effort condition (T3) were consulting more frequently the
RA’s recommendations throughout their decision-making process than when exposed to the two other
conditions (i.e., the non-transparent RA and low cognitive effort (T1) and transparent RA and low
cognitive effort (T2) conditions) (T3 is greater than T1 and T2, respectively 1.1617, p = 0.0054; 0.7471,
p = 0.0225).

H4 stipulated that assortment planners will consult more frequently (H4a) and for a longer period
of time (H4b) the explanations of a transparent RA (T2 and T3) at the beginning of their decision-making
process, rather than at the end. A Wilcoxon signed rank test with a one-tailed level of significance was
performed to compare the difference between the first 25% and the last 25% of the frequency (i.e., total
fixation count) and the period of time (i.e., gaze duration) with which the explanations of a transparent
RA were consulted for each condition (T2 and T3). The results showed that the explanations of a
transparent RA coupled with low cognitive effort (T2) were consulted more frequently (H4a) and for a
longer period of time (H4b) at the beginning of the participants’ decision-making process, rather than
at the end (respectively, p = 0.0137 and p = 0.0171). However, the explanations of a transparent RA
associated with high cognitive effort (T3) were consulted more frequently (H4a), but not for a longer
period of time (H4b), at the beginning of the participants’ decision-making process, rather than at the
end (respectively, p = 0.0279 and p = 0.0552). Furthermore, a similar test comparing the difference
between the first 40% and the last 40% of the frequency (i.e., total fixation count) and the period of time
(i.e., gaze duration) with which the explanations of a transparent RA were consulted for each condition
(T2 and T3) was performed and confirmed these results. Hence, H4a was supported and H4b was
partially supported.

H5 suggested that a transparent RA (T2 and T3) compared to a non-transparent RA (T1) will have
a greater positive impact on the assortment planners’ intention of adopting an RA as an aid throughout
their decision-making process. In order to test this hypothesis, a linear regression with a random
intercept model was performed, thus comparing the difference between the means of assortment
planners perceived intention of adopting an RA throughout their decision-making process for each
combination of tasks. As illustrated in Table 3, the results suggest that the assortment planners’
intention of adopting an RA as an aid is positively increased when the logical reasoning behind the
RA is partially exposed (i.e., a transparent RA) (T2 and T3 are greater than T1, respectively 1.0705,
p = 0.0001; 0.9681, p = 0.0002). Therefore, H5 was supported.

Table 3. Participants’ intention to adopt the recommendation agent (RA).

Hypothesis Results Estimate p-Value

Intention to adopt the RA as a decision Aid H5 (T2 > T1 and T3 > T1)
T2 > T1 1.0705 0.0001

T3 > T1 0.9681 0.0002

Note: Linear regression with a random intercept model. One-tailed p-value adjusted for multiple comparison by
the method of Holm.

6. Discussion

Our results revealed that a transparent RA together with low cognitive effort had a greater positive
impact on the participants perceived sense of control than the other RAs (i.e., the non-transparent RA
and low cognitive effort and transparent RA and high cognitive effort conditions) (H1b). In addition,
the results showed that the participants perceived RA credibility (H1a), decision quality (H1c),
and satisfaction (H1d) were positively affected by a transparent RA and were not impacted by the
cognitive effort needed to access and understand the explanations of a transparent RA (i.e., low
cognitive effort versus high cognitive effort). Compared to the participants’ perceived decision quality,
their objective decision quality was significantly higher when they were exposed to a transparent
RA demanding less cognitive effort (i.e., the transparent RA and low cognitive effort condition)
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(H2). Furthermore, the recommendations of a transparent RA demanding more cognitive effort
(i.e., the transparent RA and high cognitive effort condition) were consulted more frequently by the
participants compared to the recommendations of the other conditions (i.e., the non-transparent RA
and low cognitive effort and transparent RA and low cognitive effort conditions) (H3). Moreover,
the explanations of a transparent RA demanding less (more) cognitive effort were consulted more
frequently (H4a) and (but not) for a longer period of time (H4b) at the beginning of the participants’
decision-making process, rather than at the end. When exposed to a transparent RA, the participants’
intention of adopting an RA throughout their decision-making process also increased (H5).

These findings contribute to filling the literature gap on RAs in organizational contexts,
thus advancing knowledge in the human–computer interaction (HCI) literature. For example, past
research on RAs in the online context showed that the perceived usefulness, through transparency is
crucial for the adoption and continuous usage of an RA by consumers [13]. The results of this study
showed that the participants’ intention to adopt an RA throughout their decision-making process was
significantly higher when they were exposed to a transparent RA, thus aligning with the findings of
the online consumer context. In an organizational context, employees must adopt their employer’s
information system [44]. However, their decisions also need to be justified to their superiors [12].
Hence, this paper validates how the perceptions and usage behaviors of assortment planners are
influenced by the way recommendations of an AI-based RA are presented.

The results of this study provide insights for RA developers and UX designers on how
to best present AI-based recommendations to employees for them to consider and adopt these
recommendations. The recommendations of an AI-based RA are based on an overwhelming amount
of data [33]. Consequently, based on our findings, exposing partially the logical reasoning behind the
recommendations of an RA through easily accessible explanations seems to be key. Such findings
can contribute to the creation of best practices in UX design. However, the way to best present these
explanations is a challenge for UX designers. A condensed visual representation, rightfully balancing
transparency and cognitive effort, must be created by designers [56]. In addition, after the experiment,
participants shared insights on the strategies they used while making assortment decisions and their
understanding of the RA’s recommendations. These interviews brought forward the concept of a
customized RA (9 of 20 participants), which could be considered by RA developers and UX designers to
enhance employees’ RA adoption and continuous usage. Specifically, those participants expressed the
interest of being able to make an ad-hoc adjustment to the scores to incorporate their tacit knowledge
of the industry. To some extent, the results call for keeping employees “in the loop” by allowing them
to make ongoing adjustments to AI-based recommendations. Such a collaboration could help create a
feeling of cooperation with the RA, thereof preserving trust over time.

This paper has several limitations that must be acknowledged. The organizational context of this
study was based on the retail clothing industry. To generalize the results of this study, future research
should focus on different industries. Furthermore, the results of this study were based on a sample
of twenty professionals, which could be characterized has a small sample size even though this is
a typical sample size for a Neurois research [57]. Hence, future research should replicate this study
with a larger sample size to confirm our findings. Also, the techniques proposed by Léger et al. [58]
and Courtemanche et al. [59] could be used to understand the emotional and cognitive states of an
employee at the time of fixation on the recommendations of an RA.

7. Conclusions

When the decision-making process of an employee is aided by an AI-based RA, the risk associated
with information overload decreases both for the employee and its employer. However, employees
need to be inclined to use AI-based RAs to perform their daily work. Results from this study suggest
that designing RAs with more transparency for the users bring perceptual and attitudinal benefits
that will influence both the adoption and continuous use of those systems by employees. Yet, more
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research is needed to fully understand how RAs are used by employees and how the latter are affected
by RAs in an organizational context.
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