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Featured Application: Reconfigurable logistic system for new generation of Factory of the Future
manufacturing systems and modular systems.

Abstract: Route planning in a multi-agent system (MAS) is still a complex task, especially if there
is need for a continuous, decentralized planner of the routes for physical agents in a dynamic
environment. It is a planner of this kind that is required in the application the article considers:
the transportation of parts at a modular manufacturing line. Such a planner has to meet several
difficult requirements, regarding the physical, time-constrained dynamic environment, live-locks and
deadlocks, delayed agents, and last needs to minimize the travel time and the total distance traveled.
The article proposes an approach using a delegate multi-agent system (D-MAS) in order to meet these
requirements. The approach was verified using virtual reality so as to provide a better understanding
of the planner’s issues. Several coordination rules were proposed and implemented. As a further
verification, the proof-of-concept solution was compared to a non-reservation planner. It was shown,
that as the number of agents increases, the approach, including the reservations, outperformed its
competitor. Various recommendations for the implementation of the planner were formulated. It was
concluded that the performance of the planner is sufficient for its future use. The main objective of
article was proof-of-concept and determining the functionality of a prototype based on MAS that was
in compliance with a modular manufacturing line developed by us.

Keywords: Delegate Multi-Agent System; modular manufacturing line; route planner application;
Mobile Robotic System; Modular Systems; proof of concept

1. Introduction

Today’s production enterprises have to face a constantly changing market and fluctuating demand
for customizable, high quality, and affordable products, in order to sustain their competitive advantage.
The aforementioned factors are transformed into requirements imposed on the new-generation
manufacturing systems [1,2]. Such manufacturing systems should be able to cope with the dynamics of
the entire system, with respect to its internal and external stimuli, uncertainties, and unexpected changes.
They should, at the same time, be fault-tolerant, modular, and capable of dealing with disturbances
as if they were a natural part of the system. Multi-agent systems (MASs) [3] are able to address
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these requirements and they offer additional features. These include autonomy, decentralization,
scalability, and flexibility [4]. Inclusion of these features can be found in [3,5]. Yet, MASs have not
been widely adopted in the industrial domain. Several reasons for this were identified by Karnouskos
and Leitao [6], particularly, the demand of the industry for mature technologies, initial investments,
missing compliance with existing standards, the lack of development methodologies, insufficient
interoperability, and integration with physical systems. There are also several areas in MASs—such as
continuous, decentralized route planning for physical agents in a dynamic environment—that can still
be challenging [7]. Several works were done in this field [8,9]. This article uses delegates in the context
of D-MASs (delegate multi-agent systems). Delegate or delegate agents are simple, reactive agents
that are created, sent out, and collected by task and resource agents. Next, the features of delegate
agents are that agents are virtual entities, not directly connected with anything physical, and that
they communicate with other agents through the environment [8]. Primary agents or delegates use
behavioral modules called D-MASs that reduce the agents’ internal structural complexities; a definition
can be found in [9].

The idea of our project was to create an intra-logistic system that can transport parts (i.e.,
manufacturing resources) and thus form a modular manufacturing line (MML). The resulting system
is divided into two environments: virtual and real-world. The real-world part includes hardware
prototypes and the environment-containing tools for their guidance. That part is reflected by the virtual
part, which includes a virtual environment and agents. In order to obtain the properties required in
such a system, we designed the following entities:

• MRS (mobile robotic system): A bi-directional, real-world hardware prototype capable of
transporting parts of an MML. It is bounded by the limited processing capacity and memory and
it uses infrared optical sensors that allow it to be guided by a black tape [10].

• MRSA (mobile robotic system agent): A virtual entity mirroring its MRS. It provides transport
services for modular platform agents. All decisions and interactions with other agents are made
by the MRSA. The final decisions are encoded and sent to its MRS.

• MP (modular platform): A physical part of an MML that is able to connect to (or disconnect
from) other modular platforms. It hosts a superstructure that can be a manufacturing or a logistic
resource (robotic arm, conveyor, etc.). Superstructures and their agents are beyond the scope of
this paper.

• MPA (modular platform agent): Reflects an MP in the virtual environment. It uses the transport
services of the MRSA (Figure 1).

• CA (crossroad agent): Provides reservation services for an MRS’s passage through its
real-world counterpart.

• GG (guidance grid): Composed of all crossroads (Figure 2). Note that the size of the crossroad is
about the size of an MPA. This allows an MPA to connect to other MPAs when it is located at the
center of a crossroad.
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Figure 3. An artistic vision of our application.

There are several advantages to our approach:

• Production capacities can easily be expanded (by adding more modules);
• The system can respond to fluctuating demand (by removing some modules);
• Re-routing of the material flow is simple;
• Modules that are out of order can easily be replaced;
• Start-up times and costs are reduced;
• The system can be dismantled and relocated to another factory.

A video that shows by us developing Modular Manufacturing Line with all his components can
be seen in Supplementary Materials part as Video S1.

The subject of the next chapter is the definition of the objective, targets, and goals. The chapter
contains constraints, formulated requirements, a justification of the selection of D-MAS, and a
description of research and limitations.
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Objective, Targets, and Goals

The application we have hereinbefore described, requires a continuous, decentralized route
planner, suitable for being used in a dynamic environment. Decentralized solutions, such as MAS,
can outperform centralized planners, if the application has the following properties: high urgency,
medium to high dynamism, and medium to large scale [11].

There are several constraints restricting the use of a route planner in our application:

• The planning must be highly urgent, in order to meet the requirements of an MML’s reconfiguration.
• The environment must be highly dynamic due to the possible delays or breakdowns of the

hardware prototypes, and adding or removing agents.
• The application requires a continuous planner because new transport orders can be requested at

any time.
• An MRS is bounded by the limited processing capacity and memory and it does not possess a

sensor for detecting obstacles or other MRSs.
• Movement restrictions resulting from the fact that hardware prototypes physically occupy space.
• The presence of deadlock and live-lock situations.

We have formulated five requirements (R1–R5) that the route planner should satisfy. It should be
able to:

• R1: deal with the highly urgent, space-constrained application and minimize the
processing resources.

• R2: deal with the movement restrictions of MRS and at the same time to be live-lock
and deadlock-free.

• R3: cope with the dynamism of the real-world environment (variable velocity of the agents;
disturbances, changes, delays, and breakdowns of the agents; and communication failures)

• R4: minimize unnecessarily traveled distances and the travel times of the MRSs, and to maximize
the throughput of the GG.

• R5: be scalable and leave room for further improvements and changes.

We chose a decentralized route planner using delegate multi-agent systems (D-MAS) in order to
meet R1, R3, and R5. Decentralized planners seem to be comparable to centralized state-of-the-art
planners in some cases, yet still offer a decentralized approach without the need of access to global
knowledge [7]. A proper implementation of the D-MASs leaves room for further improvements.

The routing problem of the kind we describe has been shown to be at least NP-hard [12]. On the
other hand, in a D-MAS, the complexity of computations and communication is low-polynomial [13].

The formulation of the requirements R1–R5 sums up the problem definition and their fulfillment
can be considered the novelty of this paper.

In research, we selected D-MAS because we had a good experience with the application of D-MAS
in a previous research project, and at the same time, we did not have experience with commonly used
pathfinding algorithms. The implementation of D-MAS provided larger room for changes and the
needs of our modular manufacturing line. The first need was the reservation of a time interval in
consideration of the nondiscrete movement of an MRS. Most pathfinding algorithms are used for
discrete movement.

Infinity intention pheromone (IIP) algorithm: the next need was the possibility of collecting
additional data from the environment through D-MAS (if the MRS starts moving on a single road in a
short time).

The last most important need was that, unlike most of MAS pathfinding algorithms, ours had to
guarantee that the MRS (agent) reaches its object even if the path to the object does not exist (Windowed
Hierarchical Cooperative A *—WHCA *) [14].

The limitation of this approach is that this can be applied on a small number of crossroads on the
map, with small number of AGVs, and with the statement that an AGV always reaches its object.
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The article discussed part of research which is aimed at increasing the competitiveness of
enterprises thanks to modular manufacturing lines. Main projects aim at logistics, capacity calculations,
planning, and control, or overall, at applicability and feasibility. Proof-of-concept continues to a fully
functional prototype. Part of this research was also used in a project where an innovative logistics
system, based on the modular principle, was created. In this project we successfully applied D-MAS
for the coordination and control of a one-way, tape-guided AGV [15] (Figure 4).
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Figure 4. (a) Prototype of the logistics system based on the modular principle; (b) virtual verification of
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The next chapter deals with material and methods. The chapter discusses delegate-MASs,
the design method, the graph structured network (GSN), MRSA, and CA as the primary agents, and the
ants’ applications.
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2. Materials and Methods

2.1. Delegate-MASs

Primary agents (the application level agents, which can represent, e.g., manufacturing or logistic
resources, products, and orders), need to interact with other primary agents to ensure coordination
and synchronization among them [16]. There are two types of communication that primary agents can
use: direct and indirect communication.

Direct communication, such as exchanging messages can lead to complex and largely unpredictable
behavior of agents, given the large number of conversations in which they can be involved [16]. One of
the indirect kinds of interaction is pheromone-based communication. A pheromone is a data structure
that evaporates over time. In other words, the intensity of the pheromone, and thus the validity of any
information it holds, decays over time.

Primary agents use behavioral modules called D-MASs that reduce the agents’ internal structural
complexity [9]. Such D-MASs consist of mobile, lightweight agents (called ants—after their biological
inspiration). Ants serve as delegates and perform specific, assigned tasks. They can gather information
and disseminate pheromones in the environment, thus they can interact with remotely-located primary
agents. Their behavior, memory, and processing resources are limited; thus, they are computationally
efficient [17]. Ants move and execute tasks much faster than their primary agents (or agents’
counterparts in the real world). In other words, they can travel through space and time into the future
and find alternative behaviors for their primary agents.

There are two types of primary agents. (1) The resource agent (RA) (e.g., manufacturing resources)
provides services to (2) the task agent (TA) (e.g., work-in-progress instances of products). The TAs,
usually considered as mobile agents, can travel through the environment and consume the services
offered [16]. The RAs should maintain up-to-date information concerning how their services are
allocated among the TAs. This information will the form a schedule [18]. The TAs are responsible for
task control and execution.

The TAs and ants can travel through the environment, which is represented by a graph also called
the graph structured network (GSN) [16] which is used by the coordination mechanisms (dissemination
of information and resource allocation)) [17]. A GSN is composed of vertices (nodes) and edges
(segments). Nodes represent RAs and segments represent bi-directional communication links to the
neighboring RAs, over which the TAs and the ants can travel and interact [19]. A GSN can be static e.g.,
a network of routes or dynamic, in which case changes/failures of nodes or communication links can
occur [20]. However, it should be noted that there are several cases [21,22] in which the links provide
services (e.g., passages).

Nodes in the GSN have a specific infrastructure that stores pheromones, called the pheromone
infrastructure. It may include the pheromone evaporation function and may provide an interface for
primary agents and ants to deposit (i.e., drop), observe (i.e., smell), modify, or refresh pheromones.

In general, there are three basic types of the D-MASs [23]. Each of them offers a different service:

• Feasibility ants;
• Exploration ants;
• Intention ants.

Feasibility ants (FAs) are deployed at the location of their RA (at the node it resides on). Their
task is to roam the GSN and disseminate feasibility information about their RA. They can aggregate
information (e.g., capabilities or already-allocated capacities) from other RAs with existing information.
The feasibility pheromone is dropped into every node an FA encounters, and it may contain a digital
road sign directed to the node from which an ant arrives [16,23,24]. The use of the FAs is more or
less optional.

Exploration ants (EA) are created at the location of their TA. Their task is to find a feasible routing
(path) through all the necessary resources (i.e., RAs). They can virtually execute the services provided
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by the Ras; thus, testing various alternative behaviors for a TA (Philips et al., 2013). Every RA an EA
encounters is asked a “what-if” question; e.g., what the timing, distance, quality or costs would be if a
TA would arrive in a particular state at the particular moment in time. The answer is aggregated with
already-gathered information [25]. When the task is completed (or canceled), an EA returns to its TA
using the same path. The TA then selects the suitable path and makes a commitment to it; therefore,
it creates an intention. The periodic deployment of the EAs can lead to the discovery of new solutions,
or to the detection of new disturbances in the environment. In some cases [22], EAs drop road sign
pheromones to guide their TAs.

When a path is selected and a commitment is made, a TA deploys an intention ant (IA). An IA
informs all RAs in the selected path about the future allocation of its TA [17]. In other words, the IA
reserves all necessary capacities. Reservations allow the generation of a short-term forecast of the future
spacetime movement of the TAs, possible future workloads of the Ras, and a forecast of the system’s
behavior. After successful (or unsuccessful) task execution, an IA returns to its TA. Evaporating and
refreshing of the pheromones allows the system to forget invalid solutions, thus the system is able to
cope with changes and disturbances [26,27].

2.2. Design Method

Due to limited processing and communication resources of the MRSs, all the coordination
and control mechanisms were implemented in the centralized, virtual, shared environment.
The disadvantages of creating such an environment are constrained scalability, and reduced fault
tolerance and robustness [23].

2.3. Graph Structured Network (GSN)

The GSN is formed by nodes and segments. Nodes can be divided into two groups: (1) Physical
nodes (also called crossroad nodes) that are the centers of the crossroads. In the MAS, a crossroad is
represented by a primary agent—the crossroad agent (CA), and can be composed of two to four virtual
segments; see Figure 5. These are connected to the physical node. (2) Virtual nodes are not part of
any crossroad; they just represent boundaries of the crossroads. Just as the virtual segments, they are
present only in the virtual environment. Each node has its own ID and it is aware of the neighboring
nodes. A set of IDs is an abstraction of an MRSA’s route.
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There are three types of segments (Figure 5):

• Virtual;
• Physical;
• Logical.

2.4. MRSAs and CAs as the Primary Agents

The CAs represent a specific type of an RA, which provides services in the form of passage to
the MRSAs. An MRSA is both a TA and an RA. They are mobile; they search for a route consisting of
services, using exploration and intention D-MASs. As RAs, they provide transportation for MPAs.

An MRS does not possess any sensors to detect other MRSs, and thus, it cannot avoid collisions
by itself (R2). With its optical sensors, it can only reliably evaluate its presence at a physical node (i.e.,
a center of a crossroad).

An MRSA (and its counterpart MRS), when it is situated at a crossroad, occupies almost its entire
area (including its virtual segments). Therefore, a CA can only be reserved by one MRSA at a given
time. The problem occurs when an MRSA is moving. Its position between two physical nodes is
unknown. Thus, an MRSA needs valid reservations at both CAs while moving between them.

A reservation of an MRSA can be cleared once the next physical node has been successfully
identified by the MRS. When two consecutive CAs (including their virtual segments) are reserved,
they form a logical segment; see Figure 5. Only one MRSA per logical segment is allowed. The segment
between two physical nodes is called a physical segment; see Figure 5. A physical segment is divided
into two virtual segments by a virtual node. The logical segment, unlike the physical segment, includes
all virtual segments of both crossroads. The physical segment defines the time interval that needs to be
reserved for a passage at a given velocity.

Thus, a logical segment can, at a given time, be reserved by only one MRS. This is the first
coordination rule, CR1, and it addresses R2. The reservations themselves address R4.

An MRSA needs to activate a reservation on the following crossroad in order to enter it. There are
four types of activation; see Figure 6:

• A: Starting activation. At the beginning of the simulation or after the addition of an MRSA to the
virtual reality, an MRSA activates the reservation of the crossroads it resides on.

• B: “Hit the road” activation. Just before an MRSA leaves its first crossroad, it tries to activate the
reservation at the second crossroad of its route.

• C: Forward activation. If moving, an MRSA will continue straight ahead after the next crossroad
(i.e., it is not stopping or turning); it tries to activate the reservation of the crossroad that is the
second one in the order. This activation is performed on a virtual node.

• D: Turning activation. If the moving MRSA will turn (left or right) at the next crossroad, it tries to
activate the reservation of a crossroad that is the second in the order. In that case, the activation is
performed after the turning.

Deactivation of an activated reservation is performed after an MRS (in the virtual reality an MRSA)
successfully arrives at the following crossroad. Because of the disturbances (MRS delays, loss of
communication link, etc.), the arrival may not happen. In the case of activated reservations, intention
pheromones (IPs) do not evaporate and they cannot be erased. If an MRS does not receive a message
from MRSA that authorizes entering the second crossroad in the list, it simply stops at the next one
(with the already-activated reservation). The active reservation prevents other MRSAs from entering
the occupied crossroad. If an activation of a reservation fails, an MRSA will force its counterpart to
stop. If there is a breakdown of an MRS (for simplicity, imagine discharged batteries), the MRS will
stop somewhere between the crossroads; both crossroads stay reserved in the virtual reality.
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2.5. Ants

Ant agents with the same behavior originating from one deployment (and their clones) have their
own IDs (ACIDs); see Figure 7. An ACID guarantees its uniqueness during the whole system’s lifetime.
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To re-address R1, an ant at the end of its life cycle (after the successful or unsuccessful completion
of its task), does not travel back to its agent. To save valuable time and processing resources, the ant
returns to its agent via an underlying communication channel, as a direct message. The agents and
ants have a number of tickets, which defines the maximum number of clones that can be made. In this
manner, a primary agent can track the number of the ants that are still active and does not have to wait
for some kind of deadline. Their life cycle can also be limited by the maximum number of hops—the
number of jumps from one physical node to another.

2.5.1. Feasibility D-MAS

The FAs were implemented to reduce the usage of processing resources and time, to partially cope
with R1 and to minimize unnecessarily traveled distances and time, so as to address R4. They facilitate
the search of the EAs for an optimal route.

A CA’s feasibility D-MASs module is initialized at MRSA’s request via a direct message.
To re-address R1, the module of each CA is executed only once, considering the static positions
of the CAs and their real-world counterparts. Feasibility pheromones do not evaporate (thus, we may
rather use the term feasibility information). Feasibility information (FI) exists in the GSN during the
lifetime of the system. Before an MRSA deploys the EAs, it tries to find an FI originating in the MRSA’s
destination. If there is no FI deployed by the destination CA, an MRSA requests the CA to deploy FAs
by a direct message. Such one-shot deployment of the FAs for each crossroad, and the persistence of
the FI, reduce the time and the usage of processing resources.
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The task of the FAs is to spread FI about its CA to all other CAs. Each FI contains a road sign
with the ID of the physical node from which an ant arrived and the cost (composed of the aggregated
time and distance) of its traveled route. When an FA is deployed, it clones itself and the clones are
placed at all possible virtual nodes. During their journey, their clones are placed at all virtual nodes,
except the node they came from. The life cycle of an FA ends, when FI is already dropped at the node
and contains a lower cost. The use of the FAs reduces the number of EAs that are required, as well as
their complexity.

Each physical node (in the virtual environment) contains a pheromone structure called the
pheromone container (PhC). The structure is managed by the CA. PhC holds the IPs and the FI. It also
contains a function that ensures the evaporation of the IPs.

In order to re-address R1, a data structure that holds FI was implemented as a binary search tree
(BST); see Figure 8. The main advantage of the BST is the fast look-up (O (log n) time complexity on
average), addition, and removal of items.
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The key values in the feasibility BST are represented by the names of the CAs, which own the FI.
The values of the BST consist of the FI, and they may contain up to four “pairs of road signs and costs”
(PsRC). When dropping the FI, the FA inserts the number of the hops traveled into it.

2.5.2. Exploration D-MAS

To re-address R1, the search for a route to a destination node (i.e., a CA) is executed only at the
beginning of the MRSA’s journey. MRSA does not change its intention during its journey. This is
called simple, naive strategy [28] or blind commitment [16]. An agent using blind commitment is not
able to cope with the dynamics in the environment [29]. However, the commitments of agents in our
application last from seconds to one minute. Thus, blind commitment does not have any great impact
in our application. Yet, we have tried to implement the possibility of changing the commitment during
the agent’s trip. That resulted in the loss of the lightweight properties of the ants—not to mention the
increased complexity of the MRSA class. The effort to reduce the communication bandwidth from
MRSA to MRS also played its role.

The task of an EA is to find the path with the lowest cost to the destination node. An EA stores
the IDs of nodes through which it has passed. The cost of the path traveled by an EA is defined as:

crEA = w1 lrEA + wt tMRSA (1)

where crEA is the cost of the path traveled by the EA, wl is the weight per element of length, lrEA is the
length of the path traveled by the EA, wt is the weight per element of time, and tMRSA is the time for
which an MRSA would travel the selected path.

Ants are cloned based on FI. Unused tickets are passed to the cloned ants. An ant terminates its
life cycle right after the cloning. It then reports the number of used and unused tickets. When an ant
runs out of its tickets, it can continue on its journey, until it runs out of hops. The number of clones at
a physical node is determined by the number of PsRC that are present in the feasibility information.
An ant-template passes tickets to ant-clones based on the cost ratio:

t1 = nt + ri (2)
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where ti is the number of tickets for an ant I, nt is the total number of tickets, and ri is the cost ratio for
ant I, in which:

ri =

ct
ci∑n
1

ct
ci

(3)

where ct is the total sum of the costs in a feasibility pheromone, ci is the cost for ant I, and n is the
number of cloned ants (or PsRC), for which:

n∑
i=0

ci (4)

An MRSA maintains the list of the three least-cost routes. If an IA fails, it will try to reserve
the next route in the list. An IA has less performance impact than the EAs. If the reservation of the
third route fails, an MRSA will multiply the default number of tickets by the number of unsuccessful
attempts of searching, and it repeats the search. This allows an MRSA to find other possible routes to
the destination. After a successful reservation of the route, an MRSA resets the number of tickets to the
default value.

The number of hops is determined by the FI present at the local PhC. However, this is the optimal
number. The optimal route may not always be feasible. Thus, there is the option to add further hops.

An EA, instead of asking a what if question, performs a test (a virtual drop) at all CAs it encounters,
testing whether there is a free time interval for a future IP. For the sake of simplicity and to ensure that
the testing time interval for the future reservation will match the actual future reservation, the same
mechanisms for EAs and IAs were implemented. The only difference is that during the reservation
test, pheromones were not dropped. This approach saved us from a lot of bug fixes.

An EA accumulates the traveled distances and the time that it would take an MRSA to travel it.
The accumulation of the distances is an easy task, considering that all physical segments are of the
same length (0.22 cm). However, with the accumulation of the times, things get a bit more complex.
Considering the limited ability of the MRS to determine its position, a logical segment needs to be
reserved for the whole time that an MRSA is traveling through it (CR1). Thus, both CAs (being parts
of the logical segment) need to be reserved, in order to fulfill that. However, the times may vary
depending on the action the MRSA takes at the second CA of the logical segment. If the MRSA stops
or slows down and turns, this will naturally take more time than if it continues straight ahead without
slowing down at all. The time is known after an EA agent is cloned at the second CA and it knows the
direction in which it will continue. Thus, an EA needs to return to the first part of the logical segment
and test the reservation, now possessing the knowledge of what its behavior will be, once it passes the
second part of the logical segment. The list of the possible MRSA’s pairs of itinerary actions per logical
segment (e.g., continue straight at the first crossroad and stop at the second crossroad) is:

• Start and stop;
• Continue and continue;
• Start and continue;
• Continue and stop.

There are also actions that can be performed at a single crossroad:

• Turn right;
• Turn left;
• Switch direction;
• Emergency stop.

Figure 9 depicts an example of one possible itinerary. The itinerary comprises actions that the
MRS needs to perform at each crossroad. The MRS is obligated to report the crossing of each crossroad
so that the MRSA can monitor its movement.
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2.5.3. Intention D-MAS

A route needs to be reserved to the destination; we materialized thats requirement in the form of
coordination rule CR2, so as to cope with requirement R2, and reduce the possibility of deadlocks or
live-locks. CR2 also addresses requirement.

R4, minimizing unnecessarily traveled distance and travel time of MRS and maximizing the
throughput of the GG.

There is no time in which a new path is guaranteed to be found. To solve this issue, we propose
the infinity intention pheromone (IIP) (or infinity reservation). The IIP contains the start date, but the
end date is denoted as infinity. An IIP must be dropped by an IA at its destination (coordination rule
CR3) to indicate this uncertainty. It is removed, when an MRSA reaches its destination and finds a new
route (if there is another transport order).

To address R3, there is a need for a forced infinity intention pheromone (FIIP). If an MRSA is
forced to stop, it will drop an FIIP at the next crossroad. The FIIP will erase all reservations that overlap
with the FIIP (coordination rule CR4). Note, however, that the MRSA still needs a valid reservation to
drop the FIIP.

During its journey, an MRSA refreshes IPs in its path. Such refreshing ensures that the path
remains reserved during the whole journey, and it can also detect erased reservations. Considering
the possible delays of the MRSAs, some reserve time can be added at the start and at the end of
the reservation.

Iterating through all IPs and testing whether dropping a new pheromone does not overlap with
the already-dropped pheromones, are compute-intensive tasks. To re-address R1, we used the BST
(see Figure 10) as the data structure that held the IPs as well. The keys of the BST, the dates and the



Appl. Sci. 2019, 9, 4515 13 of 20

values of the BST, are (index, pheromone) pairs. Dates labeled with an even index define the start of a
reservation and dates with an odd index define the end of a reservation. The BST provides temporary
indexes when a pheromone is about to be dropped and compares them with the existing ones. If no
overlap rules are violated (e.g., in some cases index values may vary only by one), the IPP is dropped.
Thus, we avoid iteration through the pheromones. The only drawback of this approach is the need to
refresh the indexes after each successful drop.
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Figure 10. An illustration of keys and values of the intention binary search tree (BST).

An IA is not cloned. It just follows the path that consists of IDs and uses the same reservation
mechanisms as the EAs. After a successful reservation of the selected path, the IA reports back to
its MRSA.

The evaporation rate of the IPs depends on the deployment period:

evrph =
1

Td

[
s−1
]

(5)

where evrph is the evaporation rate of the IP, and Td is the period of the deployment cycle.
The next chapter describes a proof-of-concept implementation and results.

3. Results

A Proof-of-Concept Implementation

The design method of our route planner was verified in the virtual 3D environment, called Ella
Software Platform (ESP) [30], to better understand the characteristics and the issues of the planner.
The ESP provides the proper tools for the implementation, such as a discrete world, 3D graphics,
a physics engine, an MAS module, etc. We performed experiments on a machine with the Intel Core i7
6700HQ 2.60 GHz processors. ESP can only use one physical thread. The static size of the GSN was 8 ×
8, and thus there were 64 crossroads see Figure 11.
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We evaluated two approaches: (a) with reservations (WRA) and (b) without reservations (NRA).
In the approach without reservations (NRA), there are no reservations; however, there are

occupations; i.e., the presence of an MRSA at the crossroad. If the next-in-the-list crossroad is occupied,
an MRSA stops at the current crossroad and it starts searching for a new route to the destination.
However, we needed to implement a simple resolution for a temporal live-lock. The live-lock occurs
when two MRSAs try to swap their positions at the neighboring nodes. If an MRSA detects a live-lock,
it uses the third found route in its route list (the choice of the second route occasionally led to another
live-lock). In this case, the EAs do not test for reservations. In order to increase the throughput of the
GSN, they instead check the occupancy of the first crossroad after their deployment. If the crossroad is
occupied, the ant reports an unsuccessful execution of the task.

For each approach, we used from one to six MRSAs. Each MRSA had to visit ten different
destinations (but the destinations were the same for both approaches). Both reserve times (starting
and ending) of the reservation intervals were set to 0.3 s. The deployment period was set to 2.0 s.
The default number of tickets was set to 10.

At the time of writing, there were no measured time characteristics of the MRSs. Table 1 contains
the arbitrary durations that were chosen for each itinerary action. The variable velocity of the MRSA
was implemented as the function of time.

Table 1. Durations of the itinerary actions.

Action Time [s]

start and stop 2.0
start and continue 1.5

continue and continue 1.0
continue and stop 1.5

turn right 1.0
turn left 1.0

switch direction 0.0
emergency stop 2.0
start and stop 1.5

start and continue 1.0

Tables 2 and 3 contain the average and the longest (i.e., the worst) travel time of each D-MAS in
the approach with reservations (WRA) and the NRA. The resulting time was influenced by the length
of the route and the overall number of agents (1–6) and ants in the environment.

Table 2. The average and the longest travel times of the ants in the approach with reservations (WRA).

FA [s] EA [s] IA [s]

Average time 0.5553 0.2870 0.2109
Highest time 0.7823 0.5651 0.4998

Table 3. The average and the longest traveling times of the ants in the approach without
reservations (NRA).

FA [s] EA [s] IA

Average time 0.5534 0.2652 N/A
Highest time 0.6998 0.4668 N/A

The average number of the FAs located in the environment at the same time was 166.1, and the
maximum number was 283 per deployment. The average number of FAs per deployment was 1050.1,
and the maximum number of the FAs was 1901 per deployment.
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Figure 12 shows the average of the optimal total times (i.e., reservations not taken into account),
which is the same for both approaches; the average of the best total times found by the EAs in the WRA
(i.e., taking into account the reservations); and the average of the total travel times for both approaches.
The average times are given per one MRSA, taking into account all ten pre-defined routes. There was
no point in measuring the best total time found by the EAs under the NRA, as the EAs were deployed
several times during the trip.
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The EAs under the WRA were deployed only once, at the beginning of the trip. Each MRSA
eventually reached its destination.

Figure 13 shows similar results, but with the average measured distances. We can conclude the
same: the WRA outperforms the NRA as the number of MRSAs increases. In the case of the WRA,
the average of the total distances traveled was identical to the average of the distances found by
the EAs.
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Another perspective that we can examine is a comparison of two states: the average amount
of waiting and the average amount of moving per one MRS, considering all ten pre-defined routes.
This perspective can be expressed by the duration of the transport orders. Figures 14 and 15 show the
duration of those states for the NRA and the WRA, respectively.
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Figure 15. Durations of the states in the WRA.

The more MRSAs there are in the environment, the longer it takes to find and reserve a new route.
However, similarly to the previous cases, as the number of MRSAs increases, the movement and the
total durations are shorter; thus, the WRA outperforms the NRA. The usage of reservations increases
the throughput of the GSN.
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4. Discussion

The average times of the FAs are comparable for both approaches, but in the NRA, the EAs were
slightly faster because they did not test for reservations.

Starting with one MRSA, the total time found by the EAs was identical to the optimal total time.
This makes sense because there were no foreign reservations. However, the total travel times in both
approaches were longer because they also included the time of searching, and in the case of the WRA,
the time also included the travel time of the IAs; but the difference was not significant. The change
occurred with the presence of three MRSAs in the environment, resulting in a more time-consuming
performance of the NRA. In the case of the WRA, the more MRSs there are in the environment, the
longer it takes to find and reserve a new route. But the total travel time under the WRA was shorter
than the total travel time under the NRA. In the case of the NRA, on the contrary, the more MRSs there
are in the environment, the more often they stop and the longer they wander. We can conclude that,
as the number of MRSs increases, the WRA outperforms the NRA in the total travel time.

The waiting duration is longer under the WRA. This can be explained by the fact that under the
WRA, the MRSAs cannot leave their positions until the whole route is reserved; thus, they are waiting.

We have proposed a design method and formulated several coordination rules, for this type of
planner. The route planner was compared to a different, non-reservation-based approach. We tested
the approaches in 3D virtual reality, so as to better understand their properties and identify errors.

Experiments show that as the number of MRSAs increases, our approach achieves better
performance regarding the travel times, distances traveled, and the time of transport-order execution.
Thus, a proof-of-concept solution has been achieved.

From our experience of implementing this type of planner, we can formulate several
recommendations. The more urgent a system is, the more complex the agents and ants are: hence they
are becoming less lightweight. We recommend using similar or identical mechanisms for testing of the
reservations by the exploration ants, and making reservations by the intention ants. That will prevent
programmers from introducing numerous bugs into the code base, and will make the code easier to
maintain. If a task can be delegated to the intention ants instead of the exploration ants, the intention
ants should be preferred for performance reasons.

5. Conclusions

The paper describes the use of delegate MAS for route planning in a time-constrained and
space-limited environment. Its novelty lies in the combination of the following requirements imposed
on the planner:

• To deal with a highly urgent, space-constrained application, and minimize processing resources;
• To deal with the movement restrictions of MRS, and at the same time, to be live-lock

and deadlock-free;
• To cope with the dynamism of real-world environments (variable velocity of the agents;

disturbances, changes, delays, and breakdowns of the agents; and communication failure);
• To minimize unnecessarily traveled distances and the travel times of the MRSs, and to maximize

the throughput of the GG;
• To be scalable and leave room for further improvements and changes.

Our next steps will lead to a real-world application of the developed system and to coordination
and control of real-world hardware prototypes. The route planner will be used for coordination and
control of mobile agents that transport parts of the modular lines.

Supplementary Materials: Link on a video that shows Modular Manufacturing Line developing by us as Video
S1 is available online at: https://www.youtube.com/watch?v=_eZjx5m5rNs.
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Abbreviations

BST Binary Search Tree
CA Crossroad Agent
D-MAS Delegate MAS
EA Exploration Ant
ESP Ella Software Platform
FA Feasibility Ant
FI Feasibility information
FIIP Forced Infinity Intention Pheromone
GG Guidance Grid
GSN Graph Structure Network
IA Intention Ant
IIP Infinity Intention Pheromone
IP Intention Pheromone
MAS Multi-Agent System
MML Modular Manufacturing Line
MP Modular Platform
MPA Modular Platform Agent
MRS Mobile Robotic System
MRSA Mobile Robotic System Agent
NRA Approach Without Reservations
PhC Pheromone Container
PsRC Pairs of Road signs and Costs
RA Resource Agent
TA Task Agent
WRA Approach With Reservations
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