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Abstract

:

A Brain–Computer Interface (BCI) provides a novel non-muscular communication method via brain signals. A BCI-speller can be considered as one of the first published BCI applications and has opened the gate for many advances in the field. Although many BCI-spellers have been developed during the last few decades, to our knowledge, no reviews have described the different spellers proposed and studied in this vital field. The presented speller systems are categorized according to major BCI paradigms: P300, steady-state visual evoked potential (SSVEP), and motor imagery (MI). Different BCI paradigms require specific electroencephalogram (EEG) signal features and lead to the development of appropriate Graphical User Interfaces (GUIs). The purpose of this review is to consolidate the most successful BCI-spellers published since 2010, while mentioning some other older systems which were built explicitly for spelling purposes. We aim to assist researchers and concerned individuals in the field by illustrating the highlights of different spellers and presenting them in one review. It is almost impossible to carry out an objective comparison between different spellers, as each has its variables, parameters, and conditions. However, the gathered information and the provided taxonomy about different BCI-spellers can be helpful, as it could identify suitable systems for first-hand users, as well as opportunities of development and learning from previous studies for BCI researchers.
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1. Introduction


In this review, we primarily focus on the recent advances in the field of Brain–Computer Interface (BCI) spellers for different electroencephalogram (EEG) signals’ features. These speller systems are usually a graphical representation of letters, numbers, and symbols which are controlled using different BCI types for spelling and typing. Audio output can also be included by modern speech synthesis/voice recognition systems.



The majority of research papers in the BCI field focus mainly on the development of the system’s back-end to improve the signal processing algorithms and boost the performance of the system (see the Research Methodology section). Our assumption is that, as the Graphical User Interface (GUI) of the BCI speller is the front-end, it is the first parameter which the end-user would judge on a BCI-speller, and, therefore, more attention should be given to it.



The goal of this paper is to describe and gather details about some unique and successful BCI-speller systems (from our point of view), specifically those published during this decade. The older state-of-the-art systems are discussed in this review as they are very well known and represent the basis on which many of the newer developments were built on. These systems were mainly developed with the objective of creating possible communication methods for patients suffering from motor neuron disease (MND) or with the goal of providing an initial proof of concept through examining the reliability of such systems by testing them with healthy subjects.



First of all, this review will benefit many researchers in the field as it provides a reference point giving an overview of the most successful BCI spelling systems. Consequently, it makes it easier and faster to go through many studies, facilitating the initial phase of a new research. Additionally, this review lists the improvements of different BCI-spellers, while highlighting the recent improvements and changes made with respect to the past and also presenting a taxonomy and classification of different features of such systems. This uncovers new development opportunities for further studies and underlines the relevant know-how for fresh researchers in the field.



Another group which could benefit from this paper are the MND patients, their families, and caregivers, as they are the main targeted end-users for BCI spelling applications. As nowadays internet research is a common skill, many patients’ family members conduct internet lookups to find suitable rehabilitation systems or any new technology, which might help their afflicted relatives. Finding a review paper listing different options and developments of BCIs for communication (spelling) might be beneficial. It is difficult for healthy users and designers to anticipate the needs of an afflicted person. This review might encourage more patients to be willing to contribute with their opinions and testing for such systems. A BCI speller is characterized by features which attract the end-user. These characteristics are presented in an “easy-to-understand” taxonomy chart. End-users with basic or no prior understanding of the field could build a general knowledge about BCI spellers by reading through this review. The expectation is that there are potential end-users who are interested to learn about BCI. This review offers a smooth start from which MND patients (and patients with similar symptoms) with no previous knowledge or naïve understanding of BCI could begin improving their quality of life by using such systems for communication purposes. Publishing this review as an open access article might also reach more potential users and introduce them to BCI for the first time.



The review is structured as follows: Section 2 “Brain–Computer Interface” is a brief introduction and explanation of BCI in general, focusing on the relevant concepts in this review. Section 3, “Research Methodology”, describes the construction methodology of this review. Section 4, “Review of BCI Spellers”, presents the different types of BCI-speller GUIs, showing their features and characteristics with a short discussion concerning the described systems in each subsection. In Section 5 and Section 6, “Discussion” and “Conclusions”, a general discussion about BCI and similar systems is presented, while expressing our personal opinion about the upcoming development opportunities in the field.




2. Brain–Computer Interface


MNDs affect how the brain communicates with the other organs in the body by disrupting neurological networks; they mostly affect the motor control of the muscles. They include Amyotrophic Lateral Sclerosis (ALS). Similar symptoms are shown for Locked-in Syndrome (LIS), brainstem stroke, brain or spinal cord injury, cerebral palsy, muscular dystrophies, and multiple sclerosis, which eventually cause the afflicted patients to lose their ability to control voluntary muscles, mostly consisting of the skeletal muscles and the tongue, thus causing functional and cognitive disabilities. More details on MNDs can be found in [1]. As a result, these patients find it increasingly difficult to communicate with their surroundings, as they cannot speak or even use their hands for sign language.



To help patients to regain their social life, an alternative way of communication is needed. An example of such communication systems, which has been around for years, are the eye-tracking spelling systems, which depend on the movement of the eye that controls a cursor on a virtual keyboard and selects the desired letters [2]. Also, a simple eye blinking can be used as a communication method. Such and similar systems might not be suitable for some patients who have lost the ability to precisely control fine ocular movements or who experience uncontrollable head movements [1,3].



A solution which would allow these patients to communicate is the utilization of modern BCI. A BCI system allows people to communicate through brain signals without the need of any muscular movement. It provides an artificial output that is different from the usual natural output of the nervous system, which is disabled in most MND patients.



There are many methods to monitor the brain’s activity. One of the most common methods for measuring brain waves, and our focus during this review, is the electroencephalogram (EEG) [4]. EEG is a non-invasive measurement technique widely used in almost all modern BCI applications, more practical than Electrocorticography (ECoG), which requires an opening through the skull to directly access the brain tissue [4]. The main reasons why EEG is so common are: EEG equipment is relatively inexpensive, portable, simple to set-up, and provides a signal with high time resolution compared to other non-invasive methods for monitoring brain activity like Magnetic Resonance Imaging (MRI) or Positron Emission Tomography (PET), just to mention a few [5]. Also, non-invasive BCIs could become a useful tool to be utilized and tested by healthy individuals for research and development of applications [4].



After measuring and recording the brain activity in a BCI system, specific features of the signal are extracted and analyzed by the computer. This output has the potential to serve as a BCI application which might replace, restore, enhance, supplement, or improve the function of the central nervous system [6].



Over the recent years, BCI researchers have been developing various applications which might be useful for MND patients in particular. One of the most commonly studied applications is the BCI-speller. Usually, a BCI-spelling application allows the users to communicate with environment using a GUI. The GUI displays letters, numbers, and special characters. With the aid of the brain signal recorded and analyzed by the BCI system, the user selects the desired character and types it on the screen or other output displays. Farwell and Donchin presented the first spelling application in 1988 [7]. Promising accuracy levels and typing speeds have been presented in the literature since then. Consequently, BCI spelling applications were further developed, allowing people to communicate directly through the measurements and direct interpretation of brain activities. In general, the loss of communication for such patients affects their quality of life negatively as presented in [8]. Subjects using a BCI-speller can be more independent and can even regain their social life to a relatively high extent.



The measured brain activity from the BCI is interpreted with the intention of selecting the desired key (letter, number, or symbol) shown on the screen. In contrast to standard physical keyboards used traditionally in most computer systems, where the user selects the desired key by physically pressing it, in a BCI system, the user selects a key by looking at it (or by other sensory modalities in some cases), and the letter will be “pressed” by the computer according to the measured and classified brain signals.



The performance of BCI-spellers is commonly measured by calculating the accuracy and the Information Transfer Rate (ITR) of the system. The accuracy is calculated by dividing the number of correct commands by the total number of commands. The commonly used ITR was introduced by Wolpaw in [9], originally presented much earlier, as discussed in [10]. The ITR combines the accuracy and the system’s speed in one variable and it is expressed as the number of error-free bits per time unit. It is important to note that the ITR may be calculated in different ways (e.g., on the level of commands or of the letters) in different types of BCIs. It can only be used objectively to compare the performances of systems of the same type.



This review focuses on the main EEG paradigms used by the vast majority of BCI spellers: Event-Related Potentials (ERP) (mainly P300 and Steady-State Evoked Potential (SSEP)) and motor imagery (MI, also called Event-Related Desynchronization/Synchronization (ERD/ERS)) [4,5].



2.1. Event-Related Potential (ERP)


ERPs are electrocortical signals which can be detected and measured using EEG, during or after a sensory, motor, or psychological event. They usually have a fixed known time delay to a stimulus and a different amplitude compared to the spontaneous EEG activity. ERPs are less frequent and more localized than the normal EEG-measured signal. Different ERPs can be evoked using different types of stimulus (events), and the evoked ERP is characterized by a specific time delay and/or location where it was generated. The two most common ERPs are the P300 and the Steady-State Visual Evoked Potential [11].



The P300 wave is a type of event-related potential which occurs in the human brain as a positive deflection with a time delay of around 300 ms after a specific event has occurred [12] (although the timings may vary, as discussed in [13]). The P300 signal is usually intensified over the central parietal region of the brain and can be detected using EEG. The event which stimulates the P300 is known as “the oddball paradigm” [7]. Accordingly, this paradigm consists of three main prerequisites [6]:




	
A subject is presented with a series of stimuli or events; each of them belongs to one of two classes (e.g., a desired or an undesired event)



	
One of the classes is less frequently presented than the other class (a rare event versus a usual event)



	
The subject needs to pay attention to one of the stimuli when it occurs (e.g., counting how many times a particular letter will flash, which is the rare event).








The rare events induce the P300 signal in the brain. Researchers have developed both visual and auditory stimuli to induce a P300 signal for different systems and applications (Visual Evoked Potential (VEP) and Auditory Evoked Potential (AEP)). One of the first BCIs using the P300 signal is a speller developed by Farwell and Donchin in 1988 (Figure 1a) [7], which used visual stimulation for the “the oddball paradigm”. Hill et al. in 2005 [14] introduced the first P300 BCI based on auditory stimuli. In 2014, a novel auditory speller, named “charstreamer”, was presented by Höhne et al. [15]. As for other types of sensory stimulation, in [16], a tactile P300 BCI was developed by fixing vibration motors at different locations around the participant’s waist. The user had to focus on the vibration at the desired location and ignore all the others to elicit a P300 signal. More recently, researchers started experimenting with placing motors on different parts of the body, such as the back or the hand of the user, with the aim to improve the tactile P300 BCI performance [16,17].



The Steady-State Evoked Potential (SSEP), specifically the Steady-State Visual Evoked Potential (a type of VEP) (Figure 1b), is characterized by positive and negative fluctuations in the EEG signal which are responses to a visual stimulus. For example, light is flashing, an image is appearing/disappearing, or a pattern is presented with a certain frequency. SSVEP is recognizable in the EEG recordings as voltage oscillations which are further processed to detect their unique features, such as frequency and amplitude. When the external visual stimulus is flickering at a specific constant frequency, an SSVEP is elicited with a peak frequency matching the stimulus (as well as its harmonics), mainly in the visual cortex, located in the occipital region of the brain, given that the subject’s eyes are fixated on the stimulus. Usually, a frequency analysis technique, such as Fast Fourier Transform (FFT), is used to detect the stimulation frequency [6].



In a standard SSVEP system, taking a spelling application as an example, the targets can be individual letters or groups of characters or command boxes. Each target flickers with a unique frequency. This is also known as frequency-modulated Visual Evoked Potential (f-VEP). Another well-known type of VEP is the so-called code-modulated Visual Evoked Potential (c-VEP). Instead of using a constant flickering frequency, the stimulus is a pseudorandom swapping of orthogonal patterns [18]. It is worth adding that tactile stimuli were also used to elicit an SSEP response in a BCI system [19].



Another type of VEP is the Motion-Onset Visual Evoked Potential (mVEP). The above mentioned VEPs depend mainly on light flashes or patterns. In 2008, Fei Guo et al. [20] presented a different approach, the first BCI system based on mVEP. In [20], visual responses from the dorsal pathway of the visual system were utilized, which led to the use of more elegant visual stimuli. The mVEP paradigm has been used for several years to investigate human brain motion processing [21]. It is typically comprised of three main peaks: P1, N2, and P2. The N2 peak, with a latency of 160–200 ms, is predominantly motion-specific, and the P2, with a delay of about 240 ms, is elicited with more complex visual moving stimuli [22,23,24]. The mVEPs are usually elicited by a pre-defined simple motion of the visual targets.




2.2. Movement Imagination


The sensorimotor rhythm (SMR) (Figure 1c) can be recorded over the motor cortex with the contribution of some somatosensory areas. During movement, Motor Imagery (MI) and movement preparation the SMR can be decreased or increased; these options are known as Event-Related Desynchronization (ERD) and Event-Related Synchronization (ERS), respectively [11]. During ERD, the signal drifts and becomes lower than a specific baseline, which might be due to the desynchronization of the activities of specific areas of the brain [11]. On the other hand, during ERS, the signal measured during movement is stronger when compared to a baseline. The signal location varies depending on which limb is moving and on which side of the body the specific movement is taking place. It was also discovered that the imagination of a movement without actually performing it elicits a similar EEG signal [25]. Even though this signal is weak in comparison to ERP and VEP, leg and arm movements can be distinguished, as well as the side of the upper limb (left or right) [6].





3. Research Methodology


Literature research was conducted according to the PRISMA guidelines [26] (PRISMA diagram shown in Figure 2), using the IEEEXplore Digital Library (incl. conference proceedings) and further online databases through Web of Science (WOS). In both, the search was conducted using the search terms “BCI” AND “speller”, and the dates were restricted from 2010 to January 2018. First, the search was done without constraining the years, as a test. WOS showed 316 results, and IEEE showed 213 results, giving a total of 529 (including duplicates if any). Later, the search was performed with time restriction. WOS showed 287 results, and IEEE showed 173 results, giving a total of 460. From this observation, we deduced that the steep growth of research during this decade deserved a deeper look, taking into account the origin of these developments from earlier years.



Both lists (WOS time-restricted and IEEE time-restricted) were extracted for analysis. Duplicates were detected, as some of the IEEE conference proceedings and journal papers were listed on the WOS database. First, the duplicates were removed, resulting in a total of 412 papers and articles. Then, the papers were checked and classified manually according to BCI type, output type, number of subjects, type of subjects, and purpose of the research. The final step was to determine which papers were relevant to the topic of our review. The filtration of 412 remarkable papers and articles according to the below-mentioned classification criteria used in this review was a delicate process, which took an extensive number of working hours:




	
Non-invasive BCI = EEG-based BCIs



	
Only visual stimuli or movement imagery



	
The purpose of the research or the aim of the research is the development of a new Graphical User Interface (GUI) for a BCI speller system OR a clear modification of an existing GUI



	
Published between 2010 and January 2018 (with few exceptions).








BCI Spellers Taxonomy


All BCI speller systems can also be categorized according to the following characteristics: dependent or independent, synchronous or asynchronous, with regard to the stimulus type and gaze dependency.



The P300 and SSVEP depend on visual stimulation to induce a specific brain activity which can be later interpreted by the BCI system. Thus, a stimulus must be physically present in the environment to initiate the required signal. The P300 and VEP require a structured environment to present external stimuli. Such BCIs are usually implemented as dependent BCI. The MI-BCI, however, depends on the imagination of the movement of any limb, whole-body activities, performing of specific cognitive tasks, relaxation, etc. This imagination initiates a brain activity in the motor cortex region of the brain, which can be detected and interpreted by the BCI system. In this case, only the subject is responsible for creating and firing up the desired brain signal; MI-BCI systems are therefore classified as independent BCIs, as no external (e.g., visual) stimuli are required.



A synchronous system limits the time intervals when the BCI will process the measured and analyzed brain activity into actions [27]. It provides a starting point and measures a specific brain signal which happens afterward. Thus, the system limits and specifies the time at which the BCI can use the measured activity to produce a useful output. In the meantime, the protocol might provide the user with cues to alert the user to get ready and prepare for the coming stimulation phase. Usually, synchronous BCIs do not consider the possibility that, at a specific point in time, the user has no intent to use the system. The commonly used P300 speller application based on [7] is a typical dependent synchronous BCI. The P300 stimuli occur for a specific, pre-defined period in which the user has to focus the attention on the displayed GUI for a meaningful output. In addition, some MI applications specify the time slot where the user should imagine the movement, i.e., the user has to wait for a cue to perform a movement imagination, otherwise an error would occur [6].



The asynchronous (or self-paced) protocol is simply the opposite. The user has the ultimate control over the system, whenever they desire. Asynchronous BCIs result in a more natural and dynamic interaction between the user and the system. The user does not have to wait for a cue to control the system. The SSVEP-based BCI system can also be created as an asynchronous BCI, e.g., the user directs his/her focus of attention on the flickering SSVEP stimuli (when the user shifts her/his gaze away from the stimuli = no classification) [6].



Moreover, recent studies are investigating BCI-spellers according to the type of attention needed, whether it is overt or covert. Overt attention occurs when eye movement is involved in paying attention to a specific visual space or region. Covert attention is more of a mental attention and not a specific visual attention. While the eyes are fixed, the attention is shifted mentally to the desired focus point; this attention is not directly associated with eye movements. These two types of attention allow another categorization of BCI spellers: gaze dependency (gaze-independent versus gaze-dependent). Many studies are seeking to achieve a gaze-independent speller that requires minimum ocular muscles movement. However, gaze-dependent spellers are most common.



Another characteristic of a BCI speller is the type of stimulus presented to the user. Most SSVEP systems rely on flickering stimuli with constant frequencies (each stimulus has its own unique frequency). P300 spellers, as mentioned before, are based on the oddball paradigm according to which characters are flashed periodically in a predefined order (pseudorandom). A number of them apply the oddball differently by animations, flashing faces, or movement.



Table 1 shows the taxonomy for the different BCI paradigms according to this categorization for the studies listed in this review. The filtered data resulted in 69 papers which meet all the filtration criteria. Of these papers, 45 are based on P300, 16 on SSVEP, and 4 each are based on MI and hybrid BCI. At the top of Table 1, the contribution percentages, from the total number of PRISMA results, of each BCI type are presented. The figure also categories the 69 systems according to the above-described taxonomy. This table could assist our readers to select the speller which falls into the category of interest or even find the appropriate speller on the basis of other characteristics. It also highlights some development opportunities, for example, none of the 45 P300-based spellers is asynchronous. It also underlines the features of each speller described in this review.





4. Review of BCI Spellers


Many types of BCI spellers have been developed over the years. This review primarily discusses the work done since the beginning of this decade considering the development of novel Graphical User Interfaces (GUI) of BCI spellers or improvements on the already existing and widely known GUIs.



As presented in the previous Section 3, over 400 publications were issued since 2010, with the aim of developing BCI-spellers. The PRISMA guidelines analysis showed that only ~18% of these studies directly targeted the improvement of the GUI design. Although other developmental aspects of a BCI system are very important to achieve a high-performing BCI-speller, the GUI is the first thing the end-user would encounter when dealing with such systems and it very often gets the least attention in the development process. In our opinion, the user-friendliness and the performance of the system are important factors. In addition, the design of the GUI might directly affect the performance parameters (accuracy and ITR).



In total, 75 relevant papers are discussed in this section of the review. The section classifies the spellers according to the type of BCI system used. This classification was presented for two main reasons: (1) Different types of BCIs might perform differently for the same user. The end-user might be interested in reading about a specific type of BCI, if from a previous experience he/she knows that this is the most suitable for him/her.; (2) Usually, each research team is working on a specific type of BCI paradigm. Categorizing these papers in this manner would also be beneficial for the readers.



4.1. P300 Spellers Based on the Matrix Speller


The first P300-based speller was introduced by Farwell and Donchin [7], and Figure 3a is showing a similar design to their GUI. It was the first BCI application based on P300. It consisted of a 6 × 6 matrix of flashing symbols displayed on a monitor. The items were organized in rows and columns (row–column paradigm, RCP), which were intensified in a random order, constituting an “oddball” paradigm. As this matrix consisted of six rows and six columns, at least 12 flashes were needed to flash each column and row once. The subject focused his/her attention on the target letter and was asked to count the number of flashes to help focus. The flashing of the row and the column which contained the desired target would produce a P300 wave in the EEG signals. The EEG signal was then processed, and the P300 signal was correlated to the order of occurrence of the flashing of the presented rows and columns. The analysis of these data resulted in the exact row and column which induced the P300 signal, the intersection of which was the selected letter.



The maximum accuracy reached in this study was 95% at a speed of 12 bits/min. This means a character can be selected from the matrix in approx. 26 s. This can be considered as very slow compared to conventional typing systems for healthy people; however, it can mean a lot for a person with no other means of communication.



The Matrix Speller is the base of most P300 BCIs. Researchers conducted many developments to make it faster, to achieve better classification, accuracy, and user-friendliness. The first research conducted by Farwell and Donchin had only four healthy subjects; however, over the years, many subjects (healthy and with different disabilities) have been testing their concept.



Farwell and Donchin proved the concept that P300 can be used for selecting a specific choice using the special arrangements of characters in the matrix, confirming that the P300 can be used for a communication application.



4.1.1. Stimuli Variations


Many variations were proposed based on the GUI of the P300 Matrix Speller. One of the main variations is the change of the flashing stimuli. In 2010, Liu et al. [45] tested and discussed different types of intensification techniques for the Matrix Speller. Instead of just flashing individual symbols or rows and columns, as the flashing can be uncomfortable for some subjects, they used graphical effects like translations, rotations, zoom in/out, pattern rotation, and sharpening types. This stimulation technique can be applied to bigger menus with the advantage of a lower number of flashes, for a faster system. The different stimulation techniques suggested were a relative success. As a result, the best intensification was not the same for all subjects. This means the speller can be personalized individually for the best performance of each subject. Some types showed better results than typical flashing or a simple color change.



In [46], the 6 × 6 matrix speller was divided into four 3 × 3 submatrices. Randomly, the character was flashed from each submatrix once, so that, in total, only nine trials were produced. Another form of a submatrix stimulation was discussed by Eom et al. [47], called Sub-Block paradigm. Only a 2 × 3 submatrix of the 6 × 6 matrix speller was highlighted and not the entire row/column sequence. Further research showed that the change of the flashing patterns for individual characters was possible.



In [48], only 7 or 9 flashes per trial were required, compared to the original matrix speller which required 12 flashes (one for each row and column), making the application faster. The nine flashes showed the highest accuracy and corresponding ITR, that were 92.9% and 14.8 bits/min, respectively, while the 12 flashes showed 88.0% accuracy and 10.1 bits/min ITR and the seven flashes showed 68.8% accuracy and 5.3 bits/min for ITR. The highest ITR reached was 17.3 bits/min, but with slightly lower accuracy. The aim was to achieve faster spelling speed and minimize the errors. A similar approach was shown by Polprasert et al. [49]. Similarly, the Random Set Presentation (RSP) was studied and tested by Yeom et al. in [43] to show the effect of a random intensification of characters, by flashing the characters in a random order (Figure 3b).



Fazel-Rezai in [99] discussed the “adjacency problem”. Flashes next to the target seemed to be distracting the user and sometimes resulted in the wrong feedback as well as in the increasing of the problem of crowding, which refers to the difficulties in identifying a target if many similar objects surround it. In [43,46,47], the main aim was to avoid the adjacency-distraction effect and double-flashing errors. The system mentioned in [46] showed a higher performance than [47] with a mean accuracy of 99.70% and ITR of 26.8 bits/min. Dividing the 6 × 6 matrix into smaller matrices can be more comfortable for the users’ eyes, especially when only one character per submatrix was flashed at a time as discussed in [46]. In addition, in [43], the adjacency-distraction error was avoided by random-set representation, and, when flashing single characters randomly, no two adjacent letters were intensified at the same time.



The edges paradigm (EP) was introduced by Obeidat et al. [44] to overcome the mentioned challenges. The difference between the EP and the RCP presented in the Matrix Speller were the flickering points, which were added to the left of each odd row, to the right of the even rows, below the odd columns, and at the top of the even ones; the first step (row selection) is shown in Figure 3c. These points were intensified by increasing the illumination rather than by normal flashing, and the characters were fixed. For the selection of the desired letter, the subject first needed to focus on the edge of the row which contained the target letter. Then, during the second stage, the subject needed to focus on the edge point corresponding to the column which contained the target.



The edges paradigm was one of the most successful paradigms for solving the adjacency problem. As only the edges of the rows and columns were flashing, and not the characters, the flashing of characters was avoided, thus solving the adjacency problem and the double-flashing problem and reducing the discomfort which might result from an extended use of a flashing RCP. Although the mean ITR of the system was not as high as that of other presented systems, it still showed high accuracy. A total of 14 participants answered a questionnaire rating the levels of fatigue and comfort comparing the RCP and the EP. The results reported that the EP caused less fatigue and was more comfortable to use than the RCP. The advantages of this system were notable, and, as for the relatively low ITR, it can be adjusted by training, for example.




4.1.2. Familiar Faces and Symbols


Numerous studies in the field of human face processing have revealed that the visual perception of familiar faces strongly involves several ERPs, which may be exploited for improving the classification. In particular, using faces well known to everybody in a given culture should lead to high and relatively stable effects across individuals. In [50], a 6 × 6 Matrix Speller was described; however, each character was superimposed by a semitransparent picture of a familiar (famous) face. In this study, they used faces of Albert Einstein or Ernesto ‘Che’ Guevara. The characters were intensified by the appearance of the familiar face behind the stimulated row or column. The paradigm was compared with a classic Matrix Speller where the new familiar face paradigm showed faster target selection and comparably high accuracy due to the fact that the familiar faces induced a higher ERP response.



The prototype in [51] was further studied in [52] by modifying the familiar face color to green. The green colored faces showed even a higher ERP response. A similar spelling system was used in [53] as a two-stimuli spelling system, utilizing familiar face and character flashing to increase the speed of spelling. The speller proved to be two times faster than the classical Matrix Speller. In [54], a similar approach was studied. A classical row/column paradigm and a random stimulus presentation of the row/column paradigm were compared to two proposed paradigms. The first paradigm presented random flashing of a self-face picture, while the second paradigm presented random flashing of non-self-face pictures. Another similar study was done more recently in [55].



Almost all of the mentioned spellers which use familiar faces showed a relatively high performance, higher accuracy, and faster ITR. The highest average ITR in this topic was ~80 bits/min reported in [53] with an accuracy of 81.25%. The highest mean ITR was reported in [54] with a 90.7% accuracy (more details, also about the other studies, are shown in the summary tables in the Discussion Section). The goal of using familiar faces was to have more effective visual stimuli which would elicit a stronger ERP signal. This would result in a more accurate classification. Also, combining the familiar face stimulus with another type of stimulus, like random-set-representation, was a promising development. It combined both systems’ advantages, avoiding main problems like adjacency-distraction and double-flashing errors.



In [56] a study by Kathner et al., rows and columns in a 5 × 5 matrix were flashed with the display of a yellow smiley face in a Virtual Reality (VR) environment. Using VR headset, two screens were tested: a full-view screen where the user could see the whole matrix and a second screen where the user could only see the part of the matrix on which he/she was focusing on, and head movement was required to visualize the rest of the matrix. It was tested on a patient with LIS, who showed adequate control over the BCI system. The paradigm combined with the Virtual Reality resulted in a fast and accurate BCI speller system. The system addressed one of the most challenging problems in the BCI field, i.e., portability. Using a virtual reality headset as a display eliminated the use of big computer monitors or other screens. The relatively decent performance was reported (see the summary tables in the Discussion Section). This BCI speller was based on a stimulus different from flashing characters; yellow smiley faces appeared over the characters for intensification. The mentioned stimulus type was similar to the familiar faces stimulation, resulting in a stronger ERP signal. The system performance was tested against the performance of the same interface on a 22” monitor, showing no significant differences. However, the second view proposed in the system, where the user had to move his/her head to see the rest of the matrix, can be impractical for some neuromuscular disease patients.




4.1.3. Variation of Letters Arrangement


Letters arrangement was tested as another parameter of the matrix speller. In [57], the arrangements of letters were changed according to the feedback from a built-in dictionary, which arranged the letters according to their usage frequencies. The more the user used a letter, the more accessible was the position in which it was placed.



In [58], the letters were arranged in a 7 × 7 matrix according to the frequency of their usage in the English language. Interestingly, for this system, the speller was tested with ten neuromuscular disease patients, plus ten healthy subjects. It showed higher accuracy than a normally ordered ABC interface, assuming less workload, but a lower ITR. From the questionnaires, most participants preferred the proposed interface to the ABC. The patients’ results appeared to have higher accuracy in the tested interface than in the ABC interface. The healthy participants had higher ITR in the ABC interface; however, ITR was not significantly different for afflicted subjects in the ABC interface and frequency-based interface.



Additionally, in Jin et al. [59], a laptop-keyboard-like matrix was suggested, where a 7 × 12 matrix was presented, in which the letters were arranged according to alphabetical order. The performance was remarkable (ITR 27.1 bits/min, accuracy 94.8% for 21 flash patterns); however, it was only tested on healthy subjects and it comprises many elements which might confuse some users who are not familiar with keyboards.



Inter-character distances were discussed by Sakai and Yagi [60]. The inter-character spaces in a matrix speller were changed and tested from 10 mm, to 25 mm, and to 40 mm. The results showed that the smaller the inter-character spaces were, the higher the P300 signal was. However, smaller inter-character spaces resulted in lower performance, as it was harder to classify the specific letter which caused the P300 response.




4.1.4. Matrix Speller with Predictions


Another investigated approach to make the Matrix Speller faster and more efficient was the addition of a module to the speller which predicted and displayed suggested words for the user to select (for more information about integrating language models into BCIs, please refer to [61]). In 2011, Ryan et al. [62] developed an 8 × 9 matrix which displayed characters, numbers, and other commands on the screen, with the ability to predict the desired word and print suggestions from which the user could choose. A year after, Kaufmann et al. [63] provided a 6 × 6 matrix with predicted words and presented them as an extension of the matrix. The suggested words flashed within the matrix once they were predicted. The user could select the desired word in the same way a target letter would be selected. Later on, a modified matrix speller was added by Akram et al. [64,65], which included a built-in dictionary that displayed suggested words on the side after the user selected a few characters. Each word had a corresponding number. The second step of selection was via a 3 × 3 number matrix, where each number corresponded to one of the suggested words.



The study in [62] was aiming for high ITR without affecting accuracy by adding prediction words. However, the authors suspected that adding a predictive module to the speller might be more cognitively demanding for users because of multi-tasking. This study showed lower accuracy than the usual matrix speller paradigm, but higher ITR. It was indirectly deduced that a predictive system increases the workload on users which can decrease the P300 signal amplitude. This can be enhanced by the training of both, the users and the predictive dictionary. In [63], the solution to the workload problem accompanied with a predictive speller was proposed by displaying the suggested words as part of the matrix. This resulted in less workload on the BCI users, was more comfortable, and also showed a better performance. The system can be modified further to recognize grammar rules and fill in some words for the user. Overall, the spellers with predictions discussed in this review showed promising results, higher ITR than most of the matrix spellers, and a reasonable accuracy (further details in the summary tables in the Discussion Section).




4.1.5. Other Languages


Other P300 speller developments were made by including more interfaces for different languages to allow a broader group of people to benefit from such BCI applications. Developing innovative interfaces for languages based on script was also really important, as it might take a long time to type one word using a BCI speller. Also, most of these non-English interfaces proved to achieve a performance comparable to that of other English spellers.



• Chinese



The Chinese language has a logographic script comprising more than 11,000 characters which are based on strokes. A P300-based BCI has been developed that allows users to input Chinese characters stroke-by-stroke [100]. However, this was not very efficient, as a single Chinese character may consist of 20 or more strokes, and took a long time. Minett et al. [66] showed how a P300 matrix could present an efficient way to type Chinese characters. Also, refs. [67,68] have developed Chinese BCI spellers.



• Arabic



In Kabbara et al. [69], a P300 Matrix Speller was presented in Arabic letters for the first time. A 6 × 5 matrix displays all the Arabic letters in an RCP, where the intensification was the random flashing of rows and columns.



• Korean



In 2011, the first Hangul (Korean script) P300 speller was developed [70]. Hangul has a hierarchical structure entirely different from English; therefore, a two-stage speller was needed. Two-stage speller means that there are two different screens displayed, dividing the symbols.



• Japanese



A conventional Japanese P300-based BCI spelling system consisted of a 6 × 10 matrix. However, Yamamoto et al. [71] proposed a two-phase matrix system; each phase is a 6 × 5 matrix with the option to move between them. This solved the crowding problem as well as decreased the number of flashes needed per trial. A similar approach, another two-phase speller, was tested on ALS patients in [72] and compared to the performance of the conventional system. The two-phase speller was successful in producing higher accuracy rates when tested with ALS patients.




4.1.6. 3D Blocked Matrix Speller


In Noorzadeh et al., 2014 [73] a 3D virtual matrix was suggested. The characters were displayed in 3D blocks instead of the usual 2D screen arrangement. Different flashing techniques were tested for this new design. The study confirmed that this arrangement has the potential to be a more user-friendly GUI.



The speed was proven to be higher in the proposed 3D interface compared to the classic 2D interfaces, since it needed a smaller number of flashes. However, 3D interfaces might need higher computational power. However, still, a 3D design is more attractive and user-friendly.





4.2. Other P300 Interfaces


In this section, other P300 interfaces, which were not a direct development of the original matrix speller, are described and discussed.



4.2.1. Chroma Speller


The Chroma Speller, developed by Acqualagna et al. [74], worked via presenting six differently colored stimuli on a black background, as shown in Figure 4a. A total of 30 characters and symbols were grouped into the six colors for the first selection. When it started operating, the colors flickered in a series manner. The subjects had to focus on the desired color to select it, and the ERP P300 signal was detected and analyzed. After the first selection of a group of characters, the individual characters of the selected group were presented separately on the second screen with row colors similar to the first display, as shown in Figure 4b, with the option to go back to the primary group display if the white box was selected.



The Chroma Speller aimed to achieve a gaze-independent speller system with a minimum workload, as the user had only to focus on the required color (the color which contained the desired character) and not on the individual letter. The proposed system was compared to the Centre Speller (refer to Section 4.2.7.) during the study, showing a higher performance. Consequently, this speller was undoubtedly suitable for patients in advanced stages of ALS, as they face a limited oculomotor control. In addition, the system included an auditory feedback citing the selected letter, which can be helpful for these patients as well. However, on the basis of our knowledge, such system has not been tested yet by ALS patients.




4.2.2. T9


The first time a T9 (text on nine keys) paradigm was presented as a BCI speller, it was based on auditory stimuli [101]. A modified, visual-based stimuli T9 speller system was introduced in 2015 [75] and is shown in Figure 5, with an integrated dictionary to propose suggested words to save time. T9 is the same approach used in early mobile phones for texting on the number keypad. In this study, they used only eight keys for character input and one as a delete option in case of errors. The user started by typing a few characters of the desired word, then selected one of the suggested words from the same 3 × 3 matrix in the GUI. The targets were highlighted randomly. Figure 5a illustrates how the selection of the letters group occurred, and Figure 5b the second stage, where the selection of a number for the first screen corresponded to one of the suggested words in the list on the right-hand side. This paradigm reduced the typing time significantly, especially compared to other multi-stage spellers. The fast typing speed was credited to the word prediction module embedded in the interface, which was not present in the traditional Matrix speller. Also, as a result of a lower number of stimuli in a T9 interface, the speller was more user-friendly and might have caused less fatigue. As another advantage of having only nine targets, the eye movement was minimized.



A similar T9 system was used in another study in [76] to test its performance with ALS patients and to compare it with a modified Matrix Speller. The T9 showed a faster typing rate with ALS patient compared to the Matrix Speller, revealing a promising performance.




4.2.3. Checkerboard Paradigm


The “Checkerboard” paradigm (CBP) was proposed in [102]. As presented in Figure 6, it was composed of a 9 × 8 matrix of characters and commands, and, to avoid the “adjacency-distraction problem” and the “double flash” issues, the sets of nonadjacent elements were pseudo-randomly flashed [102]. Also, the same paradigm conducted on ALS patients showed higher online accuracy rates for the CBP.



The half checkerboard paradigm (HCBP) [77] divided the matrix on the screen into two separate regions: “left” and “right”. The authors also used electrooculography (EOG) to identify the eye position, so that only the characters in the eye-gaze area would start flashing. This paradigm was targeted to people who can voluntarily gaze at a target and to disabled people who still retain some eye movement. When an area was selected by gazing, it flashed half of the presented 72 targets. The performance of the HCBP was compared with that of the Checkerboard paradigm, resulting in higher accuracy and faster information transfer rates.



The aim of the Checkerboard Paradigm [102] was to compare a new representation of a P300 speller with the RCP. Although the performance of both systems was almost the same, the CBP proved to be less affected by the common errors faced when dealing with RCP. Also, the system was supported by successful trials with ALS patients with better results than with the RCP. Moreover, the participants shared their opinion about the CBP, stating that it was more comfortable and caused less fatigue.




4.2.4. Geospell


We can consider the GeoSpell (Geometrical Speller) as a rearrangement of the P300 Matrix Speller. It was developed by Aloise et al. [78], focusing on covert attention speller. The main concept was to use an N × N matrix, for example, a 6 × 6 matrix, where the total number of characters is N2 (62 = 36 characters). Then, the matrix layout was transformed into 2 × N sets of square frames, each containing N characters. In addition, the rows and columns were re-arranged, so that each was displayed in a separate box; Figure 7 shows the arrangement. Therefore, each character existed in two sets: one corresponding to the row, and the other corresponding to the column. Each set appeared and flashed on the screen at a fixed point in the center to help the subject to avoid eye movement (an eye tracker was used to track gaze positioning). The identification of the target character was based on the classification of the two sets in which the target character appeared. However, the system did not show great performance to compete with typical BCI spellers. A similar approach was already discussed before in [79]; however, in this study, two different arrangements for the sets were tested (without an eye tracker).



This interface was declared to be a gaze-independent transformation of the matrix speller. Even though the accuracy was similar to the RCP, the typing speed was low compared to other spellers. This was mainly due to the number of different frames which were displayed in each trial.



The same team who presented the original Geospell system carried on further research on the same speller a couple of years later to investigate the unexpected low performance obtained in 2012 [103]. They compared the performance of the Geospell during covert attention with that of the Matrix Speller with overt attention. The aim of the study was to find an explanation, i.e., why the performance during covert attention was lower than during overt attention. The authors concluded that the overt attention modality was more accurate than the covert attention one, as it was cognitively more demanding. However, they also mentioned that, with some compensations, the Geospell could be equally or more accurate than the Matrix speller.



Modifications of the GeoSpell were developed and discussed in [82]: Motion-Covert GeoSpell (MCGS) and Covert GeoSpell (CGS). The purpose of this study was to investigate the performance of mVEPs for multi-objective gaze-independent BCIs. MCGS used motion-flash stimuli where characters appeared and moved a fixed distance to the edge of the screen during the presentation, while CGS only used the usual flash stimuli. Both systems were tested under the covert attention condition. The offline results showed that a higher P300 was evoked by the CGS compared to MCGS. This study concluded that mVEP could not enhance the performance of multi-objective gaze-independent BCIs regarding ERP.




4.2.5. Gaze-Independent Block Speller (GIBS)


The paradigm in [80] targeted the problems of covert attention and it was based on P300 BCI. The presented GUI had 30 characters, as shown in Figure 8. The symbols were grouped into four blocks which were located at the corners of the screen. Group 1 = [A B C D E F G], Group 2 = [H I J K L M N], Group 3 = [O P Q R S T U], Group 4 = [V W X Y Z 0 1]. The stimulation consisted in the flashing of the different blocks. The selected block was then expanded in the middle of the screen in a diamond shape (Figure 8). The second stage was presented by the flickering of the individual characters in the shape of a diamond. When the symbols were expanded to the center, they were larger and far apart to avoid crowding. The results showed that GIBS can be used without ocular movement. Moreover, by using bit rate analysis, the authors showed that GIBS could produce similar information transfer rates when compared to the standard Row-Column (RC) speller.



GIBS was another gaze-independent P300-based speller, which also tried to avoid the matrix layout that has been proved to face some challenges. Being a two-phase system, fewer targets flickered per display.




4.2.6. Lateral Single Character Speller (LSC)


Pires et al. [81] proposed a lateral single character speller that was compared to other RC spellers; the layout reduced the effect of the local and remote distractors. Furthermore, the paradigm was expected to be more visually attractive and comfortable. The proposed Lateral Single Character Speller (LSC) speller, shown in Figure 9, contained the 26 letters of the alphabet and the ‘spc’ and ‘del’ commands. The 28 symbols flashed alternately and pseudo-randomly between the left and right fields in a lateral and symmetrical arrangement. The user had to focus only on one side of the screen, looking at one half of the display at a time. The target word for the copy task and the selected letters were shown in the middle of the arrangement, which required a short eye movement by the user.



As the interface divided the targets into two separated groups, it avoided the crowdedness problem as well as the adjacency-disturbance error, which occurred in the RCP because of the flashing of many letters, which were located close to each other. The paradigm showed better performance than the standard RC speller and it was effective with ALS patients and other patients with neuromuscular diseases (ITR 26.11 bits/min and accuracy 89.90%). From the questionnaires, the test subjects reported a preference towards the LSC, stating that it was more comfortable.




4.2.7. Hex-O-Spell as ERP


The Hex-O-Spell, a gaze-independent BCI speller that relies on imaginary movement, was first developed in 2006 by Blankertz et al. [39] and also presented in [104] (described in details in Section 4.4.1). This type of BCI has inspired many researchers to develop new BCI spellers. Here, we discuss some variations of the original Hex-O-Spell [39]. These variations were mainly developed to study the possibility of gaze-independent BCI speller systems which can be useful for late-stage ALS patients.



The first variation of the Hex-O-Spell was mentioned in [105], to be used as an ERP P300 BCI system, to test if there was a difference between the system’s performance during covert attention and overt attention. In this study, a Hex-O-Spell, with minor changes with respect to its GUI, was compared to an adapted Matrix Speller. The modified Hex-O-Spell had circles around a central invisible hexagon instead of hexagons around a circle (similar to Figure 10a). The intensification was done with size changes. The size of the characters in the circle and the circle itself increased in turn, one by one. The Hex-O-Spell showed higher accuracy and a higher ERP response than the Matrix Speller in both covert and overt attention conditions.



Other variations of the Hex-O-Spell utilizing ERP systems are the Cake Speller and Center Speller [83]. These two GUIs were developed to be compared with the Hex-O-Spell ERP in [105] for gaze-independent BCI spellers. During this study, a different intensification technique was used for the Hex-O-Spell ERP (Figure 10a). Instead of only changing the character size for intensification, the fill-in color of the circles was also changed, from the standard black background to one of six different colors (each circle had its own color). The Cake Speller was composed of a central hexagon, which was divided into six equal triangles, as shown in Figure 10b. Each triangle contained five characters, and the triangles were intensified one by one, by changing the fill-in color, using the different colors assigned to each triangle. Once one of the triangles was selected, the characters expanded and were distributed to the six triangles for the second stage of the selection.



The Center Speller is shown in Figure 10c. In this BCI speller, each group of characters (also five per group) was represented alone in the center of the screen, within a colored geometric shape. The combinations of letters and symbols within the geometric shape were called “elements”. Each element was presented individually in the middle of the monitor with a unique color and inside a unique geometric shape. After the first stage of selection, the individual letters filled into the groups, in each element for the second-stage selection. To clarify, for each selection stage, six different displays were presented. The character intensification, in this case, occurred simply by the appearance of the element in the screen. A later study combined the Center Speller with the Hex-O-Spell, to create a test- and error-detection approach [84]. This paradigm can also be considered as an RSVP, which is discussed in the next section.



In [105], the Hex-O-Spell was transformed into an ERP system, to test whether ERP spellers could also be gaze-independent or not, with the aim to check if BCI-spellers could substitute eye tracker speller systems. Although the accuracy with covert attention was relatively low, it still proved that the ERP speller could operate with covert attention only and that accuracy could be improved in further studies. However, the Hex-O-Spell showed a higher performance during covert attention than the Matrix Speller. This concluded that the change in the design could improve the performance of the speller and grant a more effective control without the need for spatial attention. However, it still has to be tested on ALS patients. Other variations mentioned in [83] were also developed with the primary purpose of achieving gaze-independent spellers, such as the flashing in different colors as an intensification technique to elicit a stronger ERP signal. Although the typing rate was relatively slow, all the suggested interfaces showed high accuracy compared to other spellers (especially gaze-independent spellers). This could be treated as a proof of concept that ERP spellers can be effective without the need for gaze attention.




4.2.8. Rapid Serial Visual Presentation (RSVP)


RSVP was developed with the aim to form an efficient gaze-independent ERP speller. The paradigm was quite simple: individual characters appeared in the center of the screen in a randomized manner. The target letter evoked an ERP signal when it appeared. It was first presented in 2010 by Acqualagna et al. [85]. In this study, two variations were presented, a monochrome one and a colored one. A total of 30 characters (letters and punctuations) were presented. In the colored version, the characters were divided into three different colored groups: red [A B C D F G H I J −], green [K M N W E Q R S T +], blue [U V O X Y Z L P ! /]. To prevent symbols from clustering together frequently, pseudo-randomization was applied on the order of presentation, and, to allow for significant behavioral data to be obtained, the number of occurrences of the target symbol varied before and after each trial. The user had to look at the screen and count the number of times the target letter appeared in the middle of the display. The subjects showed better performance with the colored letters than with the monochrome ones. The accuracy of the RSVP speller outperformed both that of the Matrix speller and that of the Hex-O-Spell.



In 2011, Acqualagna and Blankertz [86] investigated three variants of the RSVP paradigm GUI, with different colors and different speeds of character representation. The performance of this paradigm was also tested online in 2013 [87].



Although the accuracy of the RSVP was very promising in all mentioned studies (around 94% on average), the ITR was lower than expected. The reason was that the user had to wait for the target letter to show up in between the rest of the 30 characters. This waiting wasted time and might have caused the user to feel bored or to lose focus. However, the system worked as a gaze-independent speller.



In [88], a new visual ERP-speller using N100 in addition to P300 was proposed. N100 is a type of visual evoked potential (VEP) which is induced by paying attention to the visual stimulus, and is not related to the oddball paradigm, making it difficult to use N100 alone for BCI. The authors in [88] claimed that this was the first time where N100 was used for BCI commands classification. In the proposed system, P300 and N100 were used separately and independently to determine the target character and to overcome the familiar challenges of an ERP speller. The GUI was similar to the standard 6 × 6 P300 speller with 36 commands: 26 letters (A–Z) and 10 numbers (0–9). However, the stimulus presentation was based on rapid visual presentation (RVP) to enable the implementation of the N100 into the BCI. Two BCI systems were developed, 2 × 2 and 2 × 3 matrices, which were presented as an RSVP stimulus. Each layout contained a group of the characters arranged in fixed positions. The assumption was that the user knew beforehand the position of the target letter. In the case of the 2 × 2 matrix, one position was left blank for three of the 12 different stimulation images in order to elicit the N100 signal. For the 2 × 3 matrix, nine stimulus images were used with similar blank positions. The input speed was faster than that of the P300 speller, as only nine stimulation sequences were required. The classification occurred by combining the P300 signal with the corresponding N100 from the blank position.



Eleven healthy 22–24-year-old males participated in this experiment, and performance comparisons between the two presented layouts and the P300 speller were carried out. For the 2 × 2, the average accuracy for the P300 was 63.1%, while the proposed speller in [88] showed an average accuracy of 74.7%. The average ITRs were 0.53 bpm and 0.70 bpm for the P300 and the proposed system, respectively. As for the 2 × 3 layout, the accuracies were 67.8% and 70.3%, and the ITRs were 0.60 bpm and 0.85 bpm for the P300 and the proposed system, respectively. The introduction of the N100 provided a one-stage selection and, as a result, it reduced user’s fatigue and improved the accuracy of the system. However, it required the user to memorize the position of each letter beforehand, which might be difficult for some potential users.





4.3. SSVEP Spellers


An advantage of the SSVEP approach is that it does not require calibration or subject training. In addition, SSVEP spellers should be generally faster than P300 spellers, as no specific number of trials are required for them. A target can be selected as long as the signal is strong and stable enough to be detected by the software.



4.3.1. Bremen Speller


One of the earliest high-speed SSVEP-based BCI spellers is the Bremen-BCI speller [106]; a similar GUI is shown in Figure 11. In this study, a virtual diamond-shaped keyboard containing 32 characters was presented. The five boxes (four with arrows and one with the command “Select”) were used to control the movement of a cursor which could move along the characters and select the desired target. Each of these boxes flickered with a certain frequency to elicit an SSVEP response. The letters were arranged according to their usage frequency in the English language. At the beginning of each trial and after each selection, the cursor was located by default in the middle, over the letter “E”. The system gave audio feedback to the user, i.e., the system announced the selected letter out loud, so that the user or anyone nearby could hear it as a selection confirmation. Later in [28], a built-in dictionary was added to predict the desired words, as well as another type of feedback to notify the user about the selection, consisting in the size of the white boxes varying according to the power of the SSVEP signal, e.g., when the SSVEP signal increased, the size of the box increased, to notify the user that a selection was about to be made. Figure 12 shows the addition of the prediction module. It consisted of two different stages (layouts). The first stage was similar to the previous Bremen-BCI Speller with an extra sixth box with the command “Go” (Figure 12a). After the selection of at least two letters, a drop-down list of six words suggested from a dictionary appeared next to the “Go” command. If one of these choices was the desired word, the user had an option to select “Go”. This action would lead to the next layout where each of the suggested words was presented in a flickering box (Figure 12b) and could be selected by the user to be written.



The Bremen-BCI Speller had gathered over the years a remarkable number of subjects. In addition to hundreds of tested healthy subjects, 37 participants were recruited during the RehaCare rehabilitation fair, eight of them with different disabilities [106]. Each participant took part in five different spelling tasks. The average ITR reported was 25.67 bits/min, with an accuracy of 93.27%, which indicated a competitive performance, especially for patients with neural malfunctions. Of note is that the experiments were carried out during a rehabilitation fair with a high level of noise and surrounding distractions. As for the Bremen Speller with the built-in dictionary, it showed a faster performance when compared to the original speller, with 32.71 bits/min and 29.98 bits/min, respectively. As another advantage, the dictionary implemented kept track of the most commonly used words. This feature speeded up the spelling by proposing the most often used words first. Also, it is worth mentioning that this speller was the first SSVEP-based speller with the option to predict words. After further improvements in signal processing, an average ITR of 61.70 bits/min, with a peak of 109.02 bits/min, was achieved with the Bremen-BCI speller, in a test with seven participants [107].




4.3.2. Multi-Phase SSVEP Spellers


We presented a three-phase SSVEP speller in [29]. This study aimed to investigate the performance’s differences of SSVEP-speller according to the subjects’ age. The GUI consisted of four flashing white boxes with green characters or commands inside them, on a black background. Only the white boxes flashed while the green text was fixed. One of the boxes showed the command “delete”. The other three boxes contained the letters of the alphabet. On the first screen, nine characters per box were displayed. When one box was selected, its content was spread over three boxes to form three characters per box. During the last selection phase, when a box was selected, the three boxes contained one letter each. In the second and the third stage, the “delete” box changed to “back” to give the option to go back to a previous layer in case of error. Every selection gave an audio feedback, naming the selected box. A similar approach was presented earlier in [30].



In [29], all subjects from two groups, a young age group and an older group, achieved control over the BCI system. The mean values of the young group were 98.49% accuracy with ITR of 27.36 bits/min, while the older group’s accuracy was 91.13% with ITR of 16.10 bits/min. Although there was a significant difference between the performances of these two groups, the system was reliable with relatively high performances.



In another study, Cao et al. [31] proposed an SSVEP-based speller system with two phases. This speller would allow the input of 42 characters comprising of letters, digits, and symbols. Its user interface had three pages and 16 targets on each. Page turning was done via two boxes (buttons) which previewed the characters on hold on their corresponding page, aiding the user. Another two-phase SSVEP speller was discussed in [98] and compared to the Bremen speller. In this study, we presented a GUI with five boxes; each contained six alphabet characters and special symbols. Two other boxes were present, one containing the commands “delete” during the first window and “back” in the second window, and the other with the command “Clear”, where the user could delete the whole word. When a box was selected, the content of this box was spread out to form one letter or symbol per box, in the second window. Another recent multi-stage SSVEP speller was presented in [32].



The two-phase SSVEP spellers may have a higher performance than the three-phase spellers, as fewer steps were needed for letter selection. In [98], comparing the two-stage SSVEP speller with the Bremen-BCI Speller, most subjects stated that the two-phase speller was more user-friendly than the Bremen Speller. However, the mean values for both spellers regarding ITR, accuracy, and time did not show any substantial difference for any of the tasks.



All the rest of the SSVEP mentioned studies proved remarkable performances, with the highest mean accuracy of 98.78% presented in [31] and mean ITR of 61.64 bits/min. However, none of the mentioned studies, except the one about the Bremen Speller, included MND patients as subjects for testing the system.




4.3.3. Multi-Target One-Phase SSVEP Spellers


Multi-Phase SSVEP spelling systems typically utilize a low number of distinct stimuli. The number of stimuli is anti-correlated to the number of phases. A low number of stimuli results in a low spelling speed, as classification and gaze-shifting phases of each phase are accumulated. Several groups, therefore, developed spelling applications that employ multiple stimuli simultaneously. This allows letter selection in a single step, resulting in much higher spelling speeds.



Wang et al. proposed a method to realize multiple SSVEP stimuli on computer screens [33]. The method was initially tested online with a virtual keypad consisting of 16 SSVEP target stimuli. The three subjects achieved an ITR of 75.4 bits/min, with an average accuracy of 97.2%.



Meanwhile, the methods were further improved and led to the highest ITR values reported for BCI spellers. As a result of refined classification methods and user-specific calibration data, Chen et al. achieved average ITRs of 267 bits/min and accuracy of 89.76%, employing 40 SSVEP targets [34]. The stimuli were arranged as a 5 × 8 matrix containing characters, numbers, and additional symbols.



Recently, Nakanishi et al. reported an average ITR of 325.33 bits/min in a cue-guided task using a 40-class speller, with an accuracy of 89.83% [89]. It was also stated that free spelling resulted in a slightly lower ITR (198.67 bits/min) and that inexperienced users required longer gaze shifts. In general, a higher number of targets in SSVEP-based BCI increases the spelling speed but also increases eye fatigue and target misclassification.



Multi-target BCI spellers have also been realized using the c-VEP paradigm. Spüler et al. achieved an average ITR of 143.95 bits/min with nine subjects [35]. The 32 target stimuli were arranged as a 4 x 8 matrix and were used to select letters, numbers, and underscore. Wei et al. tested a 48-target c-VEP system with four participants and achieved an ITR of 129 bits/min [36]. In c-VEP-based BCIs, all stimuli share the same circular shifted code pattern. Thus, the spelling accuracy requires precise timing between stimuli presentation and data acquisition.



Recently, Nagel et al. investigated the effect of monitor raster latency [108]. By correcting the raster latency, the distance between the most probable and the second most probable target was increased by 18.23%, resulting in a more reliable system.




4.3.4. RC SSVEP Speller


A dynamically optimized SSVEP brain–computer interface speller was presented in [90], which emulated the stimulation technique of a P300 Matrix Speller. A row/column (RC) paradigm was introduced into the SSVEP BCI to create an SSVEP speller with 36 items, flickering with only six frequencies, one for each element in a row or a column. A similar stimulation approach, which combines the P300 with SSVEP, was previously discussed in [91,92] as well. In [93], a SSVEP and P300 combination was also used; however, the P300 stimulus was different. The autors applied changes in the color, size, and rotation of the characters for stimulation.




4.3.5. FlashTypeTM


The FlashTypeTM [37] is one of the newest c-VEP BCI spellers. This type of speller does not rely on selecting individual letters like the previously discussed spellers. Instead, it controls the movement of a cursor and selected letters or symbols from a static keyboard. In the center of the displayed window, the keyboard had 28 visual targets; a row above showed the suggested character to be selected, and another row at the top showed the suggested words to be typed. The arrangement of the user interface was designed to utilize the majority of the screen and also to maximize the inter-stimuli distance. In the four corners of the screen, the stimuli were presented in four green/red 5 × 5 checkerboards with two patterns each. The shifting between the two patterns was according to a special pseudorandom binary code, which resulted in an induced Coded Visual Evoked Potential (c-VEP) signal. The four stimuli presented four different controls to the cursor: select, horizontal movement, vertical movement, and reverse. The horizontal and vertical controls pointed the movement of the cursor in the desired direction, while the select stimulus selected the target letter. The reverse stimulus moved the cursor in the opposite direction relative to the default direction in the horizontal or the vertical mode. The first character from the left on the Character Suggestions row was the cursor’s default starting point. Then, the subject proceeded by moving the cursor vertically to select the looked-for row. The active row was marked in a yellow frame. After row selection, horizontal movement was required to select the wanted column; an active column was marked in a purple frame. The selection of the column resulted in the selection of the target letter, which fell in the intersection of the selected row and column.



Another mode of operation, which is still under further study, is the auto-scroll mode. This mode was developed to give minimum to no gaze-dependency. During auto scroll, only one stimulus was active, the select stimulus. The cursor moved automatically, stopping at each row and column in a specific order. All that the subject needed to do was to “select” the target while the cursor was pointing at it. Although that mode might be helpful for patients with no eye movement control, it is extremely slow.



This study reported notable advantages. The experiment was conducted using only one electrode to read the signal for the four stimuli which aided the system to be more user-friendly, as less preparation was required. It also classified the system as being relatively more portable compared to other BCIs which require eight or more electrodes. The performance results showed high accuracy and relatively fast typing for all three subjects. Moreover, a significant advantage of the static keyboard was that the characters could be substituted for characters of any language or even replaced by communication symbols. The predictive words option made the speller faster and more user-friendly. In addition, the speller did not require a lot of eye movements as the subject needed to only move attention to the four stimuli controlling the cursor and not to each character. Plus, the added mode of auto-scroll could be relatively slow, however, it would be beneficial for patients without oculomotor control. On the other hand, the interface was only tested by three healthy subjects, which is a small number compared to other studies, especially modern studies. In addition, none of the participants were NMD patients.




4.3.6. DTU BCI Speller (Technical University of Denmark)


DTU BCI is an SSVEP-based BCI developed by Vilic et al. [38]. The typing area divided the screen. On the left-hand side, there were seven stimuli. Each of them corresponded to a group of symbols, which was active during the first stage of spelling. During the second stage, the stimuli boxes on the right-hand side started flickering. These boxes presented the suggested words from the built-in language model dictionary. Another flickering box was situated at the bottom of the typing area. This box was always active. It permitted the user to voluntarily choose to switch from the first spelling stage to the next. Once a target was selected, it turned green for few seconds to give a feedback to the user. When a word was chosen, space was added, and the stimulation was active on the left-hand side again, starting automatically.



The users gave a positive feedback regarding the friendliness of the interface. As only three electrodes were used, the setup time was minimal, and the portability of the system was realistic. The added built-in dictionary for word prediction supported the users to reach faster typing speeds using this BCI speller. The average overall performance of this system was reasonable compared to other SSVEP spellers (ITR 21.94 bits/min and accuracy 90.81%).





4.4. MI Interfaces


In this section, we present different spellers which are based on MI. A unique feature of MI-based systems is that they are not dependent on any kind of external stimuli.



4.4.1. Hex-O-Spell


The Hex-O-Spell, a gaze-independent BCI speller that relies on imaginary movement, was first developed in 2006 by Blankertz et al. [39], also presented in [104]. It was inspired by a mobile device, which relies on the change of the device orientation for typing. The aim was to develop a working, synchronous BCI system, with the least number of controls possible (two) for 30 targets (26 letters + punctuations). The two controls were based on two mental states: imagined right-hand movement and imagined foot movement. As shown in Figure 13a, six hexagons were arranged eccentrically around a circle containing an arrow pointing out from the center towards the hexagons. The 30 characters were divided equally among the hexagons, five characters each. By imagining the right-hand movement or foot movement, the subject could rotate the arrow or select the hexagon that the arrow points to, which contains the target letter, respectively. In the second stage of selection (Figure 13b), the characters from the selected group spread out in a way that each letter or symbol occupied one of the hexagons. If an error was made during the first selection, the sixth (empty) hexagon gave the user the option to return to the first stage. Then, this two-step process was repeated to spell a complete word.



This was another gaze-independent speller, which might be appropriate for advanced-stage ALS patients. As this was an MI-based speller, which means the user has the ultimate control over the system (no external stimulation was necessary), the user had to practice using the system. As the user had more control over the system, fewer errors were expected to occur. The system’s spelling speed was also dependent to some extent on the speed at which the user was controlling the speller. All in all, this was a state-of-the-art speller system with the advantages of using MI: no necessary stimulations and gaze-independency. However, the typical disadvantages of an MI system were also present, i.e., the extended training periods, the incurred fatigue, and the increased complexity of the data analysis.




4.4.2. Oct-O-Spell


Another recent MI-based speller, the Oct-O-Spell was introduced in [40]. The GUI is similar to the Hex-O-Spell. The system was controlled asynchronously by a brain switch, which means that the user can turn the speller on and off by a specific brain signal. In the first phase, the interface showed an octagon divided equally into eight sections. These sections contained in total 26 letters, six letters, digits, or symbols, each. The second phase was dependent on the first stage selection. The sector selected during the first stage was unfolded across the eight sectors (there were only six characters in each section to unfold, the commands “Back” and “Delt” were added to have eight sectors in the second stage). For only two selections from the second stage, a third stage was implemented, to verify whether the user really wants to quit (“Yes” or “No”), or, after selecting the command “F1”, to choose which symbol (“∗”, “@”, “?”, “+”, “!”, “#”) should be written. Words suggestions appeared to the user after selecting several characters, which were simply selected by entering the corresponding number.



This interface showed a similar performance to other BCI spellers, especially hybrid BCI spellers. The interface was also tested without the predictive text. Although this case showed higher performance than the mode with the suggested words option, there was no significant difference between the two modes.




4.4.3. Other MI Spellers


D’albis et al. [94] presented a novel MI-based BCI speller. The GUI consisted of four rectangles at the edges of the screen. Three boxes (upper, right, and left) contained English characters. The fourth bottom box contained commands to help the user to control the speller, such as undo, delete, switch from letters to numbers, and quit the interface. Specific imaginary movements could be used to select each of the boxes. The left and right boxes could be selected by imagining the movement of the left and right arm, respectively. The upper box was activated by the movement of both arms, and the lower box by both legs. A predictive method was applied by them to lower the number of steps necessary for selection. This was done by enabling/disabling each character according to their probability to follow the already written text. When one of the boxes was selected, the enabled letters inside were extended for a single-character selection step.



Only three healthy subjects tested this paradigm and showed a humble performance; however, it proved the concept of the suggested interface. An additional advantage of this system was the embedded prediction module, which displayed suggested words for the user to select.



The GUI presented in [41] (also previously mentioned in [106] as Bremen speller) is a diamond-shaped interface divided into steps. The letters are arranged according to their usage frequency and into two layers. The layer 2 contained mostly numbers, three letters with the least usage frequency, and a delete symbol. By four different imaginary movements, the user could control a cursor and change between layers. The commands “up”, “down”, “left”, “right”, and “enter” were shown on the screen to move the cursor and select the target character.



The point of using SMR, instead of visual evoked potentials, was to avoid the uncomfortable stimulation technique. The system reported an average accuracy of 85% and proved the concept of operating the speller by using MI instead of visual stimuli. This latter point can attract more late-stages ALS patients to adopt this speller, as no eye movement was required.





4.5. Hybrid


To combine the advantages of two different systems, hybrid systems were developed to include more than one type of BCI or Human Machine Interface (HMI) paradigm, in general [109].



4.5.1. SSVEP + P300


In [95], another approach was presented, which can be considered as a T9 speller, given that the 36 letters and numbers were divided into nine groups, requiring only nine stimulation frequencies. It was a hybrid BCI system based on SSVEP and P300, with four different characters per group, which were flickering periodically in a random order. The flickering stimulus elicited an SSVEP while the “oddball paradigm” of random characters appearing in each group was responsible for the P300. Each character appeared in different color and was placed to improve the P300 signal and the performance of the system. The hybrid system showed superior performance when compared to either the SSVEP or theP300. The individual SSVEP and P300 only systems resulted in 89% and 90% accuracies, respectively, while the accuracy of the hybrid system was 93%. As for the ITR, it was 13.0, 19.9, and 31.8 bits/min for the SSVEP, P300, and the hybrid, respectively.




4.5.2. 60 Target Hybrid SSVEP/EMG (Electromyogram)


Lin et al. [96] created a 6 × 10 speller matrix on an LCD monitor, containing 60 stimuli. The 60 characters were divided into four equal groups, resulting in 15 characters per group flickering at 15 different frequencies. To select one of the groups, the user had to make a fist movement. For each group, a specific number of fist movements were required. Group 1, 2, 3, and 4 required zero, one, two, and three movements, respectively. After selecting the desired group, the users needed to select the target letter by gazing at it to elicit an SSVEP response.



This combination of SSVEP and EMG resulted in one of the highest mean ITR values of all the systems mentioned in this review, i.e., 90.9 bits/min, with a reasonable average accuracy of 85.80%. As neither SSVEP nor EMG requires training, the system was relatively easy to use for a wide group of users. However, as EMG requires actual physical movement (in this case, wrist movement), it limits the number of users who could profit from such a high-performing speller.




4.5.3. Consonant/Vowel Lists


In [97], a hybrid BCI speller system based on Motor Evoked Potential (MEP) (a type of MI) and P300 was presented. The idea was to use the MEP when there was a low number of targets and the P300 when there were more of them. The speller consisted of two lists, one containing the consonants and the other the vowels. The letters were arranged according to their probability of usage. By imaginary left- and right-hand movements, the user chose between the lists. Once a list was selected, the letters started flickering, and the user focused on the target letter for selection. After three spelled letters, suggested words appeared on the screen and could be selected by the user. The word printed on the screen was followed by a space. The system showed faster performance but reduced accuracy.



The reported results showed average ITR and accuracy levels compared to other studies mentioned in this review. However, the idea of dividing the letters into consonant and vowel lists might make it easier for users to spell and can achieve higher typing speed after a number of trials. It was also proven that the hybrid system achieved better performance than the individual P300 or MI. This interface might be helpful for users who have difficulties focusing on the flashing Matrix speller. However, this speller was only tested by two healthy participants.




4.5.4. MI + P300


In [42], a self-paced hybrid BCI speller was introduced. It was a matrix speller based on Farwell and Donchin’s speller, but it was controlled by an MI switch. A matrix with the size of 6 × 7, including 26 English letters, 10 numbers, comma “,”, dot “.”, “Del”, and “Exit”, was initially turned OFF at the start of the experiment. The user had to intentionally change his/her state of mind by MI to turn the system ON and start the flashing of the stimuli. The hybrid speller showed exciting results, the average classification accuracy and the ITR were 92.93%, and 41.23 bits/min, respectively. These results are relatively within the range of the commonly tested P300 matrix spellers, but, for this experiment, the user could control when to start and when to stop spelling intentionally, without affecting the performance of the speller.






5. Discussion


In addition to the developments presented in this review paper, various modalities have been presented throughout the years with the primary aim to improve the quality of life of users with disabilities. Eye tracking devices are a successful example, which are commercially available off the shelf for users and also used for further development of new applications for MND patients [110]. Many studies have been carried out to compare and/or combine BCI systems with eye trackers. One of the most recent studies is our study [111], which merges both systems to develop a hybrid speller combining the advantages of both systems in a competent speller. More information about eye tracking and the comparison between eye tracker spellers and BCIs can be found in [111].



Other systems have a special chin joystick, which could assist the user to manipulate an assistive robot, as presented in [112]. To mention other control modes, in [113], computer and assistive devices were controlled by the tongue, and, in [114], infrared sensors were used to detect head movement to control a computer mouse. All these methodologies are very useful and can benefit many people with disabilities. Although some of these methods can be faster and more accurate than BCI, when applied to spelling applications, they restrict the number of potential users, as they are only beneficial for patients who still maintain some motor control. BCIs usually require minimal or no muscular movement, qualifying BCI systems to be suitable for a wider group of users.



Spelling applications are our key focus of this review. Nevertheless, it is worth mentioning that BCIs are applied for a lot of other purposes, e.g., robot control [115,116,117], wheelchair control [118,119], web browsing [120], general control of an operating system with a virtual keyboard, as presented in [121], gaming [122], every-day electronic device control [123,124,125], and ADHD attention training [126], just to mention a few. A lot of these applications are also useful for people with neuromuscular malfunctions, and a number of them can be suitable for healthy users.



Although BCIs have a lot of advantages and benefits, there is room for improvements. Usually, BCI systems require some time and help to be set up. It is tricky for a person with no BCI experience to set up a commonly used BCI system. One of the reasons is the setup of the electrodes. The used electrodes need to be fixed at specific positions, and it is also essential to apply electrolyte gel correctly for EEG-based measurement. As an example, in [127,128], other types of electrodes and setup methods were proposed. Another challenge is the portability. Researchers have been working lately to overcome this barrier to achieve a more portable BCI system; just to mention some examples: [128,129,130,131].



In addition to working on the above-stated challenges, researchers always aim for BCI systems with better performance. Here, we discuss the developments made towards this goal in the aspect of GUI changes. Many articles have been published with respect to other properties, especially data processing and analysis of a BCI. Much more papers were presented in this field (examples: [132,133,134,135]).



Back to the main topic of discussion, the BCI spellers, various interfaces and systems are reported in various literature libraries. As each presented system had its own variables, parameters, and conditions, it is not possible to carry out an objective comparison between different GUI spellers. However, we can still discuss some advantages and disadvantages of the systems described in the previous section of this review. Table 2, Table 3 and Table 4 summarize the studies mentioned above, while stating the main specifications of each system, such as accuracy, information transfer rate (ITR), and the number and type of subjects who participated in the studies. Table 2 includes all the variations and studies which were built on the original Matrix Speller. Table 3 presents a summary of the performance of other P300-based spellers which were not directly inspired by the Matrix Speller, and, finally, Table 4 presents the performance of the above-mentioned SSVEP-based spellers, MI spellers, and hybrid spellers. We can see from these tables that most of the developments made during the decade are based on P300 BCIs, especially on the Matrix speller GUI.



Another reason why the performance varies from one study to another is the use of different resources. Different teams utilize different hardware. There are several available bioamplifiers on the market as well as a variety of EEG caps and electrodes. Additionally, researchers usually build the software which is suitable for them. Some develop their own software and others would make use of available tools on the market. These parameters affect the performance greatly. A first step to conduct a subjective comparison between different BCI systems is to make sure that the same hardware and software are being implemented.



It is also noticeable from the tables that there are performance variations between different systems in the same category. A main reason behind this is that the ITR and accuracy are calculated differently for different interfaces, which means that it is almost impossible to carry out an objective evaluation or comparison between the systems. In some cases, it is obvious that the improvement in the spelling speed affected the accuracy negatively or vice versa. For example, the Center Speller or the RSVP spellers (see Table 2 for more details) were specifically designed to achieve high accuracy and gaze-independent spelling. They successfully achieved their goals; however, the typing speed was affected significantly.



In other cases, a typing mistake requires time for correction, affecting the spelling speed. To eliminate this negative effects, researchers integrated Error-related Potentials (ErrPs) into BCI spellers. The ErrP signal is generated 50–100 ms after an error is detected by the user. The error might be due to a human error from the user’s side, or it can be that the machine behaved differently from what the user expected. In [84,136,137], the ErrP was used to automatically detect and delete the errors in a BCI speller. The merging of ErrP with P300 aimed to increase the accuracy of the speller, while avoiding affecting the spelling speed, as the correction was done automatically. In our opinion, accuracy is more important for the subjects. During many experiments, we observed that the subjects were much more frustrated by typing mistakes than by a slow-performing system.



P300 is very popular among BCI researchers because of its relatively high ITR and the minimal user training required (compared to MI). However, in general, P300 spellers have several disadvantages. As the number of commands increases in a P300 speller, the number of trials increases as well, leading to a slower performance. As the feature extraction mostly depends on identifying the point of intersection of which row and column elicited the signal, at least two flashes are required for each target, which, again, increases the classification times. Although scientists have been working lately to develop gaze-independent P300 spellers, most of these systems require visual attention or even gaze shifting. The gaze shift dependency might not be applicable for patients with severe paralysis. It is worth noting that the modifications developed and applied to the original Matrix Speller paradigm showed better performance than that of the traditional RCP, especially when tested with MND patients. Some researchers worked on improving the performance of P300 spellers by developing classification algorithms to build an asynchronous P300-based BCI. As an example, the team in [138] combined a P300 speller similar to the Geospell (already mentioned in Section 4.2.4), which was gaze-independent, with an asynchronous algorithm. However, these results were not significantly different. Later, in [139], the group achieved promising results by embedding a self-calibration module to the system. This improvement included an algorithm which automatically recalibrated the parameters of the classifier and adjusted them according to the personal performance of the user. Accordingly, the system could adjust the parameters to attain the optimum accuracy and typing speed.



Some of these challenges are overcome in other BCI paradigms. For example, SSVEP does not require a minimum number of flashes to elicit a response. Thus, it can be used to achieve faster spellers. It also requires no training at all on the user’s side. On the other hand, it has been observed that some participants have a low SSVEP response, which is almost impossible to detect and use as a control signal when a high number of stimuli is presented. As for MI, once the user receives the required training, the system can achieve impressive results. However, the training might take a long time.



The recently developed mVEP paradigm overcomes several other challenges which were faced during the development of other BCI systems. It is elicited entirely by the motion and the motion behavior of the visual stimulus. Thus, such system is not sensitive to contrast, illumination, color, or size of the stimulus. An mVEP-based paradigm does not require any previous training as well.



Another approach to avoid the gaze dependency problem is to utilize other sensory modalities than vision. As mentioned in the introduction, auditory and tactile ERP researches have been published with promising results. In [140], the Farwell and Donchin P300 speller was modified into a visual–auditory speller, which showed similar performance compared to the visual paradigm. In [141], an auditory matrix speller was presented, where the authors used natural animal sounds as stimuli. The system was tested by impaired subjects and resulted in a relatively high performance. However, these systems still require a lot of training and familiarization.



An example of a tactile ERP system is the Braille-like system developed in [142] as a P300-based tactile BCI system. Two or four different types of tactile stimuli were assigned to intentions, such as “yes” and “no”, “right” and “left”, or “up” and “down.” The stimulation was a tactile stimulator using a piezoelectric actuator, used with the braille system, consisting of eight cylindrical pins which could be pressed lightly against the fingertips of the user. The number and the positions of the pins moving up defined the stimulus. Another recent study [143] combined tactile and auditory stimuli to form a hybrid BCI system. Although the performance of BCI spellers based on tactile and/or auditory stimulus (a stimulus other than vision) is still not better than the visual stimuli-based BCI spellers, specifically when used with healthy participants, they are of great importance when considering patients with eyesight problems or in late stages of ALS.



It is evident from Table 2, Table 3 and Table 4, that most of the studies were conducted using the P300 paradigm. This can be due to its popularity, its many advantages, and the fact that it has been studied for many years. This can guide us to deduce that there are more development opportunities in the other BCI paradigms. Overall, researchers have been working for many years to develop efficient BCI communication applications, which are safe, affordable, reliable, easy to setup, easy to use, and achieving a fast communication speed. From what we discussed above, BCI spellers can be a suitable option for people who have no other means of communication with their surroundings. However, BCI spellers are not fast enough, compared to other regular communication methods, like typing or speaking, neither as fast as other systems, like spellers based on eye trackers. Also, BCIs are relatively complicated to set up and require specific skills. A typical BCI system is not considered to be very portable. Some of the spellers discussed above aimed to tackle these challenges and gaps, but still more developments are required. Combining different BCI systems or combining BCI with other non-BCI systems can also lead to promising results. As already discussed, some spellers merged P300 with SSVEP, and some others combined them with other systems, like eye trackers. The results achieved by the hybrid systems were usually faster and/or more accurate. The general aim is to achieve a BCI speller which is as fast as other communication methods, easy to carry around and set up, comfortable to use for short terms and on the long run, and suitable for the broadest range of users.




6. Conclusions


All the systems discussed above were studied and presented with the aim to improve BCI spellers. Throughout the years, scientists have worked on spelling systems to make them faster, more accurate, more user-friendly, and, most of all, able to compete with traditional communication methods. On the other hand, a lot of gaps are still to be closed to achieve efficient BCI spellers. More emphasis needs to be given to GUI design to satisfy the needs of the end-users. In addition, more testing with patients is required. From the summary tables, we can see that only five systems were tested by afflicted subjects. BCI spellers provide a practical and efficient way for people who cannot communicate through traditional methods to be able to participate in their social lives and careers. The different GUIs described and discussed during this review, as well as the other different systems mentioned, may provide an inspiring starting point for further studies and improvements.







Acknowledgments


This research was supported by the European Fund for Regional Development (EFRD—or EFRE in German) under Grants GE-1-1-047 and IT-1-2-001.




Author Contributions


A.R. and I.V. conceived and designed the review; all authors wrote the paper.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Hanagasi, H.A.; Gurvit, I.H.; Ermutlu, N.; Kaptanoglu, G.; Karamursel, S.; Idrisoglu, H.A.; Emre, M.; Demiralp, T. Cognitive impairment in amyotrophic lateral sclerosis: Evidence from neuropsychological investigation and event-related potentials. Brain Res. Cogn. Brain Res. 2002, 14, 234–244. [Google Scholar] [CrossRef]

	



Majaranta, P.; Räihä, K.-J. Twenty years of eye typing. In Proceedings of the Symposium on Eye Tracking Research & Applications—ETRA‘02, New Orleans, LA, USA, 25–27 March 2002; pp. 15–22. [Google Scholar]

	



Sharma, R.; Hicks, S.; Berna, C.M.; Kennard, C.; Talbot, K.; Turner, M.R. Oculomotor dysfunction in amyotrophic lateral sclerosis: A comprehensive review. Arch. Neurol. 2011, 68, 857–861. [Google Scholar] [CrossRef] [PubMed]

	



Wolpaw, J.R.; Birbaumer, N.; McFarland, D.J.; Pfurtscheller, G.; Vaughan, T.M. Brain-computer interfaces for communication and control. Clin. Neurophysiol. 2002, 113, 767–791. [Google Scholar] [CrossRef]

	



Cecotti, H. Spelling with non-invasive Brain-Computer Interfaces—Current and future trends. J. Physiol. Paris 2011, 105, 106–114. [Google Scholar] [CrossRef] [PubMed]

	



Wolpaw, J.; Wolpaw, E.W. Brain-Computer Interfaces: Principles and Practice; Oxford University Press: New York, NY, USA, 2012. [Google Scholar]

	



Farwell, L.A.; Donchin, E. Talking off the top of your head: Toward a mental prosthesis utilizing event-related brain potentials. Electroencephalogr Clin. Neurophysiol. 1988, 70, 510–523. [Google Scholar] [CrossRef]

	



Felgoise, S.H.; Zaccheo, V.; Duff, J.; Simmons, Z. Verbal communication impacts quality of life in patients with amyotrophic lateral sclerosis. Amyotroph. Lateral Scler. Frontotemporal Degener. 2016, 17, 179–183. [Google Scholar] [CrossRef] [PubMed]

	



Wolpaw, J.R.; Birbaumer, N.; Heetderks, W.J.; McFarland, D.J.; Peckham, P.H.; Schalk, G.; Donchin, E.; Quatrano, L.A.; Robinson, C.J.; Vaughan, T.M. Brain-computer interface technology: A review of the first international meeting. IEEE Trans. Rehabilit. Eng. 2000, 8, 164–173. [Google Scholar] [CrossRef]

	



Shannon, C.E. A mathematical theory of communication. ACM SIGMOBILE Mob. Comput. Commun. Rev. 2001, 5, 3–55. [Google Scholar] [CrossRef]

	



Rao, R.P.N. Brain-Computer Interfacing: An Introduction; Cambridge University Press: Cambridge, UK, 2013. [Google Scholar]

	



Sutton, S.; Braren, M.; Zubin, J.; John, E.R. Evoked-potential correlates of stimulus uncertainty. Science 1965, 150, 1187–1188. [Google Scholar] [CrossRef] [PubMed]

	



McCarthy, G.; Donchin, E. A metric for thought: A comparison of P300 latency and reaction time. Science 1981, 211, 77–80. [Google Scholar] [CrossRef] [PubMed]

	



Hill, N.J.; Lal, T.N.; Bierig, K.; Birbaumer, N.; Schölkopf, B. An auditory paradigm for brain-computer interfaces. In Advances in Neural Information Processing Systems; NIPS Foundation: Vancouver, BC, Canada, 2005; pp. 569–576. [Google Scholar]

	



Höhne, J.; Tangermann, M. Towards user-friendly spelling with an auditory brain-computer interface: The charstreamer paradigm. PLoS ONE 2014, 9, e98322. [Google Scholar] [CrossRef] [PubMed]

	



Brouwer, A.M.; van Erp, J.B. A tactile P300 brain-computer interface. Front. Neurosci. 2010. [Google Scholar] [CrossRef] [PubMed]

	



Van der Waal, M.; Severens, M.; Geuze, J.; Desain, P. Introducing the tactile speller: An ERP-based brain-computer interface for communication. J. Neural Eng. 2012, 9, 045002. [Google Scholar] [CrossRef] [PubMed]

	



Bin, G.; Gao, X.; Wang, Y.; Hong, B.; Gao, S. VEP-based brain-computer interfaces: Time, frequency, and code modulations [Research Frontier]. IEEE Comput. Intell. Mag. 2009, 4, 22–26. [Google Scholar] [CrossRef]

	



Snyder, A.Z. Steady-state vibration evoked potentials: Description of technique and characterization of responses. Electroencephalogr. Clin. Neurophysiol./Evoked Potentials Sect. 1992, 84, 257–268. [Google Scholar] [CrossRef]

	



Guo, F.; Hong, B.; Gao, X.; Gao, S. A brain–computer interface using motion-onset visual evoked potential. J. Neural Eng. 2008, 5, 477. [Google Scholar] [CrossRef] [PubMed]

	



Heinrich, S.P. A primer on motion visual evoked potentials. Documenta Ophthalmol. 2007, 114, 83–105. [Google Scholar] [CrossRef] [PubMed]

	



Kuba, M.; Kubová, Z. Visual evoked potentials specific for motion onset. Documenta Ophthalmol. 1992, 80, 83–89. [Google Scholar] [CrossRef]

	



Probst, T.; Plendl, H.; Paulus, W.; Wist, E.; Scherg, M. Identification of the visual motion area (area V5) in the human brain by dipole source analysis. Exp. Brain Res. 1993, 93, 345–351. [Google Scholar] [CrossRef] [PubMed]

	



Skrandies, W.; Jedynak, A.; Kleiser, R. Scalp distribution components of brain activity evoked by visual motion stimuli. Exp. Brain Res. 1998, 122, 62–70. [Google Scholar] [CrossRef] [PubMed]

	



Jasper, H.; Penfield, W. Electrocorticograms in man: Effect of voluntary movement upon the electrical activity of the precentral gyrus. Arc. Psychiatr. Nervenkrankh. 1949, 183, 163–174. [Google Scholar] [CrossRef]

	



Moher, D.; Liberati, A.; Tetzlaff, J.; Altman, D.G.; Group, P. Preferred reporting items for systematic reviews and meta-analyses: The PRISMA statement. PLoS Med. 2009, 6, e1000097. [Google Scholar] [CrossRef] [PubMed]

	



Müller-Putz, G.R.; Scherer, R.; Pfurtscheller, G.; Rupp, R. Brain-computer interfaces for control of neuroprostheses: From synchronous to asynchronous mode of operation. Biomed. Tech. (Berl.) 2006, 51, 57–63. [Google Scholar] [CrossRef] [PubMed]

	



Volosyak, I.; Moor, A.; Graser, A. A dictionary-driven SSVEP speller with a modified graphical user interface. In Proceedings of the 11th International Conference on Artificial Neural Networks Conference on Advances in Computational Intelligence, Torremolinos-Málaga, Spain, 8–10 June 2011; Volume I, pp. 353–361. [Google Scholar]

	



Volosyak, I.; Gembler, F.; Stawicki, P. Age-related differences in SSVEP-based BCI performance. Neurocomputing 2017, 250, 57–64. [Google Scholar] [CrossRef]

	



Cecotti, H. A self-paced and calibration-less SSVEP-based brain-computer interface speller. IEEE Trans. Neural Syst. Rehabil. Eng. 2010, 18, 127–133. [Google Scholar] [CrossRef] [PubMed]

	



Cao, T.; Wang, X.; Wang, B.; Wong, C.M.; Wan, F.; Mak, P.U.; Mak, P.I.; Vai, M.I. A high rate online SSVEP based brain-computer interface speller. In Proceedings of the 2011 5th International IEEE/EMBS Conference on Neural Engineering, Cancun, Mexico, 27 April–1 May 2011; pp. 465–468. [Google Scholar]

	



Ansari, I.A.; Singla, R. BCI: An optimised speller using SSVEP. Int. J. Biomed. Eng. Technol. 2016, 22, 31–46. [Google Scholar] [CrossRef]

	



Wang, Y.; Wang, Y.T.; Jung, T.P. Visual stimulus design for high-rate SSVEP BCI. Electron. Lett. 2010, 46, 1057–1058. [Google Scholar] [CrossRef]

	



Chen, X.; Wang, Y.; Nakanishi, M.; Gao, X.; Jung, T.-P.; Gao, S. High-speed spelling with a noninvasive brain–computer interface. Proc. Natl. Acad. Sci. USA 2015, 112, E6058–E6067. [Google Scholar] [CrossRef] [PubMed]

	



Spüler, M.; Rosenstiel, W.; Bogdan, M. Online adaptation of a c-VEP brain-computer interface (BCI) based on error-related potentials and unsupervised learning. PLoS ONE 2012, 7, e51077. [Google Scholar] [CrossRef] [PubMed]

	



Wei, Q.; Gong, H.; Lu, Z. Grouping modulation with different codes for improving performance in cVEP-based brain–computer interfaces. Electron. Lett. 2017, 53, 214–216. [Google Scholar] [CrossRef]

	



Nezamfar, H.; Mohseni Salehi, S.S.; Moghadamfalahi, M.; Erdogmus, D. FlashTypeTM: A Context-Aware c-VEP-Based BCI Typing Interface Using EEG Signals. IEEE J. Sel. Top. Signal Process. 2016, 10, 932–941. [Google Scholar] [CrossRef]

	



Vilic, A.; Kjaer, T.W.; Thomsen, C.E.; Puthusserypady, S.; Sorensen, H.B.D. DTU BCI speller: An SSVEP-based spelling system with dictionary support. In Proceedings of the 2013 35th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Osaka, Japan, 3–7 July 2013; pp. 2212–2215. [Google Scholar]

	



Blankertz, B.; Dornhege, G.; Krauledat, M.; Schröder, M.; Williamson, J.; Murray-Smith, R.; Müller, K.-R. The Berlin Brain-Computer Interface presents the novel mental typewriter Hex-o-Spell. In Proceedings of the 3rd International Brain-Computer Interface Workshop and Training Course, Graz, Austria, 21–24 September 2006; pp. 108–109. [Google Scholar]

	



Cao, L.; Xia, B.; Maysam, O.; Li, J.; Xie, H.; Birbaumer, N. A Synchronous Motor Imagery Based Neural Physiological Paradigm for Brain Computer Interface Speller. Front. Hum. Neurosci. 2017, 11, 274. [Google Scholar] [CrossRef] [PubMed]

	



Jingwei, Y.; Jun, J.; Zongtan, Z.; Dewen, H. SMR-Speller: A novel Brain-Computer Interface spell paradigm. In Proceedings of the 2011 3rd International Conference on Computer Research and Development, Shanghai, China, 11–13 March 2011; pp. 187–190. [Google Scholar]

	



Yu, Y.; Jiang, J.; Zhou, Z.; Yin, E.; Liu, Y.; Wang, J.; Zhang, N.; Hu, D. A Self-Paced Brain-Computer Interface Speller by Combining Motor Imagery and P300 Potential. In Proceedings of the 2016 8th International Conference on Intelligent Human-Machine Systems and Cybernetics (IHMSC), Hangzhou, China, 27–28 August 2016; pp. 160–163. [Google Scholar]

	



Yeom, S.K.; Fazli, S.; Lee, S.W. P300 visual speller based on random set presentation. In Proceedings of the 2014 International Winter Workshop on Brain-Computer Interface (BCI), Jeongsun-kun, Korea, 17–19 February 2014; pp. 1–2. [Google Scholar]

	



Obeidat, Q.T.; Campbell, T.A.; Kong, J. Introducing the Edges Paradigm: A P300 Brain–Computer Interface for Spelling Written Words. IEEE Trans. Hum.-Mach. Syst. 2015, 45, 727–738. [Google Scholar] [CrossRef]

	



Liu, Y.; Zhou, Z.; Hu, D. Comparison of stimulus types in visual P300 speller of brain-computer interfaces. In Proceedings of the 2010 9th IEEE International Conference on Cognitive Informatics (ICCI), Beijing, China, 7–9 July 2010; pp. 273–279. [Google Scholar]

	



Shi, J.-h.; Shen, J.-z.; Ji, Y.; Du, F.-l. A submatrix-based P300 brain-computer interface stimulus presentation paradigm. J. Zhejiang Univ. Sci. C 2012, 13, 452–459. [Google Scholar] [CrossRef]

	



Eom, J.S.; Yang, H.R.; Park, M.S.; Sohn, J.H. P300 speller using a new stimulus presentation paradigm. In Proceedings of the 2013 International Winter Workshop on Brain-Computer Interface (BCI), Gangwo, Korea, 18–20 February 2013; pp. 98–99. [Google Scholar]

	



Jin, J.; Horki, P.; Brunner, C.; Wang, X.; Neuper, C.; Pfurtscheller, G. A new P300 stimulus presentation pattern for EEG-based spelling systems. Biomed. Tech. (Berl.) 2010, 55, 203–210. [Google Scholar] [CrossRef] [PubMed]

	



Polprasert, C.; Kukieattikool, P.; Demeechai, T.; Ritcey, J.A.; Siwamogsatham, S. New stimulation pattern design to improve P300-based matrix speller performance at high flash rate. J. Neural Eng. 2013, 10, 036012. [Google Scholar] [CrossRef] [PubMed]

	



Kaufmann, T.; Schulz, S.M.; Grunzinger, C.; Kubler, A. Flashing characters with famous faces improves ERP-based brain-computer interface performance. J. Neural Eng. 2011, 8, 056016. [Google Scholar] [CrossRef] [PubMed]

	



Li, Q.; Liu, S.; Li, J. Neural Mechanism of P300-Speller Brain-Computer Interface Using Familiar Face Paradigm. In Proceedings of the 2015 International Conference on Network and Information Systems for Computers, Wuhan, China, 23–25 January 2015; pp. 611–614. [Google Scholar]

	



Li, Q.; Liu, S.; Li, J.; Bai, O. Use of a Green Familiar Faces Paradigm Improves P300-Speller Brain-Computer Interface Performance. PLoS ONE 2015, 10, e0130325. [Google Scholar] [CrossRef] [PubMed]

	



Kaufmann, T.; Kubler, A. Beyond maximum speed-a novel two-stimulus paradigm for brain-computer interfaces based on event-related potentials (P300-BCI). J. Neural Eng. 2014, 11, 056004. [Google Scholar] [CrossRef] [PubMed]

	



Yeom, S.K.; Fazli, S.; Muller, K.R.; Lee, S.W. An efficient ERP-based brain-computer interface using random set presentation and face familiarity. PLoS ONE 2014, 9, e111157. [Google Scholar] [CrossRef] [PubMed]

	



Speier, W.; Deshpande, A.; Cui, L.; Chandravadia, N.; Roberts, D.; Pouratian, N. A comparison of stimulus types in online classification of the P300 speller using language models. PLoS ONE 2017, 12, e0175382. [Google Scholar] [CrossRef] [PubMed]

	



Kathner, I.; Kubler, A.; Halder, S. Rapid P300 brain-computer interface communication with a head-mounted display. Front. Neurosci. 2015, 9, 207. [Google Scholar] [CrossRef] [PubMed]

	



Ahi, S.T.; Kambara, H.; Koike, Y. A dictionary-driven P300 speller with a modified interface. IEEE Trans. Neural Syst. Rehabil. Eng. 2011, 19, 6–14. [Google Scholar] [CrossRef] [PubMed]

	



Li, Y.Q.; Nam, C.S.; Shadden, B.B.; Johnson, S.L. A P300-Based Brain-Computer Interface: Effects of Interface Type and Screen Size. Int. J. Hum.-Comput. Interact. 2011, 27, 52–68. [Google Scholar] [CrossRef]

	



Jin, J.; Sellers, E.W.; Wang, X. Targeting an efficient target-to-target interval for P300 speller brain-computer interfaces. Med. Biol. Eng. Comput. 2012, 50, 289–296. [Google Scholar] [CrossRef] [PubMed]

	



Sakai, Y.; Yagi, T. Alphabet matrix layout in P300 speller may alter its performance. In Proceedings of the 4th 2011 Biomedical Engineering International Conference, Chiang Mai, Thailand, 29–31 January 2012; pp. 89–92. [Google Scholar]

	



Speier, W.; Arnold, C.; Pouratian, N. Integrating language models into classifiers for BCI communication: A review. J. Neural Eng. 2016, 13, 031002. [Google Scholar] [CrossRef] [PubMed]

	



Ryan, D.B.; Frye, G.E.; Townsend, G.; Berry, D.R.; Mesa, G.S.; Gates, N.A.; Sellers, E.W. Predictive spelling with a P300-based brain-computer interface: Increasing the rate of communication. Int. J. Hum. Comput. Interact. 2011, 27, 69–84. [Google Scholar] [CrossRef] [PubMed]

	



Kaufmann, T.; Volker, S.; Gunesch, L.; Kubler, A. Spelling is Just a Click Away—A User-Centered Brain-Computer Interface Including Auto-Calibration and Predictive Text Entry. Front. Neurosci. 2012, 6, 72. [Google Scholar] [CrossRef] [PubMed]

	



Akram, F.; Metwally, M.K.; Han, H.S.; Jeon, H.J.; Kim, T.S. A novel P300-based BCI system for words typing. In Proceedings of the 2013 International Winter Workshop on Brain-Computer Interface (BCI), Gangwo, Korea, 18–20 February 2013; pp. 24–25. [Google Scholar]

	



Akram, F.; Han, H.S.; Kim, T.S. A P300-based brain computer interface system for words typing. Comput. Biol. Med. 2014, 45, 118–125. [Google Scholar] [CrossRef] [PubMed]

	



Minett, J.W.; Peng, G.; Zhou, L.; Zheng, H.Y.; Wang, W.S.Y. An Assistive Communication Brain-Computer Interface for Chinese Text Input. In Proceedings of the 2010 4th International Conference on Bioinformatics and Biomedical Engineering, Chengdu, China, 18–20 June 2010; pp. 1–4. [Google Scholar]

	



Minett, J.W.; Zheng, H.-Y.; Fong, M.C.M.; Zhou, L.; Peng, G.; Wang, W.S.Y. A Chinese Text Input Brain–Computer Interface Based on the P300 Speller. Int. J. Hum.-Comput. Interact. 2012, 28, 472–483. [Google Scholar] [CrossRef]

	



Yu, Y.; Zhou, Z.; Yin, E.; Jiang, J.; Liu, Y.; Hu, D. A P300-Based Brain–Computer Interface for Chinese Character Input. Int. J. Hum.-Comput. Interact. 2016, 32, 878–884. [Google Scholar] [CrossRef]

	



Kabbara, A.; Hassan, M.; Khalil, M.; Eid, H.; El-Falou, W. An efficient P300-speller for Arabic letters. In Proceedings of the 2015 International Conference on Advances in Biomedical Engineering (ICABME), Beirut, Lebanon, 16–18 September 2015; pp. 142–145. [Google Scholar]

	



Lee, T.H.; Kam, T.E.; Kim, S.P. A P300-Based Hangul Input System with a Hierarchical Stimulus Presentation Paradigm. In Proceedings of the 2011 International Workshop on Pattern Recognition in NeuroImaging, Seoul, Korea, 16–18 May 2011; pp. 21–24. [Google Scholar]

	



Yamamoto, Y.; Yoshikawa, T.; Furuhashi, T. Improving performance and accuracy of the P300 speller via a second display. In Proceedings of the 2014 Joint 7th International Conference on Soft Computing and Intelligent Systems (SCIS) and 15th International Symposium on Advanced Intelligent Systems (ISIS), Kitakyushu, Japan, 3–6 December 2014; pp. 793–796. [Google Scholar]

	



Ikegami, S.; Takano, K.; Kondo, K.; Saeki, N.; Kansaku, K. A region-based two-step P300-based brain-computer interface for patients with amyotrophic lateral sclerosis. Clin. Neurophysiol. 2014, 125, 2305–2312. [Google Scholar] [CrossRef] [PubMed]

	



Noorzadeh, S.; Rivet, B.; Jutten, C. Beyond 2D for Brain-Computer interfaces: Two 3D extensions of the P300-Speller. In Proceedings of the 2014 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Florence, Italy, 4–9 May 2014; pp. 5899–5903. [Google Scholar]

	



Acqualagna, L.; Treder, M.S.; Blankertz, B. Chroma Speller: Isotropic visual stimuli for truly gaze-independent spelling. In Proceedings of the 2013 6th International IEEE/EMBS Conference on Neural Engineering (NER), San Diego, CA, USA, 6–8 November 2013; pp. 1041–1044. [Google Scholar]

	



Akram, F.; Han, S.M.; Kim, T.S. An efficient word typing P300-BCI system using a modified T9 interface and random forest classifier. Comput. Biol. Med. 2015, 56, 30–36. [Google Scholar] [CrossRef] [PubMed]

	



Ron-Angevin, R.; Varona-Moya, S.; da Silva-Sauer, L. Initial test of a T9-like P300-based speller by an ALS patient. J. Neural Eng. 2015, 12, 046023. [Google Scholar] [CrossRef] [PubMed]

	



Postelnicu, C.C.; Talaba, D. P300-based brain-neuronal computer interaction for spelling applications. IEEE Trans. Biomed. Eng. 2013, 60, 534–543. [Google Scholar] [CrossRef] [PubMed]

	



Aloise, F.; Arico, P.; Schettini, F.; Riccio, A.; Salinari, S.; Mattia, D.; Babiloni, F.; Cincotti, F. A covert attention P300-based brain-computer interface: Geospell. Ergonomics 2012, 55, 538–551. [Google Scholar] [CrossRef] [PubMed]

	



Liu, Y.; Zhou, Z.; Hu, D. Gaze independent brain-computer speller with covert visual search tasks. Clin. Neurophysiol. 2011, 122, 1127–1136. [Google Scholar] [CrossRef] [PubMed]

	



Pires, G.; Nunes, U.; Castelo-Branco, M. GIBS block speller: Toward a gaze-independent P300-based BCI. In Proceedings of the 2011 Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Boston, MA, USA, 30 August–3 September 2011; pp. 6360–6364. [Google Scholar]

	



Pires, G.; Nunes, U.; Castelo-Branco, M. Comparison of a row-column speller vs. a novel lateral single-character speller: Assessment of BCI for severe motor disabled patients. Clin. Neurophysiol. 2012, 123, 1168–1181. [Google Scholar] [CrossRef] [PubMed]

	



Zhou, S.; Chen, L.; Jin, J.; Zhang, Y.; Wang, X. Exploring motion visual-evoked potentials for multi-objective gaze-independent brain-computer interfaces. In Proceedings of the 2016 3rd International Conference on Systems and Informatics (ICSAI), Shanghai, China, 19–21 November 2016; pp. 87–91. [Google Scholar]

	



Treder, M.S.; Schmidt, N.M.; Blankertz, B. Gaze-independent brain-computer interfaces based on covert attention and feature attention. J. Neural Eng. 2011, 8, 066003. [Google Scholar] [CrossRef] [PubMed]

	



Schmidt, N.M.; Blankertz, B.; Treder, M.S. Online detection of error-related potentials boosts the performance of mental typewriters. BMC Neurosci. 2012, 13, 19. [Google Scholar] [CrossRef] [PubMed][Green Version]

	



Acqualagna, L.; Treder, M.S.; Schreuder, M.; Blankertz, B. A novel brain-computer interface based on the rapid serial visual presentation paradigm. In Proceedings of the 2010 Annual International Conference of the IEEE Engineering in Medicine and Biology, Buenos Aires, Argentina, 31 August–4 September 2010; pp. 2686–2689. [Google Scholar]

	



Acqualagna, L.; Blankertz, B. A gaze independent spelling based on rapid serial visual presentation. In Proceedings of the 2011 Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Boston, MA, USA, 30 August–3 September 2011; pp. 4560–4563. [Google Scholar]

	



Acqualagna, L.; Blankertz, B. Gaze-independent BCI-spelling using rapid serial visual presentation (RSVP). Clin. Neurophysiol. 2013, 124, 901–908. [Google Scholar] [CrossRef] [PubMed]

	



Sato, H.; Washizawa, Y. An N100-P300 Spelling Brain-Computer Interface with Detection of Intentional Control. Computers 2016, 5, 31. [Google Scholar] [CrossRef]

	



Nakanishi, M.; Wang, Y.; Chen, X.; Wang, Y.T.; Gao, X.; Jung, T.P. Enhancing Detection of SSVEPs for a High-Speed Brain Speller Using Task-Related Component Analysis. IEEE Trans. Biomed. Eng. 2018, 65, 104–112. [Google Scholar] [CrossRef] [PubMed]

	



Yin, E.; Zhou, Z.; Jiang, J.; Yu, Y.; Hu, D. A Dynamically Optimized SSVEP Brain-Computer Interface (BCI) Speller. IEEE Trans. Biomed. Eng. 2015, 62, 1447–1456. [Google Scholar] [CrossRef] [PubMed]

	



Yin, E.; Zhou, Z.; Jiang, J.; Chen, F.; Liu, Y.; Hu, D. A novel hybrid BCI speller based on the incorporation of SSVEP into the P300 paradigm. J. Neural Eng. 2013, 10, 026012. [Google Scholar] [CrossRef] [PubMed]

	



Yin, E.; Zhou, Z.; Jiang, J.; Chen, F.; Liu, Y.; Hu, D. A speedy hybrid BCI spelling approach combining P300 and SSVEP. IEEE Trans. Biomed. Eng. 2014, 61, 473–483. [Google Scholar] [CrossRef] [PubMed]

	



Yin, E.; Zeyl, T.; Saab, R.; Chau, T.; Hu, D.; Zhou, Z. A Hybrid Brain-Computer Interface Based on the Fusion of P300 and SSVEP Scores. IEEE Trans. Neural Syst. Rehabil. Eng. 2015, 23, 693–701. [Google Scholar] [CrossRef] [PubMed]

	



D‘Albis, T.; Blatt, R.; Tedesco, R.; Sbattella, L.; Matteucci, M. A predictive speller controlled by a brain-computer interface based on motor imagery. ACM Trans. Comput.-Hum. Interact. 2012, 19, 1–25. [Google Scholar] [CrossRef]

	



Chang, M.H.; Lee, J.S.; Heo, J.; Park, K.S. Eliciting dual-frequency SSVEP using a hybrid SSVEP-P300 BCI. J. Neurosci. Methods 2016, 258, 104–113. [Google Scholar] [CrossRef] [PubMed]

	



Lin, K.; Cinetto, A.; Wang, Y.; Chen, X.; Gao, S.; Gao, X. An online hybrid BCI system based on SSVEP and EMG. J. Neural Eng. 2016, 13, 026020. [Google Scholar] [CrossRef] [PubMed]

	



Roula, M.A.; Kulon, J.; Mamatjan, Y. Brain-computer interface speller using hybrid P300 and motor imagery signals. In Proceedings of the 2012 4th IEEE RAS & EMBS International Conference on Biomedical Robotics and Biomechatronics (BioRob), Rome, Italy, 24–27 June 2012; pp. 224–227. [Google Scholar]

	



Kick, C.; Volosyak, I. Evaluation of different spelling layouts for SSVEP based BCIs. In Proceedings of the 2014 36th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Chicago, IL, USA, 26–30 August 2014; pp. 1634–1637. [Google Scholar]

	



Fazel-Rezai, R. Human Error in P300 Speller Paradigm for Brain-Computer Interface. In Proceedings of the 2007 29th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Lyon, France, 22–26 August 2007; pp. 2516–2519. [Google Scholar]

	



Bian, W.; Yu, S.; Jian-hui, Z.; Xin, L.; Ji-cai, Z.; Wei-dong, C.; Xiao-xiang, Z. A Virtual Chinese Keyboard BCI System Based on P300 Potentials. Acta Electron. Sin. 2009, 37, 1733–1738. [Google Scholar]

	



Hohne, J.; Schreuder, M.; Blankertz, B.; Tangermann, M. A Novel 9-Class Auditory ERP Paradigm Driving a Predictive Text Entry System. Front. Neurosci. 2011, 5, 99. [Google Scholar] [CrossRef] [PubMed]

	



Townsend, G.; LaPallo, B.K.; Boulay, C.B.; Krusienski, D.J.; Frye, G.E.; Hauser, C.K.; Schwartz, N.E.; Vaughan, T.M.; Wolpaw, J.R.; Sellers, E.W. A novel P300-based brain-computer interface stimulus presentation paradigm: Moving beyond rows and columns. Clin. Neurophysiol. 2010, 121, 1109–1120. [Google Scholar] [CrossRef] [PubMed]

	



Arico, P.; Aloise, F.; Schettini, F.; Salinari, S.; Mattia, D.; Cincotti, F. Influence of P300 latency jitter on event related potential-based brain-computer interface performance. J. Neural Eng. 2014, 11. [Google Scholar] [CrossRef] [PubMed]

	



Blankertz, B.; Krauledat, M.; Dornhege, G.; Williamson, J.; Murray-Smith, R.; Müller, K.-R. A Note on Brain Actuated Spelling with the Berlin Brain-Computer Interface. Univers. Access Hum.-Comput. Interact. Ambient Interact. 2007, 4555/2007, 759–768. [Google Scholar] [CrossRef]

	



Treder, M.S.; Blankertz, B. (C)overt attention and visual speller design in an ERP-based brain-computer interface. Behav. Brain Funct. 2010, 6, 28. [Google Scholar] [CrossRef] [PubMed]

	



Volosyak, I.; Cecotti, H.; Valbuena, D.; Graser, A. Evaluation of the Bremen SSVEP based BCI in real world conditions. In Proceedings of the 2009 IEEE International Conference on Rehabilitation Robotics, Kyoto, Japan, 23–26 June 2009; pp. 322–331. [Google Scholar]

	



Volosyak, I. SSVEP-based Bremen-BCI interface—Boosting information transfer rates. J. Neural Eng. 2011, 8, 036020. [Google Scholar] [CrossRef] [PubMed]

	



Nagel, S.; Dreher, W.; Rosenstiel, W.; Spüler, M. The effect of monitor raster latency on VEPs, ERPs and Brain–Computer Interface performance. J. Neurosci. Methods 2018, 295, 45–50. [Google Scholar] [CrossRef] [PubMed]

	



Allison, B.Z.; Brunner, C.; Altstatter, C.; Wagner, I.C.; Grissmann, S.; Neuper, C. A hybrid ERD/SSVEP BCI for continuous simultaneous two dimensional cursor control. J. Neurosci. Methods 2012, 209, 299–307. [Google Scholar] [CrossRef] [PubMed]

	



Hansen, D.W.; Pece, A. Eye typing off the shelf. In Proceedings of the 2004 IEEE Computer Society Conference on Computer Vision and Pattern Recognition, 2004. CVPR 2004, Washington, DC, USA, 27 June–2 July 2004; Volume 152, pp. II-159–II-164. [Google Scholar]

	



Stawicki, P.; Gembler, F.; Rezeika, A.; Volosyak, I. A Novel Hybrid Mental Spelling Application Based on Eye Tracking and SSVEP-Based BCI. Brain Sci. 2017, 7, 35. [Google Scholar] [CrossRef] [PubMed]

	



Gräser, A.; Heyer, T.; Fotoohi, L.; Lange, U.; Kampe, H.; Enjarini, B.; Heyer, S.; Fragkopoulos, C.; Ristic-Durrant, D. A Supportive FRIEND at Work: Robotic Workplace Assistance for the Disabled. IEEE Robot. Autom. Mag. 2013, 20, 148–159. [Google Scholar] [CrossRef]

	



Struijk, L.N. An inductive tongue computer interface for control of computers and assistive devices. IEEE Trans. Biomed. Eng. 2006, 53, 2594–2597. [Google Scholar] [CrossRef] [PubMed]

	



Fitzgerald, M.M.; Sposato, B.; Politano, P.; Hetling, J.; O‘Neill, W. Comparison of three head-controlled mouse emulators in three light conditions. Augment. Altern. Commun. 2009, 25, 32–41. [Google Scholar] [CrossRef] [PubMed]

	



Li, Z.; He, W.; Yang, C.; Qiu, S.; Zhang, L.; Su, C.Y. Teleoperation control of an exoskeleton robot using brain machine interface and visual compressive sensing. In Proceedings of the 2016 12th World Congress on Intelligent Control and Automation (WCICA), Guilin, China, 12–15 June 2016; pp. 1550–1555. [Google Scholar]

	



Ma, J.; Zhang, Y.; Cichocki, A.; Matsuno, F. A novel EOG/EEG hybrid human-machine interface adopting eye movements and ERPs: Application to robot control. IEEE Trans. Biomed. Eng. 2015, 62, 876–889. [Google Scholar] [CrossRef] [PubMed]

	



Zhao, J.; Li, W.; Mao, X.; Hu, H.; Niu, L.; Chen, G. Behavior-Based SSVEP Hierarchical Architecture for Telepresence Control of Humanoid Robot to Achieve Full-Body Movement. IEEE Trans. Cogn. Dev. Syst. 2017, 9, 197–209. [Google Scholar] [CrossRef]

	



Lin, Y.T.; Kuo, C.H. Development of SSVEP-based intelligent wheelchair brain computer interface assisted by reactive obstacle avoidance. In Proceedings of the 2016 IEEE International Conference on Industrial Technology (ICIT), Taipei, Taiwan, 14–17 March 2016; pp. 1572–1577. [Google Scholar]

	



Turnip, M.; Dharma, A.; Pasaribu, H.H.S.; Harahap, M.; Amri, M.F.; Suhendra, M.A.; Turnip, A. An application of online ANFIS classifier for wheelchair based brain computer interface. In Proceedings of the 2015 International Conference on Automation, Cognitive Science, Optics, Micro Electro-Mechanical System, and Information Technology (ICACOMIT), Bandung, Indonesia, 29–30 October 2015; pp. 134–137. [Google Scholar]

	



Chen, L.; Wang, Z.; Feng, H.; Yang, J.; Qi, H.; Zhou, P.; Wang, B.; Dong, M. An online hybrid brain-computer interface combining multiple physiological signals for webpage browse. In Proceedings of the 2015 37th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Milan, Italy, 25–29 August 2015; pp. 1152–1155. [Google Scholar] [CrossRef]

	



Spüler, M. A Brain-Computer Interface (BCI) system to use arbitrary Windows applications by directly controlling mouse and keyboard. In Proceedings of the 2015 37th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Milan, Italy, 25–29 August 2015; pp. 1087–1090. [Google Scholar]

	



Wong, C.M.; Tang, Q.; Cruz, J.N.d.; Wan, F. A multi-channel SSVEP-based BCI for computer games with analogue control. In Proceedings of the 2015 IEEE International Conference on Computational Intelligence and Virtual Environments for Measurement Systems and Applications (CIVEMSA), Shenzhen, China, 12–14 June 2015; pp. 1–6. [Google Scholar]

	



Schettini, F.; Riccio, A.; Simione, L.; Liberati, G.; Caruso, M.; Frasca, V.; Calabrese, B.; Mecella, M.; Pizzimenti, A.; Inghilleri, M.; et al. Assistive device with conventional, alternative, and brain-computer interface inputs to enhance interaction with the environment for people with amyotrophic lateral sclerosis: A feasibility and usability study. Arch. Phys. Med. Rehabil. 2015, 96, S46–S53. [Google Scholar] [CrossRef] [PubMed]

	



Park, H.J.; Kim, K.T.; Lee, S.W. Towards a smart TV control system based on steady-state visual evoked potential. In Proceedings of the 3rd International Winter Conference on Brain-Computer Interface, Sabuk, Korea, 12–14 January 2015; pp. 1–2. [Google Scholar]

	



Corralejo, R.; Nicolas-Alonso, L.F.; Alvarez, D.; Hornero, R. A P300-based brain-computer interface aimed at operating electronic devices at home for severely disabled people. Med. Biol. Eng. Comput. 2014, 52, 861–872. [Google Scholar] [CrossRef] [PubMed]

	



Rohani, D.A.; Puthusserypady, S. BCI inside a virtual reality classroom: A potential training tool for attention. EPJ Nonlinear Biomed. Phys. 2015, 3, 12. [Google Scholar] [CrossRef]

	



Volosyak, I.; Valbuena, D.; Malechka, T.; Peuscher, J.; Graser, A. Brain-computer interface using water-based electrodes. J. Neural Eng. 2010, 7, 066007. [Google Scholar] [CrossRef] [PubMed]

	



Fei, W.; Guangli, L.; Jingjing, C.; Yanwen, D.; Dan, Z. Novel semi-dry electrodes for brain–computer interface applications. J. Neural Eng. 2016, 13, 046021. [Google Scholar]

	



Elsawy, A.S.; Eldawlatly, S.; Taher, M.; Aly, G.M. Enhancement of mobile development of brain-computer platforms. In Proceedings of the 2015 IEEE International Conference on Electronics, Circuits, and Systems (ICECS), Cairo, Egypt, 6–9 December 2015; pp. 490–491. [Google Scholar]

	



Kaczmarek, P.; Salomon, P. Towards SSVEP-based, portable, responsive Brain-Computer Interface. In Proceedings of the 2015 37th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Milan, Italy, 25–29 August 2015; pp. 1095–1098. [Google Scholar]

	



Mora, N.; De Munari, I.; Ciampolini, P. SSVEP-based BCI: A “Plug & play” approach. In Proceedings of the 2015 37th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Milan, Italy, 25–29 August 2015; pp. 6170–6173. [Google Scholar]

	



Gembler, F.; Stawicki, P.; Volosyak, I. Autonomous Parameter Adjustment for SSVEP-Based BCIs with a Novel BCI Wizard. Front. Neurosci. 2015, 9, 474. [Google Scholar] [CrossRef] [PubMed]

	



Sengelmann, M.; Engel, A.K.; Maye, A. Maximizing Information Transfer in SSVEP-Based Brain–Computer Interfaces. IEEE Trans. Biomed. Eng. 2017, 64, 381–394. [Google Scholar] [CrossRef] [PubMed]

	



Wang, H.; Zhang, Y.; Waytowich, N.R.; Krusienski, D.J.; Zhou, G.; Jin, J.; Wang, X.; Cichocki, A. Discriminative Feature Extraction via Multivariate Linear Regression for SSVEP-Based BCI. IEEE Trans. Neural Syst. Rehabil. Eng. 2016, 24, 532–541. [Google Scholar] [CrossRef] [PubMed]

	



Jiao, Y.; Zhang, Y.; Jin, J.; Wang, X. Multilayer correlation maximization for frequency recognition in SSVEP brain-computer interface. In Proceedings of the 2016 Sixth International Conference on Information Science and Technology (ICIST), Dalian, China, 6–8 May 2016; pp. 31–35. [Google Scholar]

	



Dal Seno, B.; Matteucci, M.; Mainardi, L. Online detection of P300 and error potentials in a BCI speller. Comput. Intell. Neurosci. 2010. [Google Scholar] [CrossRef] [PubMed]

	



Spüler, M.; Bensch, M.; Kleih, S.; Rosenstiel, W.; Bogdan, M.; Kübler, A. Online use of error-related potentials in healthy users and people with severe motor impairment increases performance of a P300-BCI. Clin. Neurophysiol. 2012, 123, 1328–1337. [Google Scholar] [CrossRef] [PubMed]

	



Aloise, F.; Aricò, P.; Schettini, F.; Salinari, S.; Mattia, D.; Cincotti, F. Asynchronous gaze-independent event-related potential-based brain–computer interface. Artif. Intell. Med. 2013, 59, 61–69. [Google Scholar] [CrossRef] [PubMed]

	



Schettini, F.; Aloise, F.; Aricò, P.; Salinari, S.; Mattia, D.; Cincotti, F. Self-calibration algorithm in an asynchronous P300-based brain–computer interface. J. Neural Eng. 2014, 11, 035004. [Google Scholar] [CrossRef] [PubMed]

	



Belitski, A.; Farquhar, J.; Desain, P. P300 audio-visual speller. J. Neural Eng. 2011, 8, 025022. [Google Scholar] [CrossRef] [PubMed]

	



Halder, S.; Käthner, I.; Kübler, A. Training leads to increased auditory brain–computer interface performance of end-users with motor impairments. Clin. Neurophysiol. 2016, 127, 1288–1296. [Google Scholar] [CrossRef] [PubMed]

	



Hori, J.; Okada, N. Classification of tactile event-related potential elicited by Braille display for brain–computer interface. Biocybern. Biomed. Eng. 2017, 37, 135–142. [Google Scholar] [CrossRef]

	



Yin, E.; Zeyl, T.; Saab, R.; Hu, D.; Zhou, Z.; Chau, T. An auditory-tactile visual saccade-independent P300 brain–computer interface. Int. J. Neural Syst. 2016, 26, 1650001. [Google Scholar] [CrossRef] [PubMed]








[image: Brainsci 08 00057 g001 550] 





Figure 1. Schematic representation of three major Brain–Computer Interface (BCI) paradigms: (a) P300 paradigm. The oddball paradigm causes a P300 signal in the brain of the user which is then interpreted by the BCI system, resulting in the selection of the desired letter; (b) Steady-State Visual Evoked Potential (SSVEP) paradigm. Five different frequencies are shown on the screen in this example, as discussed later. When the user gazes at one of them, an SSVEP signal with the same frequency (as well as its harmonics) is elicited in the visual cortex of the brain. The measured electroencephalogram (EEG) data are analyzed by the BCI, and a command is sent to the computer to select the target; (c) Motor imagery (MI) paradigm (with a schematic representation of a Hex-O-Spell application, as discussed later). The imagination of the movement of limbs (in this picture an imaginary movement of an arm) induces a sensorimotor rhythm (SMR) signal which is detected and analyzed by the BCI system, and a feedback is sent to the computer to control the movement of the green arrow for letter selection. In this case, the presence of an external stimulus is not required. 
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Figure 2. PRISMA chart. 
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Figure 3. Graphical User Interface (GUI) of a modern P300 speller: (a) Matrix Speller inspired by the matrix developed by Farwell and Donchin in 1988 [7], shown during the intensification of the third row. (b) The random intensification similar to the one discussed in Yeom et al., 2014 [43]. (c) A view of the Edge Paradigm from Obeidat et al., 2015 [44] showing the intensification of the edge point next to the third row. All the above figures show “BCI” as the target word during spelling and “B” as an already selected character. Figures modified from the cited sources. 
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Figure 4. Chroma Speller in its two operating stages [74]. (a) The first-stage selection. (b) The second stage to select an individual character. The target word here was suggested to be “BCI”, and “B” is the target letter. Figures modified from [74]. 
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Figure 5. The GUI discussed in [75]; (a) The first stage where a target letter was selected. (b) Suggested words were displayed with the corresponding number. Figures modified from [75]. 
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Figure 6. Checkerboard paradigm similar to the one studied in Townsend et al. [102]. Figure modified from [102]. 
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Figure 7. The GeoSpell as discussed in Aloise et al. [78], showing the group organization concept. The figure is modified from the original source [78]. 
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Figure 8. GIBS as discussed in [80]. Figure modified from [80]. 
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Figure 9. Lateral Single Character Speller, similar to [81]. Figure modified from [81]. 
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Figure 10. Three variations of the Hex-O-Spell with ERP for gaze-independent BCI studies. (a) Hex-O-Spell; (b) Cake Speller; (c) Center Speller. Figure modified from Treder et al., 2011 [83]. 
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Figure 11. A similar GUI to the Bremen-BCI Speller during the selection of the right arrow, as the box size is increasing during selection [106]. Figure modified from [106]. 
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Figure 12. (a) The modification of the original Bremen-BCI speller when a build-in dictionary was added to it [28]; (b) The second stage of the GUI, where suggested words were presented to the user to choose the desired word. 
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Figure 13. The GUI similar to Berlin Hex-O-Spell GUI, as shown and discussed in Blankertz et al., 2006 [39] (a) during the first stage of selection and (b) the second stage for selecting an individual letter. Figures modified from [104]. 






Figure 13. The GUI similar to Berlin Hex-O-Spell GUI, as shown and discussed in Blankertz et al., 2006 [39] (a) during the first stage of selection and (b) the second stage for selecting an individual letter. Figures modified from [104].



[image: Brainsci 08 00057 g013]







[image: Table] 





Table 1. BCI spellers’ taxonomy. The table also classifies the papers presented in this review according to the suggested taxonomy.
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BCI Paradigm

	

	
P300 45 Studies 65% of Total

	
SSVEP 16 Studies 23% of Total

	
MI 4 Studies 6% of Total

	
Hybrid 4 Studies 6% of Total






	
Operation Modality

	
Asynchronous

	
0.0%

	
68.8%

	
75.0%

	
25.0%




	
21.7%

	

	
[28,29,30,31,32,33,34,35,36,37,38]

	
[39,40,41]

	
[42]




	
Synchronous

	
100.0%

	
31.3%

	
25.0%

	
75.0%




	
78.3%

	
[7,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79,80,81,82,83,84,85,86,87,88]

	
[89,90,91,92,93]

	
[94]

	
[95,96,97]




	
Gaze Dependency

	
Gaze Independent

	
15.6%

	
6.3%

	
75.0%

	
0.0%




	
15.9%

	
[74,78,79,80,82,83,84]

	
[37]

	
[39,40,94]

	




	
Gaze Dependent

	
84.4%

	
93.8%

	
25.0%

	
100.0%




	
84.1%

	
[7,43,44,45,46,47,48,49,50,51,52,53,54,56,57,58,59,60,62,63,64,65,66,67,68,69,70,71,72,73,75,76,77,81,85,86,87,88]

	
[28,29,30,31,32,33,34,35,36,38,89,90,91,92,93]

	
[41]

	
[42,95,96,97]




	
Selection Modality

	
Direct Target Selection

	
100.0%

	
87.5%

	
25.0%

	
100.0%




	
92.8%

	
[7,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79,80,81,82,83,84,85,86,87,88]

	
[29,30,31,32,33,34,35,36,38,89,90,91,92,93,98]

	
[94]

	
[42,95,96,97]




	
Moving Cursor

	
0.0%

	
12.5%

	
75.0%

	
0.0%




	
7.2%

	

	
[28,37]

	
[3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41]

	




	
Stimuli Modality

	
Constant Flashing

	
0.0%

	
100.0%

	
0.0%

	
50.0%




	
26.1%

	

	
[28,29,30,31,32,33,34,35,36,37,38,89,90,91,92,93]

	

	
[95,96]




	
Periodic Flashing

	
82.2%

	
0.0%

	
0.0%

	
75.0%




	
58.0%

	
[7,43,44,46,47,48,49,57,58,59,60,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79,80,81,83,84,85,86,87,88]

	

	

	
[42,95,97]




	
Moving/Animation

	
17.8%

	
6.3%

	
0.0%

	
0.0%




	
13.0%

	
[45,50,51,52,53,54,56,82]

	
[93]

	

	




	
No visual Stimuli

	
0.0%

	
0.0%

	
100.0%

	
0.0%




	
5.8%

	

	

	
[39,40,41,94]

	




	
Word Prediction

	
Yes

	
13.3%

	
18.8%

	
25.0%

	
0.0%




	
14.5%

	
[62,63,64,65,75,76]

	
[28,37,38]

	
[94]

	




	
No

	
86.7%

	
81.3%

	
75.0%

	
100.0%




	
85.5%

	
[7,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,66,67,68,69,70,71,72,73,74,77,78,79,80,81,82,83,84,85,86,87,88]

	
[29,30,31,32,33,34,35,36,89,90,91,92,93]

	
[39,40,41]

	
[42,95,96,97]
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Table 2. Summary of all spellers discussed in this review which are based on the P300 Matrix Speller.
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Topic/Speller Name

	
Reference

	
Subjects

	
Mean ITR/Typing Speed

	
Mean Accuracy






	
Matrix Speller

	
[7]

	
Farwell and Donchin 1988

	
4 healthy

	
12 bits/min

	
95.0%




	
Stimuli Variations

	
[43]

	
Yeom et al. 2014a

	
4 healthy

	
66.3 bits/min

	
64.7%




	
[44]

	
Obeidat et al. 2015

	
14 healthy

	
13.7 bits/min

	
93.3%




	
[45]

	
Liu et al. 2010

	
4 healthy

	
rotation stimuli: 35.8 bits/min

	
rotation stimuli: 89.06%




	
[46]

	
Shi et al. 2012

	
7 healthy

	
SBP433: 26.8 bits/min

	
99.7%




	
[47]

	
Eom et al. 2013

	
5 healthy

	
13.5 s/char

	
79.2%




	
[48]

	
Jin et al. 2010

	
8 healthy

	
14.8 bits/min

	
92.9%




	
[49]

	
Polprasert et al. 2013

	
10 healthy

	
23.82 bits/min

	
84.0%




	
Familiar Faces and symbols

	
[50]

	
Kaufmann et al. 2011

	
20 healthy

	
N/A

	
Max 100%




	
[51]

	
Li et al. 2015a

	
17 healthy

	
N/A

	
N/A




	
[52]

	
Li et al. 2015b

	
12 healthy

	
39.0 bits/min

	
86.1%




	
[53]

	
Kaufmann and Kübler 2014

	
8 healthy

	
~80 bits/min

	
81.25%




	
[54]

	
Yeom et al. 2014b

	
15 healthy

	
RASP-F: 53.7 bits/min

RASP: 32.8 bits/min

	
84.0%

90.7%




	
[56]

	
Kathner et al. 2015

	
18 healthy + 1 LIS

	
15.5–16.2 bits/min

	
94–96%




	
Variation of letters arrangement

	
[57]

	
Ahi et al. 2011

	
14 healthy

	
55.32 bits/min

	
87.14%




	
[58]

	
Li et al. 2011

	
10 healthy + 10 NMD

	
N/A

	
79.7–28.7%




	
[59]

	
Jin et al. 2012

	
9 healthy

	
18-P: 29.9 bits/min

21-P: 27.1 bits/min

	
18-P: 93.3%

21-P: 94.8%




	
[60]

	
Sakai and Yagi 2011

	
9 healthy

	
N/A

	
N/A




	
Matrix Speller with Prediction

	
[62]

	
Ryan et al. 2011

	
24 healthy

	
17.71 bits/min

	
84.88%




	
[63]

	
Kaufmann et al. 2012

	
20 healthy

	
Max 25 bits/min

	
>70%




	
[64]

	
Akram et al. 2013

	
4 healthy

	
26.1 s/char

	
77.5%




	
[65]

	
Akram et al. 2014

	
10 healthy

	
26.13 s/char

	
77.14%




	
Other languages

	
[66]

	
Minett et al. 2010

	
30 healthy

	
14.5 bits/min

	
>60%




	
[67]

	
Minett et al. 2012

	
24 healthy

	
4.23 bits/min

	
82.8%




	
[68]

	
Yu et al. 2016

	
10 healthy

	
39.2 bits/min

	
92.6%




	
[69]

	
Kabbara et al. 2015

	
11 healthy

	
N/A

	
88–95%




	
[70]

	
Lee et al. 2011

	
3 healthy

	
N/A

	
100% after training




	
[71]

	
Yamamoto et al. 2014

	
4 healthy

	
N/A

	
93%




	
[72]

	
Ikegami et al. 2014

	
7 ALS patients + 7 healthy

	
N/A

	
ALS: 24%, 55%

healthy: 55%, 83%




	
3D Blocks Matrix Speller

	
[73]

	
Noorzadeh et al. 2014

	
16 healthy

	
N/A

	
~90% with 5 repetitions
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Table 3. Summary of all other P300-based spellers which are not directly related to the Matrix Speller.
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Topic/Speller Name

	
Reference

	
Subjects

	
Mean ITR/Typing Speed

	
Mean Accuracy






	
Chroma Speller

	
[74]

	
Acqualagna et al. 2013

	
9 healthy

	
1.4 char/min

	
88.4%




	
T9

	
[76]

	
Ron-Angevin et al. 2015

	
11 healthy + 1 with ALS

	
N/A

	
N/A




	
[75]

	
Akram et al. 2015

	
10 healthy

	
26.125 s/char

	
N/A




	
Checkerboard Paradigm

	
[77]

	
Postelnicu and Talaba 2013

	
10 healthy

	
21.74 bits/min

	
90.63%




	
Geospell

	
[79]

	
Liu et al. 2011

	
8 healthy

	
1.38 char/min

	
RP: 87.8%

FP: 84.1%




	
[78]

	
Aloise et al. 2012

	
10 healthy

	
1.86 char/min

	
78%




	
[82]

	
Zhou et al. 2016

	
10 healthy

	
N/A

	
N/A




	
GIBS

	
[80]

	
Pires et al. 2011

	
4 healthy

	
16.67 bits/min

	
96.02%




	
LSC Speller

	
[81]

	
Pires et al. 2012

	
10 healthy + 7 ALS + 5CP + 1 DMD + 1 SCI

	
26.11 bits/min

	
89.9%




	
Hex-O-Spell with ERP

	
[83]

	
Treder et al. 2011

	
13 healthy

	
2 char/min

	
Hex-O-Spell: 90.4%

Cake Speller: 88.0%

Center Speller: 97.0%




	
[84]

	
Schmidt et al. 2012

	
11 healthy

	
2.75 char/min

	
89.1%




	
Rapid serial visual presentation RSVP

	
[87]

	
Acqualagna and Blankertz 2013

	
12 healthy

	
1.43 char/min

	
94.8%




	
[85]

	
Acqualagna et al. 2010

	
9 healthy

	
N/A

	
90%




	
[86]

	
Acqualagna and Blankertz 2011

	
12 healthy

	
2 char/min

	
94.8%




	
[88]

	
Sato and Washizawa 2016

	
11 healthy

	
2 × 2: 0.70 bits/s

2 × 3: 0.85 bits/s

	
2 × 2: 74.4%

2 × 3:70.3%











[image: Table] 





Table 4. Summary of the spellers discussed in this review which are based on SSVEP, MI, and Hybrid system.
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Topic/Speller Name

	
Reference

	
Subjects

	
Mean ITR/Typing Speed

	
Mean Accuracy






	
Bremen Speller

	
[28]

	
Volosyak et al. 2011

	
7 healthy

	
32.71 bits/min

	
Correct spelling only




	
Multi-Phase Spellers

	
[29]

	
Volosyak et al. 2017

	
20 healthy

	
group A: 27.36 bits/min

group B: 16.10 bits/min

	
group A: 98.49%

group B: 91.13%




	
[30]

	
Cecotti 2010

	
8 healthy

	
37.62 bits/min

	
92.25%




	
[31]

	
Cao et al. 2011

	
4 healthy

	
61.64 bits/min

	
98.78%




	
[32]

	
Ansari and Singla 2016

	
20 healthy

	
13 chars/min

	
96.04%




	
Multi-Target One-Phase Spellers

	
[33]

	
Wang et al. 2010

	
3 healthy

	
75.4 bits/min

	
97.2%




	
[34]

	
Chen et al. 2015

	
12 healthy

	
4.45 bits/min

	
91.04%




	
[89]

	
Nakanishi et al. 2018

	
20 healthy

	
325.33 bits/min

	
89.83%




	
[35]

	
Spüler et al. 2012

	
9 healthy

	
143.95 bits/min

	
96.18%




	
[36]

	
Wei et al. 2017

	
4 healthy

	
129.58 bits/min

	
90.5%




	
RC SSVEP Speller

	
[90]

	
Yin et al. 2015b

	
11 healthy

	
41.08 bits/min

	
~95%




	
[91]

	
Yin et al. 2013

	
12 healthy

	
56.44 bits/min

	
93.85%




	
[92]

	
Yin et al. 2014

	
14 healthy

	
RC: 53.06 bits/min

SL: 44.7 bits/min

	
N/A




	
[93]

	
Yin et al. 2015a

	
13 healthy

	
50.41 bits/min

	
95.18%




	
Flash-Type Speller

	
[37]

	
Nezamfar et al. 2016

	
3 healthy

	
6.2–11 s/char

	
95.5–97%




	
DTU BCI Speller

	
[38]

	
Vilic et al. 2013

	
9 healthy

	
21.94 bits/min

	
90.81%




	
Hex-O-Spell

	
[39]

	
Blankertz et al. 2006

	
2 healthy

	
max 7.6 char/min

	
error free measurements




	
Oct-O-Spell

	
[40]

	
Cao et al. 2017

	
3 healthy

	
Non-PTE: 69.16 bits/min

PTE: 62.39 bits/min

	
Non-PTE: 98.3%

PTE: 96.6%




	
Other MI Speller

	
[94]

	
D’Albis et al. 2012

	
3 healthy

	
max 3 char/min

	
average N/A




	
[41]

	
Jingwei et al. 2011

	
5 healthy

	
N/A

	
85.0%




	
SSVEP+P300

	
[95]

	
Chang et al. 2016

	
10 healthy

	
31.8 bits/min

	
93%




	
SSVEP+EMG

	
[96]

	
Lin et al. 2016

	
10 healthy

	
90.9 bits/min

	
85.8%




	
Consonant/Vowels list

	
[97]

	
Roula et al. 2012

	
2 healthy

	
11 s/char

	
70%




	
MI+P300

	
[42]

	
Yu et al. 2016

	
11 healthy

	
41.23 bits/min

	
92.93%












© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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