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Abstract: Soil water content is an important indicator used to maintain the ecological balance of
farmland. The efficient spatial prediction of soil water content is crucial for ensuring crop growth
and food production. To this end, 104 farmland soil samples were collected in the Yellow River
Delta (YRD) in China, and the soil water content was determined using the drying method. A
gradient boosting decision tree (GBDT) model based on a tree-structured Parzen estimator (TPE)
hyperparametric optimization was developed, and then the soil water content was predicted and
mapped based on the soil texture and vegetation index from Sentinel-2 remote sensing images. The
results of statistical analysis showed that the soil water content had a high coefficient of variation
(55.30%), a non-normal distribution, and complex spatial variability. Compared with other models,
the TPE-GBDT model had the highest prediction accuracy (RMSE = 6.02% and R2 = 0.71), and its
mapping results showed that the areas with high soil water content were distributed on both sides
of the river and near the estuary. Furthermore, the results of Shapley additive explanation (SHAP)
analysis showed that the soil texture (PC2 and PC5), modified normalized difference vegetation
index (MNDVI), and Sentinel-2 red edge position (S2REP) index provided important contributions to
the spatial prediction of soil water content. We found that the hydraulic physical properties of soil
texture and the vegetation characteristics (such as vegetation coverage, root action, and transpiration)
are the key factors affecting the spatial migration and heterogeneity of the soil water content in the
study area. The above results show that the TPE algorithm can quickly capture the hyperparameters
that are most suitable for the GBDT model, so that the GBDT model can ensure prediction accuracy,
reduce the loss function with less training data, and accurately learn of the nonlinear relationship
between soil water content and environmental factors. This paper proposes a machine learning
method for hyperparameter optimization that shows considerable potential to predict the spatial
heterogeneity of soil water content, which can effectively support regional farmland soil and water
conservation and high-quality agricultural development.

Keywords: machine learning; GBDT; hyperparameter; soil water content; Sentinel-2; farmland

1. Introduction

Soil water content is one of the key indicators affecting crop growth and plays an
important role in the protection of regional farmland ecosystems [1]. At present, many related
studies on the prediction of soil water content have been conducted [2–4], and the accurate
prediction of soil water content can provide strong support for smart agriculture, ecological
risk prevention and control, etc. [1]. Due to it being environmentally friendly and low-cost,
the spatial prediction of soil water content can help with preventing soil erosion and nonpoint
pollution on intensive farmland through the use of auxiliary variables. However, complex
relationships (i.e., high spatial variability [5–7] and non-linear effects) exist between soil water
content and environmental factors such as soil physical and chemical properties, climate,
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vegetation, and spectrum [8,9]. Therefore, increasing the spatial prediction accuracy of soil
water content at the regional scale is vital to ensure the rational use of water and soil resources
and the sustainable development of high-quality agriculture.

Many methods have been applied for the spatial prediction of soil water content [10–12].
Filgueiras et al. [12] used linear models, such as multiple linear regression (MLR) and partial
least squares (PLS), to predict the spatial variability of soil water content by combining the
vegetation index, daily irrigation amount, crop coefficient, extraterrestrial solar radiation, and
other environmental factors. Linear models are easy to use and are particularly useful for the
spatial prediction of soil water content using large data volumes. When the linear relationship
between environmental factors and soil water content is significant, the prediction accuracy
of the linear regression model is higher. However, linear models have poor generalization
performance and are generally used for feature variable screening [13]. The relationship
between environmental factors and soil water content is complex, and the predictive accuracy
of linear models tends to be poor.

With the development of computer science, machine learning models are being widely
used in the prediction of soil water content; the commonly used models include support
vector machines (SVM), random forest (RF), and eXtreme gradient boosting (XGBoost). The
advantage of machine learning models is that they have a higher prediction accuracy than
linear methods. For example, Fuentes et al. [14] used MLP models to predict surface soil
water content using multiple-source environmental factors such as the soil moisture active
and passive (SMAP) remote sensing data, moderate resolution imaging spectroradiometer
(MODIS) surface reflectivity, surface temperature and land cover, and gridded soil prop-
erties. They found that the NASA-USDA SMAP is important for land surface prediction,
and the importance of soil properties and LULC increased with increasing depth. Chaud-
hary et al. [15] collected a large amount of soil water content data from the Varanasi and
Guntur districts of India, which they combined with Sentinel-1 ground distance detection
(GRD) data for preprocessing. They then generated the backscatter coefficient of radiation
topography correction and used the backscatter coefficients as predictors. They proved that
prediction accuracy of the RF model is high for soil water content.

Recently, advanced ensemble learning boosting algorithms such as gradient boosting
machine (GBM) and XGBoost have improved performance in the spatial prediction of soil
water content. For example, Babaeian et al. [16] selected environmental factors such as near-
infrared transformed reflectance (NTR), normalized difference vegetation index (NDVI),
texture (Text), organic matter content (OC), soil porosity, etc. GBM and other models were
used to predict soil moisture space in the root zone, and they found that when NDVI and
NTR were used as model inputs together with soil physical and hydraulic information, the
machine learning model accurately captured the changes in field-scale soil water content.
This type of model explains the nonlinear relationship between environmental factors and
soil water content, which effectively increases the prediction accuracy of spatial soil water
content. In addition, it effectively controls the overfitting problem of the predicted model.
For example, the XGBoost model adds regularization terms to the definition of its loss
function and prevents overfitting by column sampling [17]. However, boosting algorithms
also suffer from one critical shortcoming: due to the complexity of the algorithm, many
hyperparameters need to be adjusted, and the hyperparameters also affect each other.
Achieving high-quality prediction performance using default parameters and manual
parameter adjustment is difficult because the optimal hyperparameters cannot be found.

The hyperparameter settings strongly impact the prediction accuracy of the machine
learning model [18], and the hyperparameters cannot be obtained during training. When
the learning rate and the number of base estimators of the machine learning model are low,
the model does not learn enough about the features correlated to soil water content, and the
high learning rate can cause overfitting and increase the loss value. Therefore, automatic
parameter tuning is one of the most important machine learning model processes [19].
The Sentinel-2 satellite captures high-resolution remote sensing images, is equipped with
multispectral instruments (MSI), and has a shorter revisit cycle, which is beneficial for soil
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detection [20]. Sentinel-2 remote sensing images have been widely used for the spatial
prediction of soil properties [21,22]. However, whether the optimal hyperparameters
obtained by the optimization algorithm can reduce the loss value of the prediction model
and control overfitting, as well as its response mechanism in the spatial prediction of
soil water content, is unclear. Therefore, the objectives of this study were to (1) build
TPE machine learning models (i.e., TPE-AdaBoost, TPE-RF, and TPE-GBDT models) with
soil texture and vegetation index factors from Sentinel-2 remote sensing images for soil
water content; (2) spatially map the soil water content in the study area with TPE machine
learning models; (3) explore the capability of environmental factors to drive soil water
content using the Shapley additive explanation (SHAP) method.

2. Materials and Methods
2.1. Study Area

The study area is located in the Yellow River Delta of Shandong Province, China (Figure 1)
(118◦13′–118◦58′ E, 37◦20′–38◦02′ N), which is influenced by Eurasia and the western Pacific
Ocean and has a continental monsoon climate. According to the 2022 Dongying Statistical
Yearbook, the annual average temperature, annual average precipitation, and annual sunshine
hours in the study area are 14.4 ◦C, 902.8 mm, and 2289.8 h, respectively. The geological
background is alluvial loess parent material, and the soils are alluvial. The main crop types
in the study area are wheat, maize, and rice. In addition, soil salinization on farmland is a
serious problem in the study area, and freshwater resources are not abundant, which seriously
restricts the development of high-quality agriculture. As such, the spatial prediction of soil
water content is crucial for cultivated land conservation and crop production.

2.2. Soil Sampling and Laboratory Analysis

In September 2022, 104 samples from surface farmland soils (0–10 cm) were collected.
The terrain of the study area is gentle, and the influence of terrain on soil water content is
relatively small. We tried to avoid the impact of climate conditions on soil water content.
We observed that during the entire sampling period, there were no rainfall or extreme
weather conditions. The temperature, wind speed, and other conditions in the study area
were in a very stable state. In addition, during this period, the farmland is in the crop (corn)
harvest season, and this process will not carry out artificial irrigation activities. Moreover,
due to the coverage of corn plants, the water evapotranspiration caused by solar radiation
and wind speed in the soil surface is better avoided.

For soil sampling, we used the cutting ring method, in which a ring knife is used
to collect soil. First, we used a shovel to smooth the soil surface and pressed the ring
blade vertically downward into the soil. Second, after removing the ring knife, the soil
adhered to the outer wall of the ring knife was quickly scraped, and then the soil surface
was flattened from the edge to the middle with a soil cutter. Finally, the soil in the ring
knife was quickly loaded into a covered aluminum box to measure the initial weight. The
collected soil samples were dried in an oven and weighed every 24 h until the aluminum
box was a constant weight. The detailed sampling criteria is based on Soil testing Part
III: Determination of soil mechanical composition (NY/T 1121.3-2006) (https://www.moa.
gov.cn, accessed on 18 January 2022), which was published by the Ministry of Agriculture
and Rural Affairs of the People’s Republic of China. According to formula (1), soil water
content (SoilW) was calculated based on the initial aluminum box with wet soil weight
(m1), the aluminum box with dry soil weight (m2), and the aluminum box weight (m3).

SoilW = (m1 −m2)/(m2 −m3) × 100 (1)

https://www.moa.gov.cn
https://www.moa.gov.cn
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2.3. Auxiliary Data

The auxiliary data included soil texture and the vegetation index, which were calcu-
lated based on a Sentinel-2 remote sensing image (23 September 2022), which is from the
European Space Agency (https://scihub.copernicus.eu/, accessed on 12 November 2022).
Sentinel-2’s MSI has 13 spectral bands covering the visible, near-infrared, and short-wave
near-infrared spectral bands, with wavelengths ranging from 443 to 2190 nm. The bands
(bands 1–11 (B1–B11)) of Sentinel 2 image data were preprocessed (radiometric correction
and geometric correction) in ENVI 5.3 and obtained ten vegetation indices, including the
MERIS terrestrial chlorophyll index (MTCI), modified normalized difference vegetation index
(MNDVI), modified chlorophyll absorption in reflectance index (MCARI), plant senescence
reflectance index (PSRI), red edge normalized difference vegetation index (RENDVI), sentinel
2 red edge position index (S2REP), inverted red-edge chlorophyll index (IRECI), optimized
soil regulated vegetation index (OSAVI), SAVIred, and modified simple ratio index (MSR).
The formulas for calculating the vegetation index factors are shown in Table 1.

Table 1. The formula for vegetation index based on Sentinel-2 remote sensing image.

Index Formula Reference

MTCI (B6− B5)/(B5− B4) [23]
MNDVI (B7− B4)/(B7 + B4) [23]
MCARI ((B6− B5)− 0.2× (B6− B3))× (B6/B5) [24]

PSRI (B4− B3)/B6 [25]
RENDVI (B8− B5)/(B8 + B5) [26]

S2REP 705 + 35× ((B7 + B4)/2− B5)/(B6− B5) [23]
IRECI (B7− B4)/(B5/B6) [23]
OSAVI (1 + 0.16)× (B6− B5)/(B6 + B5 + 0.16) [27]

SAVIred (B8− B5)× (1 + 0.5)/(B8 + B5− 0.5) [28]
MSR (B6/B5− 1)/

√
B6/B5 + 1 [29]

https://scihub.copernicus.eu/
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Based on the 11 original bands of the Sentinel-2 remote sensing image, for each band,
we calculated eight texture feature statistics in the Filter/ Co-current Measure analysis of
ENVI 5.3 software, including correlation (CORR) (B1–B11), contrast (CTRA) (B12–B22),
dissimilarity (DIS) (B23–B33), entropy (ENT) (B34–B44), homogeneity (HOM) (B45–B55),
mean (B56–B66), second moment (SECM) (B67–B77), and variance (VAR) (B78–B88), and
88 soil texture feature bands were obtained. To reduce the dimensions of the soil texture
feature variables, the forward PCA rotation new statistics and rotation tool was used to
perform principal component analysis (PCA) on the 88 soil texture feature bands. The
cumulative variance contribution rate of the first five principal components (PCs) to the soil
texture features was 75.52%, and PC1 contained the most soil texture feature information
(variance = 38.84%) (Figure 2a). Among the five principal components, the bands with
high loading values in PC1-PC3 were mainly concentrated in those experiencing CTRA
(B12–B21), DIS (B23–B33), ENT (B34–B42), and VAR (B78–B86) transformation. In addition,
PC2 has high band load values after mean transformation (B56–B60). The bands with high
load values in PC4 and PC5 were the bands after CORR(B3–B11) and MEAN (B60–B66)
transformation, respectively (Figure 2b).
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2.4. Estimation Methods
2.4.1. MLR

The multiple linear regression (MLR) model uses linear functions to fit the relationship
between one or more predictors and dependent variables, using the least squares method to
reduce the residuals [30]. In this study, the MLR model was used to fit the linear relationship
due to the need to explore the relationship between multiple features and soil water content,
and its mathematical model is shown in formula (2) [31].

ysm = β0 + β1x1 + β2x2 + . . . + βnxn + ε (2)

ysm is a predicted soil water content for a sample, β0 is the intercept, n is the number of
features in the sample; so, x1,x2, . . . , xn are features in the sample, β1, β2, . . . , βn are the
coefficients calculated in the model, ε is a distractor.

The linear model is very simple, easy to understand, and the learning process is very
fast. It can complete the modeling of large data sets in a very short time [32].

2.4.2. AdaBoost

Adaptive boosting (AdaBoost) was first proposed by Yoav Freund and Robert Schapire
in 1996 [33]. This study mainly uses this model to complete the regression prediction task.
The core of AdaBoost regression is to find the weight of weak learner and update the weight
of training samples. In the iterative process, the prediction error training data is given more
weight, and the weight of the training data is updated whenever a new weak learner is
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created [34]. When calculating the weight of the learner, the maximum error on the training
set and the relative error of each sample are first calculated [33],

Ek = max|yi − Gk(xi)|i = 1, 2, . . . , m, (3)

where m is the number of samples and it is the i-th sample, xi is the feature of the i−th sample,
yi is the true value of soil water content in the i-th sample, Gk is the k-th weak learner, Gk(xi)
is the predicted value of the weak learner based on the sample, Ek is the maximum error of
the k-th weak learner found in the formula. The relative error is then calculated,

eki =
(yi − Gk(xi))

2

E2
k

, (4)

the error rate of the weak evaluator is calculated by relative error,

ek = ∑m
i=1 wkieki, (5)

where wki is the weight distribution of the current training data.
According to the error rate to calculate its weight, the small error rate of the learner

has a better prediction effect, so it has a higher weight,

ak =
ek

1− ek
, (6)

the final strong learner is the sum of all weak learners multiplied by the corresponding weights:

fAda(x) = ∑K
k=1 (ln

1
ak
)G(x) (7)

In the formula (7), K is the total number of weak learners, that is, the hyperparameter
n_estimators, G(x) is the median of all akGk(x), k = 1, 2, . . . , K, and fAda(x) is the final
strong learner. It can be seen that it is a kind of boosting algorithm, which makes good
use of all weak learners. However, AdaBoost model is sensitive to outlier data, and outlier
data may obtain higher weights in the modeling process, which affects the final prediction
performance [35–37]. The hyperparameter information of AdaBoost model and the final
hyperparameters we use are shown in Table 2.

Table 2. Information about main parameters of AdaBoost model.

Hyperparameters Type Default Value Range Explanation Final Hyperparameters

n_estimators int 50 [10, 500] number of trees 58
learning_rate float 1.0 [0.01, 3] learning speed in the iterative process 0.973

loss string “linear” [“linear”, “square”,
“exponential”] type of loss function “linear”

2.4.3. RF

The RF model is a machine learning algorithm first proposed by Leo Breiman and
Adele Cutler [38]. It uses the decision tree as a weak learner, randomly samples the training
data, establishes multiple different decision trees. In order to improve the generalization
performance of the model, each decision tree is as different as possible. Therefore, the
RF model trains different training sets by random sampling with playback. About two-
thirds of the samples are randomly selected (in-bag data) for training models, and the
rest is used for testing [39,40]. Then, the model randomly selects a part of the sample
that features as the node splitting attribute of the decision tree, repeats the above steps,
establishes many decision trees, and forms a forest. According to the bagging idea, we
take the classification results with the most decision trees to complete the classification
task and calculate the average of all learner results to complete the regression task [38,41].
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Compared with other machine learning models, RF can calculate the importance of features
by the error contribution of features to the model [42], which makes it easier to explain the
model. Because of the characteristics of the RF bagging method, it can be used conveniently
without dividing training and test data, so it has been widely used in various fields. The
detailed hyperparameters of the RF model are shown in Table 3.

Table 3. Information about main parameters of RF model.

Hyperparameters Type Default Value Range Explanation Final Hyperparameters

n_estimators int 100 [10, 500] number of trees 94

max_depth int 1.0 [1, 10] the maximum depth
of each tree 6

min_impurity_decrease float 0 [0, 5] minimum impurity
of node partition 0.8

min_samples_split int 2 [1, 15]
the minimum number of

samples required for
internal node re-division

2

max_features
int,

float,
string

1.0 [“log2”, “sqrt”, 2, 4, 16,
32, None]

the number of features to
consider when finding the

best segmentation
2

criterion string “squared_error” [“mae”, “mse”,
“squared_error”] node division standard “squared_error”

2.4.4. GBDT

The gradient boosting decision tree (GBDT) is an ensemble learning model based on
the boosting idea; it applies the CART regression tree as a weak learner, which uses the
gradient descent algorithm to continuously fit the loss function by constructing multiple
weak learners to obtain the optimal model. Different from RF, a strong dependence exists
between the individual learners in GBDT. GBDT first initializes the weak learner [43],

f0(x) = arc min
c ∑m

i=1 L(yi, c), (8)

where L(yi, c) is the loss function, c is a constant, and the sum of the difference between the
constant and the true value of the data set is the smallest.

Then, each weak learner adjusts the training samples according to the performance
of the previous weak learner; that is, the residual caused by training the previous weak
learner [44–46],

rki = yi − fk−1(xi), i = 1, 2 . . . m, (9)

where fk−1 is the k-th weak learner. Then, fitting residual rki, create a new weak learner
Tk(x), and update the learner,

fk(x) = fk−1(x) + Tk(x) (10)

Repeat until the number of weak learners reaches the previously set hyperparameter
n_estimators. Finally, the prediction results of all weak learners are weighted and summed
to form a strong learner and output the prediction results,

fGBDT(x) = f0(x) + ∑K
k=1 Tk(x), (11)

where fGBDT(x) is the strongest learner that is finally obtained. The GBDT model involves
many hyperparameters. The hyperparameter details and the final hyperparameters are
shown in Table 4.
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Table 4. Information about main parameters of GBDT model.

Hyperparameters Type Default Value Range Explanation Final Hyperparameters

criterion string friedman_mse [“friedman_mse”,
“squared_error”]

specify the evaluation criteria
for partitioning subtrees. “squared_error”

loss string squared_error
[“squared_error”,
”absolute_error”,

“huber”, “quantile”]
specify the loss function type “squared_error”

n_estimators int 100 [10, 500] specifies the number of
iterations, the number of trees 97

learning_rate float 0.1 [0.01, 3] specify the learning speed
of the model 0.5

subsample float 1.0 [0.3, 1]
specify the proportion
of subsampling in the

modeling process
0.66

max_depth int 3 [1, 20] specify the maximum depth
of each tree 2

max_features
int,

float,
string

None [“log2”, “sqrt”, 2, 4,
16, 32, None]

limit the number of features
considered when branching

the tree
4

min_impurity_decrease float 0 [0, 5]
limit the amount of

information gain when
splitting nodes

0.15

2.4.5. TPE Optimization Algorithm

At present, the common parameter adjustment methods include Bayesian optimiza-
tion, grid search, random search, artificial search, etc. However, some optimization al-
gorithms are time-consuming and do not obtain ideal results. One of the best current
parameter optimization methods, the tree structure Parzen estimator method (TPE) algo-
rithm, was used in this study. The TPE optimization algorithm is an algorithm that uses the
Gaussian mixture model to learn the hyperparameters model. Compared with many other
optimization algorithms, the TPE optimization algorithm can often more efficiently achieve
better results. Therefore, it is widely used in the field of machine learning parameter
tuning and is one of the best hyperparameter optimization algorithms. Compared with
the grid and random searches, the TPE algorithm has strong global exploration ability,
does not easily fall into the local optimum, and considerably increases the optimization
efficiency [47].

TPE algorithm defines two probability density functions [48]:

p(x|y) =
{

l(x) i f y < z
g(x) i f y ≥ z

, (12)

where z is the value at quantile r in the y-set, and the value of r was 0.15 in the original TPE
study [49].

r = p(y < z) (13)

The evaluation criterion selected by the TPE optimization algorithm is expected
improvement (EI), which is the expectation that f (x) is less than a certain threshold z, and
its calculation formula is:

EIy*(x) =
ry*l(x)− l(x)

∫ y*

−∞ p(y)dy
rl(x)− (1− r)g(x)

∝
(

r +
g(x)
l(x)

(1− r)
)−1

, (14)

Formula (14) shows that EI has an inverse relationship with g(x) and a positive relationship
with l(x). To maximize the EI in the iterative process, the probability of l(x) is increased and
the probability of g(x) is decreased, so g(x)

l(x) is used to select the most appropriate x value.

In each iteration, the algorithm returns x* with the maximum EI value, and the returned
x* participates in the next iteration, which is repeated to find the best hyperparameter
combination for the model [19].
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2.5. Validation Methods

In this study, the data set was randomly divided: 75% into the training set and 25% into
test set. The input features of the model in this study were 10 vegetation indices and 5 soil
textures, and the prediction target was soil water content. Then, the model was optimized
with the TPE optimization algorithm, and soil water content was predicted according to
the test set after training. To evaluate the soil water content predictive performance of the
model, the coefficient of determination (R2) and the root mean square error (RMSE) were
used as the criteria, which are calculated as follows [50,51]:

R2 =

[
∑m

i=1(yi − yi)(ŷi − ŷi)
]2

∑m
i=1 (yi − yi)

2∑m
i=1 (ŷi − ŷi)

2 , (15)

RMSE =

√
1
m∑m

i=1(ŷi − yi)
2, (16)

where ŷi is the predicted value of the model; yi and ŷi are the average of the true value and
predicted value, respectively.

To make the model used in our study more intuitive, the Shapley additive explanation
(SHAP) package was imported in the Python development environment to explain the
contribution of features to the fitting of farmland soil water content during the model
prediction process and to visualize the influence of different features. SHAP was proposed
by Lundberg and Lee [52]; it uses the Shapley value in game theory to explain the fitting
process of the machine learning model. By calculating the Shapley value of each feature,
the impact of the feature on the predicted value is measured [47] and visualized so that
the impact of each feature on the target can be intuitively observed. SHAP can be used
for global or local interpretation. We mainly used it for global interpretation to study the
dominant factors affecting the soil water content in the Yellow River Delta.

3. Results
3.1. Statistical Analysis

Figure 3a shows the coefficient of variation (CV) of the soil water content and environ-
mental factors, which were high, with moderate variability (MV) (15% < CV < 35%) and
high variability (HV) (CV > 35%) [53]. The CV of the soil water content exceeded 50% and
showed high spatial variability. Factors similarly affecting soil water content variability
included IRECI, PC1, PC4, and PC5, all of which had a CV of around 50%. Among the
15 environmental factors used in the study, PC3 was the only low variability (LV) factor
(CV = 14.9%). MNDVI, MACRI, PSRI, RENDVI, S2REP, OSAVI, MSR, and PC2 had similar
spatial variability, with moderate variability. The CV of MTCI, IRECI, SAVIred, PC1, PC4,
and PC5 exceeded 35%, showing high spatial variability, of which SAVIred variability was
particularly prominent (CV > 160%).

The numerical distribution of the soil water content and environmental factors after
normalization is shown in Figure 3b, including the distribution trend and normal distribution
curve of each feature factor. The values of MTCI, SAVIred, and PC3 were concentrated below
0.2, which may have been influenced by some extreme values, resulting in a lower overall
normal distribution curve. In particular, SAVIred is the surface soil information calculated
by remote sensing image bands. Because the sampling time was autumn, the crops on the
surface had not been harvested, so little bare soil information was extracted, which may also
have led to a higher CV. The other environmental factors showed a normal distribution that
was close to the standard. The environmental factors that had curves similar in shape to the
normal distribution curve of the soil water content values were MSR, PC2, and PC5. The
overall data in PC3 were large, concentrated in the value range above 0.6.
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3.2. Prediction of Soil Water Content using TPE Machine Learning Models

According to the performance of the four models on the test set, the results in Table 5
were calculated. In Table 5, the explanatory ability (R2) of the four models for the spatial
variability of soil water content exceed 0.4. Compared with the other three models, the
TPE-GBDT model was the most accurate (RMSE = 6.02% and R2 = 0.71) for the prediction
of soil water content. This showed that the TPE-GBDT model has a strong ability to fit
the nonlinear relationship between soil water content and environmental factors. The
prediction accuracy of TPE-RF was second only to that of TPE-GBDT (RMSE = 6.94% and
R2 = 0.50); in addition, the predictive accuracy of the MLR was the lowest (RMSE = 7.92%
and R2 = 0.44). Figure 4 shows a scatterplot of the four prediction models regarding the
predictions and real soil water content. Figure 4 shows that the distribution of the MLR
model is relatively scattered, and the model prediction ability is weaker than that of the
other models. The distribution of some test points in the TPE-AdaBoost model is more
discrete than that of the training set, and outliers are present.

Table 5. The prediction results (validation set) of the machine learning model for the soil water content.

Model RMSE (%) R2

MLR 7.92 0.44
GBDT 6.02 0.71

RF 6.94 0.50
AdaBoost 7.08 0.45

The scatter distribution of the TPE-GBDT model is more compact and evenly dis-
tributed near the 1:1 diagonal (Figure 4). By analyzing the scatterplots of the four models,
we found that the relationship between soil water content and environmental factors, as
captured by the GBDT model, was more comprehensive and accurate than that of other
models. To explore the hyperparameter optimization process of the TPE algorithm, each
iteration result in TPE optimization was saved to reproduce the algorithm flow. In Figure 5,
the hyperparameter samples selected by TPE are basically distributed in the most densely
sampled areas (i.e., subsample (0.66–0.72), n_estimators (95–100), etc.), and the possibility
of a low RMSE is high in the densely sampled areas, which verifies the principle of the TPE
algorithm. TPE always selected the next sampling point based on the previously sampled
sample to approximate the optimal parameter. Therefore, in Figure 5, some regional sam-
pling points are sparse (i.e., subsample (0.75–0.84), and n_estimators (80–85), learning_rate
(0.4–0.45), etc.), and some regional sampling points are dense. After multiple iterations, the
optimal hyperparameters searched by the TPE must exist in the region with the densest
sampling points or near the region.
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3.3. Spatial Mapping of Soil Water Content Using TPE Machine Learning Models

The spatial distribution of the soil water content predicted by the models is shown
in Figure 6. The ranges of the soil water content of MLR, TPE-RF, TPE-AdaBoost, and
TPE-GBDT were 0.25–126.15%, 14–28.46%, 9.07–26.99%, and 3.20–39.83%, respectively.
Compared with the true range of soil water content (4.47–38.37%), the mapping range of
TPE-GBDT was closest. Although the prediction ranges of TPE-RF and TPE-AdaBoost
were also within the range of the training data, the predictions of the minimum and
maximum values were not accurate, being far less than those of the GBDT model. As
for MLR, the prediction accuracy was poor due to the limitations of the algorithm, and
the reference value of its mapping results was low. The map of TPE-GBDT (Figure 6a)
shows an appropriate trend in the transition from high to low soil water content, and no
abnormal situation arose due to a cliff-like decline in soil water content. Additionally,
the spatial change was relatively smooth and natural, which is in line with the natural
variation in farmland soil water content in the study area. However, the color change in
the TPE-RF and TPE-AdaBoost mapping results was too abrupt, and the sense of boundary
was strong, showing that the methods did not capture the trend in the transition of soil
water content. Based on the spatial distribution of soil water content produced by the
TPE-GBDT model, the soil water content in the study area from light blue to red represents
a gradual increasing trend. The soil water content of the farmland in the southwest of the
study area was low, and the areas with high soil water content appeared in the form of
scattered spots along the Yellow River. The northeastern part of the study area is close to
the estuary of Yellow River, where the number of tributaries increases, so the soil water
content substantially increases as well.



Agriculture 2023, 13, 1088 12 of 19Agriculture 2023, 13, x FOR PEER REVIEW 13 of 21 
 

 

 
Figure 5. TPE optimization process of GBDT model hyperparameters (including (a) subsample, (b) 
learning_rate, (c) max_depth, (d) max_feature, (e) min_impurity_decrease, (f) n_estimators). The 
horizontal axis is the sampling value of the hyperparameter, and the vertical axis is the RMSE ob-
tained by the hyperparameter. The points marked in red are the optimal hyperparameters obtained 
after multiple iterations. 

3.3. Spatial Mapping of Soil Water Content Using TPE Machine Learning Models 
The spatial distribution of the soil water content predicted by the models is shown in 

Figure 6. The ranges of the soil water content of MLR, TPE-RF, TPE-AdaBoost, and TPE-
GBDT were 0.25–126.15%, 14–28.46%, 9.07–26.99%, and 3.20–39.83%, respectively. Com-
pared with the true range of soil water content (4.47–38.37%), the mapping range of TPE-
GBDT was closest. Although the prediction ranges of TPE-RF and TPE-AdaBoost were 
also within the range of the training data, the predictions of the minimum and maximum 
values were not accurate, being far less than those of the GBDT model. As for MLR, the 
prediction accuracy was poor due to the limitations of the algorithm, and the reference 
value of its mapping results was low. The map of TPE-GBDT (Figure 6a) shows an appro-
priate trend in the transition from high to low soil water content, and no abnormal situa-
tion arose due to a cliff-like decline in soil water content. Additionally, the spatial change 
was relatively smooth and natural, which is in line with the natural variation in farmland 
soil water content in the study area. However, the color change in the TPE-RF and TPE-
AdaBoost mapping results was too abrupt, and the sense of boundary was strong, show-
ing that the methods did not capture the trend in the transition of soil water content. Based 
on the spatial distribution of soil water content produced by the TPE-GBDT model, the 
soil water content in the study area from light blue to red represents a gradual increasing 
trend. The soil water content of the farmland in the southwest of the study area was low, 
and the areas with high soil water content appeared in the form of scattered spots along 
the Yellow River. The northeastern part of the study area is close to the estuary of Yellow 
River, where the number of tributaries increases, so the soil water content substantially 
increases as well. 

Figure 5. TPE optimization process of GBDT model hyperparameters (including (a) subsample,
(b) learning_rate, (c) max_depth, (d) max_feature, (e) min_impurity_decrease, (f) n_estimators).
The horizontal axis is the sampling value of the hyperparameter, and the vertical axis is the RMSE
obtained by the hyperparameter. The points marked in red are the optimal hyperparameters obtained
after multiple iterations.

3.4. Importance of Environmental Factors Using SHAP Analysis

As shown in Figure 7a, the five environmental factors that contributed the most to soil
water content prediction were PC2 (1.7), PC5 (1.3), S2REP (1.2), PC4 (1.12), and MNDVI
(0.89). The red points of PC2, which had the highest contribution, are all distributed on
the positive side of the SHAP value, and the blue-purple points are mostly distributed on
the negative side, indicating that PC2 was positively correlated with soil water content
(Figure 7b). Similarly, PC4 and MNDVI also showed a positive correlation with soil water
content. Regarding the environmental factors (i.e., PC5, OSAVI, IRECI, RENDVI, PSRI,
etc.), as the eigenvalue increases, the target value decreases, indicating that these features
negatively impact soil water content. In particular, although the SHAP value of the S2REP
factor is higher, both the high and low eigenvalues appear on the negative influence side of
the SHAP value; whether it is positive or negative is unclear. Mutual influences exist among
the various factors. In some samples, the effect of other factors on soil water content may be
stronger than that of S2REP, so the correlation of S2REP is not sufficiently clear. However,
the remote sensing images were obtained in autumn. Decreases in the chlorophyll contents
of plants lead to the lack of effective information in the S2REP factor, which produced the
ambiguity regarding positive and negative effects on soil water content.
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4. Discussion
4.1. Advantage of Fitting Mechanism of TPE-GBDT Model

The TPE-GBDT model demonstrated an absolute advantage among the considered
models in both R2 and RMSE. The key reason for this is that the GBDT model was optimized
with the independent variable–dependent variable fitting mechanism. The prediction effect
of a single weak learner may not be ideal, so the GBDT model establishes multiple trees,
and each tree in the model is in a series. Each time a new tree is constructed, the new tree fits
the negative gradient value of the loss function [45,54] and continuously iterates, thereby
continuously reducing the loss value. It simplifies the process of solving the objective
function and increases the fitting accuracy of the model to the real data [44]. Different from
the RF model, which is based on the bagging algorithm, all learners of the GBDT model
are in series [55] and are weighted to integrate all learners. Considering the results of all
learners, its prediction performance is better than that of the RF model. Compared with the
AdaBoost model, which is also a boosting algorithm, the GBDT model uses gradient descent
as the basis for optimizing the model rather than the weight of incorrectly divided samples,
so is not easily affected by outliers [56]. A similar study has also shown that the AdaBoost
model may be influenced by abnormal samples during training, which leads to a poor final
prediction ability [35]. In other words, the GBDT model produces a stronger generalization
performance, as demonstrated by obtaining the lowest RMSE and the highest R2 in the
prediction of soil water content.

As an advanced automatic machine learning algorithm, the GBDT model can accu-
rately learn the relationship between features and soil water content with less training data,
and it overcomes the limitations of statistical linear fitting, so it can more easily manage
multicollinearity and tasks with missing values [57]. For example, Liu et al. [58] used
a GBDT model to predict the distribution of air pollution in the streets of Wuhan and
found that pollutants are not easily diffused when the building reaches a certain height.
Zhang et al. [44] also found that the GBDT model can be used for almost all regression
problems. Whether linear or nonlinear regression, it can often provide accurate predictions.
In addition, the TPE optimization algorithm can maximize the mechanism advantages of
the independent variable–dependent variable fitting of the GBDT model. It is similar to the
manual parameter adjustment, which analyzes the previous soil water content sample point
and determines the selection of the next sample point. In the process of TPE optimizing
the GBDT model, the loss function gets smaller and smaller, and the hyperparameters of
the model must exist in the most dense direction of the sampling points [59]. The TPE
algorithm can quickly capture the most suitable hyperparameters for the GBDT model in
the space of millions of parameter combinations, which ensures efficiency and reduces
the loss function. Finally, the prediction performance of the GBDT model optimized by
TPE provides substantial improvements compared with previous models in the spatial
prediction of soil water content.

4.2. Effect of Environmental Factors in Driving Soil Water Content

Soil texture and vegetation were found to be important factors driving the soil water
content in the study area. PC2, PC5, and PC4 played an important role in the spatial prediction
of soil water content. PC2, PC5, and PC4 represented the soil texture information after DIS,
CORR, and MEAN transformation, respectively, indicating that soil texture strongly influences
soil water content [60]. The hydrophysical properties of soil (i.e., texture, structure, and particle
size distribution) are essentially determined by soil formation processes [61], water retention,
and water holding capacity [62]. In other words, in a certain area, the average soil moisture is
determined by soil formation conditions and the environment, which can lead to a balance in
the supply and use of soil moisture [63]. Zhu et al. [64] also found a clear correlation between
soil water content and the soil’s dielectric properties.

Vegetation indexes such as NDVI directly impact soil moisture through vegetation
coverage, root function, and transpiration. First, vegetation cover can reduce the solar
radiation reaching the soil surface and reduce the evaporation of soil moisture [65,66].
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Additionally, vegetation can intercept rainwater, reduce the speed of surface water flow,
allow more water to penetrate the soil, and increase the soil water content [67]. Moreover,
the soil moisture in the whole profile is strongly affected by long-term changes in the
leaf area index (LAI), whereas the surface soil moisture is only affected by the short-term
change in the LAI. Therefore, the effect of seasonal variation of the LAI on soil moisture
dynamics in the whole profile may be stronger, because the soil moisture dynamics in the
whole profile have a long memory [68].

Second, Liu and Shao et al. found that plant roots function in soil and water con-
servation, where the larger the leaf area index of the plant, the more conducive to the
production of litter [69]. An increase in litter can improve the soil’s properties, such as
increasing soil organic matter [70], which increases soil water holding capacity [71]. The
roots of vegetation can also change the structural characteristics of the surrounding soil.
An increase in porosity near the root encourages the stem to grow deeper and beyond the
rooting zone [67]. Third, plants can change the surface soil water content and evaporation
through transpiration and more effectively produce indirect feedback [72]. For example,
in the case of complete vegetation coverage, approximately 64% of precipitation enters
the ecosystem through evaporation, whereas on the bare soil, only approximately 36%
of the precipitation evaporates [73]. Vegetation restoration also affects the soil moisture
content and the formation of soil heterogeneity [74,75]. Moreover, topographic factors such
as altitude and slope substantially affect the spatial variability in soil water content [76–78].
However, the altitude of our study area is close to sea level and the terrain is flat; these
have little effect on the soil water content of the farmland.

4.3. Limitations and Implications

In this study, TPE-GBDT showed strong performance and good mapping results in
spatial prediction of soil water content. However, there are still some limitations and
implications for future research. Firstly, the increase of temperature usually significantly
reduces the soil water content in farmland [79,80]. For example, the increase of temperature
will affect the amount of snowfall and other factors [81], and rising temperatures drive
surface evaporation and reduce soil water content [82]. Secondly, wind speed, solar
radiation, and other conditions are important factors affecting the dynamic changes of soil
water content [83,84]. Some studies found that the soil water content was different due to
the various incident angles of the sun affected by the slope direction [85]. Inversely, some
studies also found that the response of surface soil water to temperature is low under warm
climate conditions, but it is affected by local factors such as land cover and soil type [80].
Moreover, at a smaller spatial scale, the variability of soil water content is mainly controlled
by conditions such as topography and soil texture [86,87], while climate variables have a
significant effect on soil water content in a large spatial scale and over a long period of
time [88]. Thirdly, the surface soil is more affected by large-scale precipitation, irrigation,
and surface runoff in comparison with the deep soil [89–91]. Some scholars have carried
out studies on multi-layer soil water content, and found that 6-h cumulative rainfall is
important in predicting surface soil water content, while 24-h cumulative rainfall is more
important in predicting deep soil water content [92]. In addition, the relationship between
surface and deep soil moisture depends on the kind of transition between soil horizons [8].

The TPE-GBDT model has great potential in the spatial prediction of soil water content.
However, it is mainly suitable for stable climatic conditions in the short term. In future
studies, the space-time generalization of the TPE-GBDT model on the prediction of long-
term soil water content with different depths needs to be widely considered. In these
scenarios, climate and soil depth conditions should be added into the training of the
TPE-optimized machine learning models. When it comes to rainy and snowy seasons,
considering the influence of climatic factors can theoretically improve the accuracy of
models predicting soil water content. Similarly, due to the characteristics of the soil and
the influence of long-term cumulative rainfall, studies also need to pay attention to the
grading prediction of water content with various soil depths. Therefore, based on the
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TPE-optimized machine learning models in the study, it is essential to develop a model
framework of time and soil depth fusion for the improvement of performance of models
predicting soil water content, which may obtain more interesting results.

5. Conclusions

In this study, we developed a machine learning model based on the TPE hyperparam-
eter optimization algorithm, which we combined with soil texture features and vegetation
indices, to predict spatial soil water content distribution in the Yellow River Delta. Based
on the prediction results produced by the TPE-GBDT model, we found that the model
accurately fitted the nonlinear relationship between soil water content and environmental
factors (R2 = 0.71 and RMSE = 6.02%). The TPE optimization algorithm can quickly capture
the optimal hyperparameters of the GBDT model, reduce the loss function, and ensure
prediction accuracy. The results of the spatial mapping of soil water content showed that
the GBDT model is highly reliable. The areas with high soil water content were mainly
distributed along the banks of the Yellow River and near the estuary. Furthermore, the
results of SHAP analysis showed that soil texture and vegetation (vegetation coverage, root
function, and transpiration) are important forces driving the migration and transformation
of farmland soil water content in the study area. Because soil water content is affected
by seasonal climate, a hyperparameter optimization machine learning model with time
attributes should be developed in the future, and environmental factors with a finer time
resolution should be incorporated to predict soil water content in both time and space.
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