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Abstract: This study proposes an improved algorithm based on the You Only Look Once v7 (YOLOV?)
to address the low accuracy of apple fruit target recognition caused by high fruit density, occlusion,
and overlapping issues. Firstly, we proposed a preprocessing algorithm for the split image with
overlapping to improve the robotic intelligent picking recognition accuracy. Then, we divided the
training, validation, and test sets. Secondly, the MobileOne module was introduced into the backbone
network of YOLOV? to achieve parametric fusion and reduce network computation. Afterward, we
improved the SPPCSPS module and changed the serial channel to the parallel channel to enhance the
speed of image feature fusion. We added an auxiliary detection head to the head structure. Finally,
we conducted fruit target recognition based on model validation and tests. The results showed that
the accuracy of the improved YOLOV? algorithm increased by 6.9%. The recall rate increased by 10%,
the mAP1 algorithm increased by 5%, and the mAP2 algorithm increased by 3.8%. The accuracy of
the improved YOLOvV? algorithm was 3.5%, 14%, 9.1%, and 6.5% higher than that of other control
YOLO algorithms, verifying that the improved YOLOv? algorithm could significantly improve the
fruit target recognition in high-density fruits.

Keywords: deep learning; apple; object detection; data augmentation

1. Introduction

China is the world’s largest apple producer. The country’s planting area reached
2,088,080 ha in 2021, and the output reached 45,973,400 t, accounting for more than 50% of
the world’s apple output. However, the lack of labor force in Chinese orchards, high labor
intensity, and low efficiency in apple picking are increasingly prominent. The research
momentum of intelligent fruit-picking technology has significantly increased with the
recent development of emerging technologies such as machine vision, robotics, and artificial
intelligence [1-7]. The fruit growth density of apple orchards is high because low anvil-
dense planting is an unstructured scene [8]. Many overlapping occlusions, leaf occlusions,
branch occlusions, and other problems are remarked, resulting in the difficulty of detection,
recognition, and low precision of fruit target identification problems.

Given the above problems, scholars specializing in fruit recognition and detection have
conducted significant research and proposed many new algorithms. In terms of traditional
digital image processing, Bulanon et al. [9] performed threshold segmentation processing to
enhance the color difference of the apple image’s red channel and extract the apple fruit tar-
get. The processing recognition rate reached 88.0%, but its recognition rate in the backlight
environment was only 18.0%. Gongal et al. [10] converted the captured red, green, and blue
(RGB) images into HIS images and conducted histogram equalization processing. Then, the
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processed images were converted into RGB images and achieved threshold segmentation
(OTSU). Finally, Hough transforms, and Blob analysis were used for the recognition of
apple targets. Based on the R-G color features of apple fruit, Lv et al. [11] used OTSU
for image segmentation and determined the center of the apple target through the center
principle. The experimental results showed that the OTSU recognition time was reduced by
36%. Mai et al. [12] extracted apple fruit shapes based on Log-Hough transform for apple
recognition. The experimental results show that the average recognition rate of the method
can reach 91.6% in the case of fruit occlusion, overlap and color variation. Si et al. [13]
proposed a normalized red-green difference (r — g)/(R + G) apple segmentation method,
using the random ring method to conduct template matching and complete the recognition
and positioning of the apple fruit. The experiment showed that the recognition rate of this
method reached 92%, and the measurement error was less than 2 cm. However, traditional
digital image processing methods have low accuracy and are susceptible to environmental
noise, resulting in poor recognition performance and inaccurate object edges.

Recently, deep learning techniques have been widely used for fruit recognition. The
most prominent of these is the You Only Look Once (YOLO) algorithm. Many scholars
have used the YOLO algorithm for fruit object detection and have achieved notable results.
In addition, many scholars have applied the YOLO algorithm to evaluate fruit yields
and study plant traits [14-17]. Praveen et al. [18] integrated the adaptive pooling scheme
and the attribute augmentation model into the yolov5 architecture and introduced a loss
function to obtain an accurate bounding box, thereby maximizing detection accuracy. This
model detects smaller objects and improves the feature quality to detect apples in complex
backgrounds. The overall accuracy was 0.97, 0.99, and 0.98 in terms of precision, recall,
and Fl-score, respectively. Altaheri et al. [19] used deep learning image processing to
improve AlexNet and VGG16 networks and used the convolutional layer to extract image
features. The recognition accuracy of this method for unshielded jujube fruit was more
than 90%. Ji et al. [20] proposed an improved YOLOX algorithm for apple fruit target
detection. Yolox-Tiny network introduced the attention mechanism of the lightweight
model Shufflenetv2 and a convolutional block attention module (CBAM) and added the
adaptive spatial feature fusion module into the Path Aggregation Network (PANet). The
experimental results showed that this network model’s average accuracy, precision, recall
rate, and F1 are 96.76%, 95.62%, 93.75%, and 0.95, respectively. Zhao et al. [21] realized
target recognition of apple fruit in a complex environment based on the improved YOLOv3
by combining the residual module in the original trunk network with CSPNet and adding
the SPP module to the neck structure to achieve integration of global and local features.
Finally, Focal Loss and CloU Loss were used to optimizing the model, and the experiment
showed that the MAP value of the algorithm reached 96.3%. Yang et al. [22] used the
improved CenterNet network to identify multi-apple targets in dense scenes quickly. The
experimental results show that the average accuracy of this method is 98.9%, and the F1
value is 96.39%. However, the training time of the AlexNet and VGG16 network models
is long, and they are not easy to deploy. The CenterNet network structure is prone to
misjudging the center point for two objects in the same category that is close to each
other. The YOLO model has the advantage of high accuracy, a short recognition time and
easy deployment. However, it performs poorly on tasks involving object occlusion, object
overlap, and small objects in unstructured apple orchard environments. It is thus necessary
to modify the original model framework to achieve the accurate recognition of fruit targets.

In summary, the digital image processing method is simple but less robust in un-
structured apple orchard environments. Its recognition accuracy is easily perturbed by
factors such as illumination, background color, overlapping fruit, branches, and leaves,
and its field test results are poor. Deep learning methods can extract the high-dimensional
features of fruits to resist illumination, overlap, and occlusion effects [23,24], are robust in
detecting apple targets and have high recognition accuracy. The YOLO algorithm has the
advantages of easy deployment, easy training, and high recognition efficiency to meet the
requirements of the real-time detection of apple targets in an unstructured orchard envi-
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ronment [25-31]. To address the problems of low accuracy in apple fruit target recognition
caused by high fruit density, occlusion, and overlapping, this study proposes an improved
detection method for apple fruit targets based on the YOLOvV7 model. MobileOne module
is introduced to enhance the hyper-parametric fusion of the recognition network model
and reduce the computation of the network model.

Moreover, the SPPFCSPC module is introduced to improve the fusion speed of image
features. The module also improves the robustness of the recognition model in the natu-
ral environment, growth conditions, and other settings. Finally, the SPPFCSPC module
improves the recognition accuracy of the entire model for complex apple targets.

2. Image Data Collection and Preprocessing
2.1. Apple Image Data Collection

In this study, the Honor 30S mobile phone was used for image acquisition. The focal
length is 17-80 mm, the aperture value is {/1.8, and the maximum image resolution is
3456 x 4608 pixels. This paper collected the image data of 2-year-old red Fuji apples
from the Fruit Science Demonstration Base of Shandong Academy of Agricultural Sciences
(117°13'6.24972" E, 36°28/36.05484" N). Moreover, RGB images were collected at the apple
orchard of Lanting New Village, Langao Town, Longkou City, Yantai City (120°35'56.48" E,
37°37'31.30" N). The mobile phone adopted multi-angle and multi-distance shooting,
and its distance from the apple fruit is 0.5 to 1.5 m when capturing the image. Various
images with uneven illumination, backlight, mutual occlusion of fruits, and occlusion of
leaves and branches were collected and saved in JPG format with an image resolution of
3456 x 4608 pixels, as shown in Figure 1. From these images, 474 image samples were
finally obtained.

Figure 1. Orchard image: (a) Uneven illumination, (b) Backlight, and (c) Smooth light.

2.2. Dataset Production

The YOLO algorithm adjusted the input image to a 1:1 image and compressed it. In
the compression process, detailed information that consisted of a small proportion of pixels
in the original image would be lost [32,33]. Therefore, we used the image segmentation
method to adjust the image size and divide the original image into several sub-images
with the same resolution to reduce the loss of semantic information caused by image
compression. The size of the input image was set to 640 x 640 pixels. After testing, if
the image was divided into 640 x 640 pixels, some images would not be able to fully
display the detection target, which would affect the training effect of the recognition
model. Therefore, this study divided the collected image into several sub-images with a
resolution of 1280 x 1280 pixels. To avoid incomplete targets caused by image splitting,
this study proposes an overlapping image segmentation method. Firstly, the threshold
of 280 x 280 pixels was determined by measuring the pixel size of a single apple in the
collected image. Secondly, the image was segmented into sub-images of 1280 x 1280 pixels
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by forward or upward filling. Finally, the original image was divided into 20 sub-images so
that each target in the original image could be marked. The results are shown in Figure 2.
After manually screening the split images, 1245 images were finally selected as the original
images for training.

Figure 2. Apple image data enhancement: (a) Original images and (b) Diagram showing the effect of
the overlapping image segmentation method.

Labellmg software, the open-source data labeling tool created by Tzutalin with the
help of dozens of contributors, was used to annotate the original image, and the change
save format was set to PASCAL VOC mode to generate an XML annotation file. This
annotation information included the image file name, image size, pixel coordinates of the
upper left corner, and pixel coordinates of the lower right corner. The annotated images
must be randomly divided into three categories: training, validation, and test set to verify
the performance of the training model in a ratio of 8:1:1.

2.3. Apple Image Data Amplification

PyTorch and OpenCV were used to conduct image enhancement processing on train-
ing, validation, and test sets to realize the expansion of the dataset, reduce network overfit-
ting, and improve the generalization ability of the recognition model. Image enhancement
methods included multi-angle rotation (45°, 90°, 180°), mirror image (horizontal, vertical,
and diagonal), gray equalization, brightness (brightness value increased by 50%; brightness
value decreased by 50%), and reverse color [34,35]. The image data enhancement effect
is shown in Figure 3. Finally, the number of training, validation, and test set samples
was 9950, 1250, and 1250, respectively. The platform for image preprocessing included a
notebook computer equipped with a CPU of Intel Core i7-7500U (2.70 GHz), 8 GB of RAM,
and an NVIDIA GTX 940MX 4 GB GPU, running on a Windows 10 64-bit system. Software
tools included CUDA 11.3, PyTorch 1.10.0, PyCharm Community Edition 2020.2.1, Python
3.8, and OpenCV 4.5.3.
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Figure 3. Apple image data enhancement: (a) Original images, (b) 45-degree rotation, (c) 90-degree
rotation, (d) 180-degree rotation, (e) Horizontal mirror, (f) Vertical mirror, (g) Diagonal mirror,
(h) Gray equalization, (i) Brightness value increased by 50%, (j) Brightness value decreased by 50%,
and (k) Reverse color.

The XML annotation file was converted into the TXT file required for YOLO training.
The annotation information included the category code and the relative horizontal center
coordinate x_center. This relative vertical center coordinates y_center, the relative width
w of the annotation box, and the relative height h of the annotation box. Each line of
annotation information in this file type represents an annotation box.

3. Design and Training of the Identification Model

In this section, the design and training of the recognition model are described. The
MobileOne-YOLOV7 network is presented in Section 3.1. The MobileOne network is
described in Section 3.2. The SPPFCSPC module is presented in Section 3.3. Then, the
addition of an auxiliary detection head is described in Section 3.4. In Section 3.5, the multi-
scale training method is described, and the optimization of the loss function is presented in
Section 3.6. Finally, the training platform and data analysis are described in Section 3.7.

3.1. MobileOne-YOLOv7 Network

YOLO is an object detection and classification algorithm that can quickly and accu-
rately locate and identify multiple objects in a single image. The basic concept of the YOLO
algorithm is to divide the entire image into grids, with each grid responsible for detecting
one object in the image. An object may fall within multiple grids, and each grid predicts
the object’s category and position through a convolutional neural network. The YOLO
algorithm integrates the classification and detection tasks and unifies them through the
probabilities of classification and the confidence of the bounding boxes to calculate the
final probability of the object. Compared to traditional algorithms, the YOLO algorithm
has many advantages compared to other algorithms. Because it uses a fully convolutional
neural network, it has fewer network parameters and a shorter training time. Furthermore,
the network framework of the YOLO algorithm is simple and easy to understand and
implement, and it can adapt to different types of image detection tasks. At the same
time, the YOLO algorithm can independently detect different scales and types of objects,
achieving good detection accuracy, and the accuracy of the object bounding box’s position
and size is no worse than that of traditional methods. The COCO128 dataset was used to
test and compare the index values of different versions of the YOLO model. As can be
seen from Table 1, compared with YOLOv3, YOLOv4, YOLOv5s, and YOLOv6, YOLOv?
had the highest values of AP@0.50 and AP@0.50-0.95. Moreover, its speed and accuracy
in the 5 FPS to 160 FPS exceeded all known detectors [36,37]. Thus, we chose YOLOVY to
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improve the design of a new recognition network since the recognition model’s detection
accuracy and real-time performance were directly related to the accuracy and efficiency of
apple target recognition of the picking robot.

Table 1. Test results of YOLOvV3-YOLOvV7 on the COCQO128 dataset.

Model Size (Pixel) Date Framework Backbone mAP@0.50 mAP@0.50-0.95
YOLOvV3 640 2018 Darknet Darknet53 83.4 51.9
YOLOv4 640 2020 Darknet CSPD Darknet53 81.6 56.5
YOLOvV5s 640 2020 PyTorch Modified CSP v7 85.7 56.7
YOLOv6s 640 2022 PyTorch EfficientRep 87.7 58.4
YOLOv7 640 2022 PyTorch RepConvN 92.0 62.8

The YOLOvV7 network model included six architectures: Yolov7-Tiny, YOLOv7, Yolov7-
X, Yolov7-E6, Yolov7-D6, and Yolov7-E6e. The main differences were the number of
convolutional layers and the number of auxiliary probes.

The YOLOvV7 network comprised a Backbone network, a neck network, and a head
network. The backbone network comprised the Conv + BN + Silu (CBS) module, efficient
aggregation network (ELAN) module, MaxPool (MP) module, and SPPCSPC module. The
neck network adopted the PANet network structure [38,39], which was a top-down and
bottom-up bidirectional fusion backbone network. It realized the multi-scale fusion of the
network by aggregating the characteristics between different backbone network layers
and detection layers. The head network comprised three detection heads of different
dimensions. The network structure of YOLOV7 is shown in Figure 4.

Backbone

Heck ( =

SPPCSPC

Head

CBS

()= o I
T ()

oo O
s "

eploy

= co TN

Figure 4. YOLOV? structure diagram.



Agriculture 2023, 13, 1278

7 of 21

To address the problems of the network model being lightweight and the over-
parameterization of the backbone, this study introduced the MobileOne module to replace
the last ELAN module in the backbone, as shown in the red box in Figure 5. To improve
the calculation speed of the network, the SPPCSPC module in the neck was improved and
replaced with the SPPFCSPC module, as shown in the green box in Figure 5. At the same
time, to enhance the recognition accuracy of the new network in the complex environment
of the apple orchard, the first ELAN module in the backbone introduced a head for small
target detection, as shown in the blue box in Figure 5.

Backbone

Neck | | f
| REP | { cBM

H1Hi

SPPFCSPC
e e | [ | [ 1
CBS N-W | » REP — cBM | '
Head
CBS
ILAN-W | [ REP | [ cBMm | '
N-w L | CBM |
CBS
CBS . ELAN-W | {REP —{ cBM } '

Figure 5. Improved YOLOV7 structure diagram.

3.2. MobileOne Network

MobileOne Network is an efficient Apple, Inc. neural network backbone developed for
mobile devices [40—-42]. The most significant differences between this network and ACNet,
DBBNet, and RepVGG are as follows: the reasoning time is less than 1 ms, and the accuracy
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rate can reach 75.9% when applied to ImageNet and when using the over-parametric and
depth-separable convolution structure.

The left part of Figure 6 is a complete building block module structure composed
of deep convolution and point convolution. The deep convolution is a grouping convo-
lution, and the number of groups is the same as the input channel. Point convolution
isa 1 x 1 convolution whose primary function is to freely change the number of output
channels and channel fusion of the deep convolution output feature map.

Training Inference

) 3x3d
Reparameterize Conv

| B | BN

Act.

Reparameterize
— R

Figure 6. MobileOne module structure diagram.

The deep convolution module in Figure 6 comprises 1 x 1 convolution, over-
parameterized 3 x 3 convolution, and batch normalization (BN) layers. However, both
1 x 1 and 3 x 3 convolutions are deep convolutions (grouping convolution). The point
convolution module comprised over-parameterized 1 x 1 convolution and BN layers.
During the network model training, the MobileOne network included stacked building
blocks using the parameterized method at the end of the training. The MobileOne module
was introduced for feature extraction because of the lightweight and over-parameterized
features of the MobileOne network.

3.3. SPPFCSPC Module

SPPCSPS module was used in the original YOLOvV7 network to obtain different re-
ceptive fields through maximum pooling and enlarge the receptive fields to improve the
network model adaptability for the image of different resolutions. SPPCSPC module uses
three convolution kernels of various sizes, suchas5 x 5,9 x 9, and 13 x 13. The maximum
pooling of four scales had four receptive fields to reveal the distinction between small and
large targets. However, the Spatial Pyramid Pooling Connected Spatial Pyramid Convolu-
tion (SPPCSPC) structure increased the network computation using convolution kernels of
different sizes for parallel pooling operation. Therefore, the Spatial Pyramid Pooling-Fast
Connected Spatial Pyramid Convolution (SPPFCSPC) module was adopted for pooling
operation. As shown in Figure 7, the module replaced three convolution kernels of parallel
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maximum pooling operation in the original SPPCSPC structure with three serial maximum
pooling operations of the same convolution kernels. This replacement improved the speed
while keeping the receptive field unchanged.

MaxPool SHMaxPool 5 » MaxPool 5]
SPPFCSPC = » CBS | CBS  CBS | | I—E.Kca-t,—* cBS | .CBS.—(cat— CBS

» CBS

Figure 7. SPPFCSPC module structure diagram.

3.4. Add an Auxiliary Detection Head

This study added a prediction head to detect objects of different scales, improve the
model’s accuracy, and identify the location information of the small-scale apple target in a
high-density complex environment. As shown in Figure 8, the neck network adopted the
PANet structure, added an up-sampling, and added a forward splicing operation based on
the original YOLOVv?7.

v
A

CBS

UPSample

CBS

Figure 8. PANet structure.

3.5. Multi-Scale Training

The multi-scale feature extraction method [43-46] improved the identification model
training accuracy. This method scaled the input image at different scales and then extracted
each scale’s image features after scaling. Finally, all the obtained scale features were used
to build the feature pyramid and input it into the neural network model. However, this
method inputted the images of different scales into the recognition network model in
parallel, reduced the computer processing speed and raised the computer performance
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requirement. The multi-scale training method was based on the multi-scale feature ex-
traction method. Firstly, a reasonable number of scales were fixed. In model training, a
proportion was randomly selected for each iteration, and the input image was scaled down
or enlarged according to the proportion. However, different proportions were used in
the training process to improve the robustness of the network model and avoid excessive
calculation of the problem in multi-scale feature extraction. Thus, our image input network
was 640 x 640 pixels. The image was randomly scaled and input into the network model
according to the three fixed ratios of 0.5, 1, and 2.

3.6. Optimization of Loss Function

The original YOLOvV7 network adopted the Complete-Intersection-over-Union (CioU)
Loss function, added the loss of the detection frame size based on the Distance-Intersection-
over-Union (DioU) Loss function, added the loss of length and width, and made the
prediction frame more consistent with the real frame. The calculation formulas [47-49] are
as follows:

Lciou=1—Clol, (1)
DZ

CloU = IoU — oz )

4 w8t w\?
v=—3 (arctan T arctanh) , (3)

v

- - 4
T 10U+ @)

where D is the Euclidean distance between the prediction frame’s center point and the
real frame’s center point, furthermore, C is the Euclidean distance of the diagonal of the
minimum external rectangle between the prediction frame and the real frame; w8’ and h$!
are the width and height of the real box, respectively; and w and / are the width and height
of the forecast box, respectively.

Thus, the CioU Loss function formula considered the overlap area, center point
distance, and aspect ratio of boundary box regression. However, the aspect ratio (v)
difference was not the real difference between width, height, and confidence, as this
effectively hinders the similarity of model optimization. Given this problem, the Efficient-
Intersection-over-Union (EioU) Loss was proposed to replace this study’s original CioU
Loss function. Based on CioU, EloU disintegrated the influence factor of aspect ratio to
calculate the length and width of the target and anchor frames, respectively. The goal was
to minimize the difference between the width and height of the predicted frame and the
real frame to accelerate the convergence speed, as shown in the following equation:

PO0)  Rlwus)  PRA)
Lejou= Liou+Lgis+Lasp=1 — IoU+ 2 + cz + C?

/ ©)

where C, and Cj, are the width and height of the minimum external frame covering the
two boxes, respectively.

3.7. Model Training
3.7.1. Test Platform

The deep learning training Center workstations in the school laboratory were used to
test different algorithms. These workstations were run on a Windows 10 system platform,
equipped with an NVIDIA Ge Force RTX2080Ti graphics card and the processor of Intel®
Xeon® Silver 4210R. The main frequency of the CPU was 2.40 GHz with 64 GB RAM.
The programming language was Python 3.8.5, the CUDA version was 11.3, and the deep
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learning framework PyTorch was 1.10.0. All of the algorithms in this paper were trained by
transfer learning.

The original “Yolov7.pt” was used as the weight for model training, and the experi-
mental dataset was modified according to the dataset format required by YOLOv?. The
initial learning rate, final OneCycleLR learning rate, weight attenuation, stochastic gradient
descent momentum, box loss gain, cls loss gain, “batch size” (the number of samples
selected in a single training), and “epochs” (learning step size) were set as 0.01, 0.2, 0.0005,
0.937, and 0.0, respectively. Then, 5, 0.3, 16, and 300 were selected for the multi-scale
training mode. After the model training was completed, the weight obtained from the
training was saved and used to evaluate the performance of the recognition model on
the test set. After post-processing operations, such as non-maximum suppression, many
redundant detection boxes were eliminated, and the detection result was the network’s
final output and had the highest confidence score. A concrete flowchart of the algorithm is
shown in Figure 9.

YOLOv7 Network

MobileOne module

Image acquisition

Image
preprocessing

o

Build a deep
learning network

MobileOne- Build Pytorch

. N > N —> Model training Training results test
YOLOVY7 Network environment =

Dataset producing —> SPPFCSPC module ——>

Auxiliary detection
head
Optimization of
Loss Function

Figure 9. Algorithm flow chart.

3.7.2. Evaluation Indicators

Five index parameters, namely accuracy P (Precision, %), recall R (%), mean average
precision (mAP), and F1, were used to evaluate the network model performance [50,51]. Its
calculation is shown in the following equations:

TP .
P —mxloo /O, (6)
TP .
1
AP — / P(R)dR, ®)
0
1 M o
mAP =Y | AP(k) x 100%, ©9)
PxRx2
A== (19

where TP is the positive prediction for a positive sample, FP is the negative sample predic-
tion for a positive sample, FN is the positive sample prediction for a negative sample, TN
is the negative sample prediction for a negative sample, k represents the current category,
and M represents the number of categories.

As shown in the accuracy and recall formulas, the accuracy was expressed as the
ratio predicted correctly of all predicted positive sample results. The recall was the ratio
normally indicated by all the positive samples.

3.7.3. Training Process

In this experiment, the original weight of YOLOv7 was used for training, and 300 rounds
were trained. The weight number of each training was recorded as 0-299. Then, the weight
with the highest p-value was selected for every 50 rounds of training. Thus, we have seven
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Performance index value

=
3

Fed
%
T

9
T

4
>
T

weight models with the highest weight models. Table 2 shows the evaluation indices of these
models, revealing the superposition of training times. The p-value of the model showed an
increasing trend (each time was not higher than the previous time). As shown in Figure 10,
the values of accuracy p, recall rate R, F1, and mAP1 (mAP@0.5) fluctuated significantly in
the first 30 iterations, revealing an increasing state was stable after 100 iterations, with slight
fluctuation. This is because, in the training process, the learning rate was gradually reduced
through the learning rate scheduling strategy. The adjustment process of the learning rate
would lead to different convergence speeds of the model at different stages, resulting in
fluctuations in the values of various indicators. The value of mAP2 (mAP@0.50-0.95) rose
in the first 100 iterations, and after the completion of 100 iterations, the fluctuation range
decreased and gradually became stable.

Table 2. Performance indicators of weights at each stage.

Number of Weight Model P/% R/% mAP1/% mAP2/% F1/%
49 81.78 79.71 87.48 74.42 80.73
99 87.02 96.26 96.16 88.56 91.41
149 90.69 94.07 95.24 88.19 92.35
199 90.92 97.19 96.95 89.82 93.95
249 91.70 96.43 96.38 90.08 94.01
299 92.25 96.57 97.14 90.23 94.36
283 96.31 92.96 97.28 91.76 94.61
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Figure 10. Performance index value and loss curve: (a) Performance index value, (b) Anchor frame
loss curve, and (c) Target loss curve.
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Nevertheless, the anchor frame loss value of the validation set and the target loss
value of the validation set were still declining. The training set’s anchor frame loss and
target loss values tended to be smooth and stable after 200 iterations. At the same time,
the decreasing range of the anchor frame loss value and target loss value of the training
set gradually decreased and became stable, indicating that the model had completed the
fitting after the 200th iteration.

3.7.4. Analysis of Training Data of Different Optimization Algorithms

The same training, validation, and test sets were used to train different optimization
algorithms. After 300 iterations, various improved and optimized YOLOv?7 algorithms
obtained their best performance index parameters, as shown in Table 3.

Table 3. Effects of different optimization algorithms on the network model performance.

YOLOv7 Network MobileOne SPPFCSPC Detection Head P/% R/% mAP1/% mAP2/% F1/%
Vv X X X 89.8 86.6 91.5 88.5 88.2
Vv v X X 90.3 80.5 92.5 87.3 85.1
Vv X v X 89.8 89.6 96.3 94.1 89.7
Vv X X vV 92.0 83.8 92.2 89.6 87.7
Vv v Vv X 91.4 92.4 86.8 85.6 91.9
v vV X Vv 94.4 86.2 93.8 84.1 90.1
Vv Vv v vV 96.7 96.6 96.5 92.3 96.6

As shown in Table 3, adding MobileOne, SPPFCSPC, and a detection head to the
original YOLOv7 network model would result in a varying gain. The accuracy of the
MobileOne module, SPPFCSPC module, and detection head increased by 0.5, 0, and
2.2 percentage points, respectively, compared with the original network model when using
the MobileOne module, SPPFCSPC module, and detection head separately. This result
indicates that adding a detection head had the most significant impact on the accuracy of
the network model. Compared with the original YOLOvV7 network model, the YOLOv7+
detection head accuracy increased by 2.21 percentage points. However, improving network
performance by using only one optimization algorithm was limited.

When the two optimization algorithms were adopted, the accuracy was improved
significantly. As shown in Table 3, the MobileOne and SPPFCSPC module co-optimization
accuracy increases by 1.6 percentage points. In comparison, co-optimizing the MobileOne
module and detection head increased the accuracy by 4.6 percentage points.

Through experiments, we confirm that the co-optimization of the backbone network, neck
network, and head network on YOLOV7 significantly increased the accuracy of the apple image
recognition model. The accuracy of the improved YOLOv7+MobileOne+SPPFCSPC+ detection
head algorithm also increased by 6.9%. The recall rate increased by 10%, mAP1 by 5%, and
mAP2 by 3.8%. Figure 11 shows the training set anchor-frame loss curve, the training set
target loss curve, the validation set anchor frame loss curve, and the validation set target loss
curve of various optimization algorithms. In the training process, the proposed algorithm
converged faster than other optimization algorithms in the validation set anchor frame loss and
target loss, and the loss value was the lowest. The result showed that adding the MobileOne
module, SPPFCSPC module, and detection head to the YOLOV7 network had a specific gain for
target detection.
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Figure 11. Loss curves of different combinations of optimization algorithms: (a) Anchor frame loss
curve of the training set, (b) Target loss curve of the training set, (c) Anchor frame loss curve of the
validation set, and (d) Target loss curve of the validation set.

4. Experimental Analysis
4.1. Evaluation of Test Results

The model obtained by the proposed algorithm was tested using the test set, and its
P-R curve and F1 curve are shown in Figure 12. F1 is the harmonic mean of accuracy P,
recall rate R, and its value changes with the change of confidence threshold. Figure 12
shows the change curve of the F1 value of the recognition model. When the confidence
threshold was 0.66, the F1 value reached its peak of 96.65. The recall rate decreased with an
increase in confidence threshold, and the missed targets increased. Therefore, the threshold
was set at 0.5.

This study selected five conditions: smooth close-range light, close-range backlight,
smooth light in dense scenes (the number of apples in the image was more than 30), the
backlight in dense scenes (the number of apples in the image was more than 30), and large
field-of-view scenes (complete view of the apple tree). The proposed and original YOLOv?7
algorithms were used for a case test on the apple image.

The two algorithms were compared using false detection, missing detection, and
confidence value. Figures 13 and 14 show the apple target recognition results based on
YOLOvV7 and the proposed algorithm, respectively.

1. 1.0,

Precision
=
e
F
=
b

0.0 05 1.0 0.0 0.5 1.0
Recall Confidence

(@) (b)

Figure 12. P-R curve and F1 curve under the test set: (a) P-R curve and (b) F1 curve.
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Figure 13. Recognition results based on YOLOV7: (a) Close-range smooth light, (b) Close-range backlight,
(c) Smooth light in dense scenes, (d) Backlight in dense scenes, and (e) Large field-of-view scenes.
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Figure 14. Recognition results based on the algorithm: (a) Close-range smooth light, (b) Close-
range backlight, (c) Smooth light in dense scenes, (d) Backlight in dense scenes, and (e) Large
field-of-view scenes.

As shown in Figures 14 and 15, both the original and proposed algorithms had no
missed or false detection under close-range conditions. However, the YOLOv?7 algorithm
was lower than the proposed algorithm in terms of confidence, indicating that the proposed
algorithm had a better recognition effect on apple targets. From Table 4, both the proposed
and YOLOV7 algorithms had missed detection cases in dense scenes. However, the number
of apple targets missed by the proposed algorithm was far lower than that of the YOLOv?7
algorithm. The YOLOvV? algorithm could not detect the overlapping and blocking of
apple targets in dense scenes, and the confidence was low. Thus, the proposed algorithm
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could effectively identify fruit overlapped occlusion and leaf and branch occlusion under
normal circumstances, and its confidence was much higher than that of YOLOv7. However,
the proposed algorithm could not accurately identify apple targets with severe occlusion
(fruit targets were occluded by more than 50%), with an average missed detection rate of
12.68%. More apples were identified in the large field of view, both in the soft light and
reverse light, showing the significant advantages of the proposed algorithm. YOLOv7
only detected 24 apples, and the missing rate increased by 67.74%, whereas our algorithm
detected 87 apples, indicating that the proposed algorithm had higher robustness under
complex conditions.
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Figure 15. Loss curves of different algorithms: (a) Training set anchor frame loss curve, (b) Training set
target loss curve, (c) Validation set anchor frame loss curve, and (d) Validation set target loss curve.

Table 4. Fruit detection in different scenarios.

Actual
. e . Correct Number .. Missed Detection
Algorithm Model. Scene Conditions Fruit to Check Out Missing Count Rate/%
Count
Close-range smooth light 6 6 0 0
Close-range backlight 3 3 0 0
YOLOv7 Smooth light in a dense scene 58 29 29 50.00
Backlight in dense scenes 51 21 30 58.82
Large field-of-view scenes 93 24 69 74.19
Close-range smooth light 6 6 0 0
Proposed Close-range backlight 3 3 0 0
algorithm Smooth light in a dense scene 58 47 11 23.40
Backlight in dense scenes 51 50 1 1.96

Large field-of-view scenes 93 87 6 6.45
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4.2. Comparison of Recognition Results of Different Algorithms

The improved algorithm and four classical general algorithms, namely YOLOv3,
YOLOv4, YOLOV4-Tiny, and YOLOv5s, were introduced for comparative analysis. While
training these four algorithms, we used images of the same size, same training set, and
validation set to test five different algorithms through the same test set. Table 5 shows the
performance parameters of the five algorithms on the test set, and the change curve of their
loss value is shown in Figure 15.

Table 5. The recognition effect of different algorithms on the test set.

Performance YOLOv7- YOLOv4-

Indicators Finally YOLOv3 YOLOv4 Tiny YOLOVS5s
P/% 96.7 93.2 82.7 87.6 90.2
R/% 96.6 91.0 81.6 88.4 92.8

mAP1/% 96.5 95.8 84.4 91.5 90.9

mAP2/% 92.3 86.4 70.5 89.7 83.6
F1/% 96.7 92.1 82.2 88.0 91.5

Regarding accuracy, the proposed algorithm reached 96.7%; the recall rate R was
96.6%. The mAP1, mAP2, and F1 were 96.5%, 92.3%, and 96.7%, respectively, higher than
the other four algorithms. The values of mAP1 and mAP2 were 5.6 and 8.7 percentage
points, respectively, higher than that of the YOLOv5 model. As shown in Figure 15, the
loss value of the convergence of the proposed algorithm was the lowest. Moreover, the
proposed algorithm was superior to the other four algorithms regarding the training set
anchor frame loss, the training set target loss, the validation set anchor frame loss, and the
validation set target loss. After comparing the algorithms proposed in previous studies
and their evaluation indices with the algorithm proposed in this paper, an algorithm from
a previous study [21] was selected for comparison with the results of our algorithm. The P,
R, and F1 values of our algorithm were 5.7, 4, and 4.9 percentage points higher than those
of the algorithm proposed in that study [21]. In summary, the proposed algorithm had the
best all-around performance.

5. Conclusions

This study proposes a multi-apple target recognition algorithm for high fruit density,
overlapping fruit branches, and leaves in densely planted apple orchards with short stock.
Based on the YOLOvV7 model, we introduced the MobileOne module to realize the backbone
network through parametric fusion and changed the image fusion mode from serial channel
to parallel channel. Finally, we constructed a new recognition algorithm and added an
auxiliary detection head to improve the model’s accuracy for recognizing apple targets.

Moreover, we used the same training and validation sets to conduct multi-scale
training on different improved algorithms and different model algorithms. Then, we used
the same test set to calculate the accuracy P, recall rate R, the average precision mean mAP1
(mAP@0.5), average precision mean mAP2 (mAP@0.50-0.95), F1 value, and other five index
parameters of different algorithms. Comparing different improved algorithms showed that
the algorithm model had the best performance under the test set, and its accuracy rate and
F1 value were 96.7% and 96.6%, respectively.

Compared with other YOLO algorithms, the improved YOLOvZ7 model increased its
accuracy and F1 value by 6.9% and 8.4%, respectively. Moreover, its accuracy was 3.5,
14, 9.1, and 6.5 percentage points higher than that of YOLOv3, YOLOv4, YoloV4-Tiny,
and YOLOVS, respectively. The YOLOv7’s F1 value was 4.6, 14.5, 8.7, and 5.2 percentage
points higher than those of the YOLOv3, YOLOvV4, Yolov4-Tiny, and YOLOV5, respectively.
To sum up, the proposed algorithm was more suitable for identifying apple targets in
dense scenarios. Finally, the dataset will be further expanded and made available to other
researchers, who will focus on improving the detection accuracy of apple fruits and laying
the foundation for automated picking.
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