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Abstract: A U-shaped automated container terminal (ACT) has been proposed for the first time
globally and has been adopted to construct the Beibu Gulf Port ACT. In this ACT layout, the
double cantilevered rail crane (DCRC) simultaneously provides loading and unloading services for
the external container trucks (ECTs) and the automatic guided vehicles (AGVs) entering the yard.
The DCRC has a complex scheduling coupling relationship with the AGV and the ECT, and its
mathematical model is extremely complex. There is an urgent need to study a practical collaborative
scheduling optimization model and algorithm for the DCRC, the AGV, and the ECT. In this paper,
we optimize the process flow of DCRCs to study the refined collaborative scheduling model of
DCRCs, AGVs and ECTs in U-shaped ACTs. Firstly, we analyze the operation process of the DCRC
and divide the 16 loading and unloading conditions of the DCRC into four operation modes for
process optimization. Secondly, different variables and parameters are set for the DCRC’s four
operating modes, and a refined collaborative dispatching model for the DCRCs with AGVs and
ECTs is proposed. Finally, a practical adaptive co-evolutionary genetic algorithm solves the model.
Meanwhile, arithmetic examples verify the correctness and practicality of the model and algorithm.
The experimental results show that the total running time of the DCRCs is the shortest in the U-shaped
ACT when the number of quay cranes (QC) to DCRC and AGV ratios are 1:2 and 1:10, respectively.
At the same time, the number of QCs and DCRCs has a more significant impact on the efficiency of
the ACT than that of AGVs, and priority should be given to the allocation of QCs and DCRCs. The
research results have essential guidance value for U-shaped ACTs under construction and enrich the
theory and method of collaborative scheduling of U-shaped ACT equipment.

Keywords: U-shaped automated container terminal; double cantilever rail crane; refined collaborative
scheduling; equipment ratio

1. Introduction

With their high efficiency, safety, and low dependence on manual labor, automated
container terminals (ACTs) have become an inevitable trend in transforming the world’s
ports [1]. All the top 10 container terminals reported by Alphaliner in 2021 have ACT
in operation or under construction [2]. In the construction of ACTs, a U-shaped ACT is
proposed for the first time in the world and adopted in the construction of the ACT at
Beibu Gulf Port, attracting widespread attention from academia and industry.

Regarding management, strategic, tactical and operational are three different levels of
decision-making that affect a system’s operational efficiency. To improve the efficiency of a
terminal, the layout and handling technology are key issues that should be considered at the
strategic level, influencing all other decisions [3]. As the terminal’s second-largest source
of carbon emissions, the layout design of the terminal should focus on the yard area [4],
which points us in the direction of studying U-shaped ACTs. Currently, there are two types
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of yard layouts in ACTs: one is a layout where the blocks are parallel to the quay (hereafter
called a parallel layout), and the other is a layout where the blocks are perpendicular to
the quay (hereafter called a perpendicular layout). The loading and unloading scheme is
divided into operating at the end of the block and the side of the block [5].

Loading and unloading in a perpendicular layout at the end of the block is more
common in ACTs because of their relatively simple traffic control logic. When looking
at the evolution of ACTs in the United States and abroad, traditional ACTs have used
a perpendicular layout with end interactions. The representative real-world examples
include the Euromax terminal in Rotterdam, the Yangshan Terminal in Shanghai, and the
Altenwerder terminal in Hamburg. Some studies have suggested that the perpendicular
layout requires fewer automatic guided vehicles (AGVs) than the parallel layout for the
same single-side loading and unloading solution inside the blocks [6]. However, the
perpendicular layout with an end loading and unloading scheme is less efficient because
the yard crane (YC) travels longer distances to the end of the block for each task [7]. In
general, there is no absolute advantage of the yard layout, and each layout has to find its
own suitable loading and unloading solution [8]. Some scholars have noted the necessity
of researching new layouts and loading and unloading schemes for yards [9].

Typically, neither the AGV nor the external container truck (ECT) enter the yard
in established ACTs with the perpendicular layout and end interactions. The AGV is
decoupled from the YC at the seaside end by AGV partners, and the ECT interacts with
the YC at fixed positions at the landside end. According to the needs of the construction of
ACTs with extended depths and to overcome the shortcomings of the perpendicular layout
terminal with end interaction, Zhenhua Company has proposed a U-shaped ACT scheme.
Beibu Gulf Port uses the scheme in the construction of its ACT [10].

However, the new scheme and equipment have created new problems. Firstly, the
double cantilevered rail cranes (DCRC) provide loading and unloading services for both
the ECT and the AGV. In scheduling models, there is a coupling relationship between the
DCRC, the AGV and the ECT which makes the mathematical model more complex. There
has yet to be a practical scheduling optimization model. Secondly, there is no container
staging point in the block, and the DCRC directly couples vehicles on both sides. This
puts higher requirements on collaborative scheduling between equipment, and the model
requires more constraints. Thirdly, the DCRC can be loaded and unloaded at any bay in
the block. The interaction points are tens or even hundreds of times higher than the end
scheme, making the model more difficult to solve [11].

Therefore, the multi-equipment collaborative scheduling problem, with the integrated
consideration of loading and unloading efficiency, and energy consumption as the optimiza-
tion objective, is a unique scheduling problem for U-shaped ACTs. The scientific problem
of multi-equipment collaborative scheduling and the multi-objective optimization of ACTs
induced by the layout scheme design of U-shaped ACTs needs to be specifically studied
based on the actual demand for U-shaped ACT construction, and taking into account its
yard, the core aspect of the U-shaped ACT energy consumption and cost, and the coupling
and complexity of the multi-equipment collaborative scheduling mathematical model. In
this paper, we first select the collaborative scheduling problem of DCRCs, AGVs and ECTs
in the U-shaped ACT, with loading and unloading efficiency as the optimization objective
for research.

The contributions of this study are as follows. (1) A refined collaborative scheduling
model for multi-equipment in U-shaped ACTs has been established for the first time. This
problem is an urgent practical problem in the construction of U-shaped ACTs and an
essential academic issue in management disciplines. It is a universal problem for ACTs
and a unique problem for U-shaped ACTs. However, scholars have already researched
the equipment refinement scheduling model and the port multi-equipment collaborative
scheduling model. However, research on multi-equipment refined collaborative dispatch-
ing models for ACTs has yet to be conducted to date. This thesis firstly analyses the motion
process of the DCRC during loading and unloading at the U-shaped ACT. The 16 loading



J. Mar. Sci. Eng. 2023, 11, 605 3 of 27

and unloading situations encountered when the DCRC operates both sides of the AGV and
the ECT are grouped into four modes to optimize the loading and unloading process of the
U-shaped ACT. Then, a multi-equipment refinement and collaborative scheduling model
for the U-shaped ACT is established, with the shortest total running time as the target,
based on the four loading and unloading modes of the DCRC. (2) The optimal equipment
ratio of the U-shaped ACT is derived through simulation experiments at different scales to
meet the actual production requirements.

The following is the reminder of this paper: Section 2 provides a review of the cor-
responding references. Section 3 analyses the motion pattern of DCRCs and proposes a
refined collaborative scheduling model for multi-equipment. Section 4 designs a suitable al-
gorithm for the model. Section 5 conducts numerical experiments and performs equipment
rationing analysis. Conclusions are given in Section 6.

2. Literature Review

In this section, we look at the existing research that is relevant to this study. This
research can be divided into four groups: scheduling problems for YCs, collaborative
scheduling problems for YCs and AGVs, collaborative scheduling problems for multi-
equipment, and collaborative scheduling problems for multi-equipment in U-shaped ACTs.

2.1. Scheduling Problems for YCs

Among container handling equipment, YCs play an essential role in the production
of container terminals. Academics have carried out long-term and extensive research
on various aspects. Some scholars have studied the scheduling of tire cranes between
flat-banked blocks, [12–17], a situation more often found in conventional terminals. Some
have studied the scheduling of multiple YCs, taking into account interferences between
YCs [18–24]. Some scholars have studied the YC’s dispatching rules and travel paths.
Ref. [25] compared the rules of the YC serving outbound collectors, such as first-come,
first-served, one-way travel, and minimum processing time rules, to reduce the waiting
time of outbound collectors in the yard. The results showed robust, high-level performance
under the shortest processing time rule. Ref. [26] conducted a preliminary exploration of
container handling theory and proposed a YC spreader loading and unloading route that
balances the length of the travel route and the safety distance. The optimal travel path of
the spreader was determined while determining the scheduling rules of the YC. Ref. [27]
first proposed the refined scheduling of the YC. The study divided the operation cycle of
the YC into the primary motion gantry movement time, the spreader’s vertical movement
(lifting/lowering) time, and the trolley movement time. Moreover, it pointed out that the
expected cycle time of the YC based on the Chebyshev motion pattern is shorter than that
of the YC based on matrix motion. This provided a theoretical basis for subsequent research
into the scheduling of YCs based on the Chebyshev motion.

2.2. Collaborative Scheduling Problems for YCs and AGVs

ACTs are a complex overall system, and studying a single subsystem in isolation does
not fit the reality of ACT operations. Without collaborative scheduling, improvements
in one area may be lost due to inefficiencies in another. Collaborative scheduling holds
great promise for increasing terminal throughput and achieving a high utilization of yard
equipment [28]. The main factor that affects how well ACTs work is how well AGVs and
YCs work together [29].

Some researchers are investigating the synergistic scheduling of AGVs and YCs in
a vertical layout with end operations. Ref. [30] pointed out that previous studies have
usually reduced operation time by increasing the amount of operating equipment but
ignoring the additional cost and energy consumption caused by increasing the number of
pieces of equipment. The paper considered the matching of equipment operation time and
equipment quantity. It established a collaborative scheduling model for AGVs and YCs to
minimize the operating equipment’s total energy consumption. Ref. [31] proposed a new
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method to optimize the scheduling of YCs and AGVs in the YC relay mode, considering
the buffer capacity constraint and the interference of dual YC operations.

The collaborative scheduling of internal vehicles and YCs has been investigated during
loading and unloading processes. For example, Ref. [32] divided individual container
tasks into “unloading,” “loading,” “receiving,” and “delivery.” Ref. [29] investigated the
integrated scheduling problem of YCs and AGVs as a multi-robot collaborative scheduling
problem and proposed a multi-commodity network traffic model with two sets of traffic
balancing constraints. Ref. [33] used four heuristic algorithms for YCs and yard trucks
scheduling. The results showed that the hybrid algorithm is more advantageous. For the
first time, Ref. [34] investigated internal vehicle tasks on both sides of the block of YC
operations in an ACT. It described the motion of the YC loading and unloading process. It
again demonstrated the advantages of a Chebyshev motion-based YC control model for
loading and unloading scenarios.

2.3. Collaborative Scheduling Problems for Multi-Equipment

None of the above studies involved the collaborative scheduling of three different
types of handling equipment. As a result, planning decisions may be suboptimal, and
efficiency improvements may not be as significant as with integrated scheduling methods.
Of the studies conducted, many multi-equipment collaborative scheduling studies have
been performed by adding the study of QCs to YCs and internal vehicles. These studies
have been divided into two categories: loading and unloading at the end, and loading and
unloading at the side.

In the end-loading solution, Ref. [35] considered the problem of overlapping operations
with multiple QCs, dividing and modeling the YC into two cases, from the end buffer
and from inside the block. It was concluded that, for the vertical end layout, the optimal
block parameters required for both side loading and loading are the same. Ref. [36] also
considered the integrated scheduling of the three to minimize the amount of equipment
used and the time taken by the equipment to complete the task.

In the side-loading solution, Ref. [37] considered the uncertainties in the speed of
operation of terminal equipment and developed a collaborative scheduling model for the
QC, YC, and AGV. Ref. [38] was concerned with finding a trade-off between efficiency and
energy consumption among the three. Ref. [39] used a double cycle to handle containers to
minimize the number of empty yard truck loads.

The impact of ECTs on the terminal is additionally considered. This article used a
leave queuing model to describe the co-loading of inbound trucks and ECTs by the YC on
both sides, and modeled the optimization of truck booking quotas to minimize the waiting
costs for both internal and external container trucks [40].

2.4. Collaborative Scheduling Problems for Multi-Equipment in U-Shaped ACTs

As mentioned above, multi-equipment collaborative scheduling methods mainly focus
on the perpendicular layout of ACTs. For U-shaped ACTs, there has yet to be a mature
multi-equipment collaborative scheduling optimization method. Beibu Gulf Port, which is
building the world’s first U-shaped ACT, urgently needs a mature collaborative scheduling
optimization method to solve the problem of collaborative scheduling of multiple pieces of
equipment in ACTs and the optimization of energy consumption and efficiency in the yard.

The U-shaped ACT uses DCRCs to simultaneously load and unload ECTs and AGVs
entering the yard. In contrast to the non-cantilever automatic rail-mounted gantry com-
monly used in ACTs, the DCRC has two cantilevers extending on each side. The spreader
can service vehicles at the operating lane along the cantilever on either side without travel-
ing to the end of the block to interact each time a new task is performed [10].

The U-shaped scheme has many advantages compared with the end-operation scheme.
To begin with, the ECT runs along the U-shaped lanes and the AGV runs along the
straight lanes. This method uses physical segregation to divert internal and external
vehicles, solving the practical problem of simultaneously entering the yard operation [8,11].
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Then, the DCRC can interact with vehicles on both sides at each bay without moving
to the end of the block for each task to hand over the container, which can significantly
reduce the travel distance of the DCRC. Furthermore, installing internal roads in the yard
allows the terminal to accommodate more vehicles, while making the AGVs and ECTs
more drivable and allowing them to be more evenly distributed in the terminal, thus
reducing vehicle congestion. Finally, ECTs can exit along the U-shaped lanes in the same
direction, reducing backup time and making it easier to recruit truck drivers. Refs. [41,42]
addressed the environmental protection issues and related safety concerns in the ocean.
Ref. [43] was conducted to simulate the layout of ACTs from efficiency, economic, and
environmental perspectives. The results showed that the U-shaped scheme outperforms
the terminal with the end scheme regarding operational efficiency and waiting time under
the same conditions.

Our team has carried out some preliminary research on the multi-equipment collab-
orative scheduling optimization problem in U-shaped ACTs. However, the models and
algorithms have yet to reach practicality. Ref. [10] established a hybrid scheduling model
for YCs, AGVs and ECTs in U-shaped ACTs. A scheduling model architecture with the
hierarchical abstraction of scheduling objects was proposed to refine the problem. However,
the study required that only one ECT or AGV can exist in a lane, with AGVs and ECTs
queuing at the entrance to the block before entering the block. This is different from the
multi-vehicle approach in a U-shaped ACT and reduces the flexibility of vehicle scheduling.
Ref. [8] investigated the integrated scheduling of QCs, AGVs and DCRCs. They considered
conflict-free path planning for AGVs and proposed an integrated scheduling optimization
model based on mixed integer planning. However, the study ignored the DCRC’s operation
process and operation time and modeled the ACT loading and unloading process in three
parts, which revealed weaknesses in the model’s holistic nature and collaboration between
equipment. Ref. [11] proposed a decision tree learning method based on a heuristic Monte
Carlo tree search algorithm. This study was based on the U-shaped ACT YC feature al-
lowing it to operate on both sides of the block. Coordinated scheduling with the ECT was
further considered based on the QC, YC and AGV. However, the paper assumed that there
are only four loading and unloading points in each block. After entering the block, AGVs
cannot stop anywhere. This does not break through the limitation of fixed loading and
unloading points in the end loading and unloading mode, and it is a tremendous difference
from how loading and unloading actually work in U-shaped ACTs, where it can happen at
any berth.

Based on a review of the above literature, the following bottlenecks remain:

• As a device that interacts directly with the yard, the impact of the ECT on the overall
scheduling of the terminal is indispensable; however, there are relatively few studies
that consider the ECT as a factor for multi-equipment collaborative scheduling.

• Existing research mostly looks at the movement of the YC as a whole, and there
is no research on the fine-grained collaborative scheduling of multi-equipment in
U-shaped ACTs.

• U-shaped ACTs are a new loading and unloading scheme using new equipment, and
there is no research on the equipment ratios of U-shaped ACTs.

In response to the above problems, this paper analyzes the motion process of DCRCs
in U-shaped ACTs and summarizes the 16 working conditions of DCRCs into four modes.
A multi-equipment refined collaborative scheduling model is established, and the validity
of the model and algorithm is verified using an adaptive collaborative genetic algorithm
(ACGA). In addition, the optimum number of equipment ratios required in the loading
and unloading modes is determined through simulation experiments, solving the practical
challenges of U-shaped ACTs.
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3. Model Establishment
3.1. Process Optimization of DCRCs

The layout of the U-shaped ACT is shown in Figure 1. In the U-shaped scheme, four
AGV lanes are set between every two blocks in the yard. The middle two are overtaking
lanes, and the two near the block are operation lanes. Every other block is provided with
three “U”-shaped ECT lanes. The middle lane is the overtaking lane, and the two lanes
near the block are operation lanes. After loading and unloading the ECT, there is no need
to turn around and the truck leaves the container area directly along the U-shaped lanes.
There are two exit lanes to avoid congestion.
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To study the refined collaborative dispatching method of DCRCs with AGVs and ECTs
based on the process optimization of DCRCs, this section is dedicated to optimizing the
loading and unloading process of DCRCs to provide a basis for the refined collaborative
dispatching of multiple devices.

In a U-shaped ACT, DCRCs can work on both sides at any bay with the ECT and
the AGV. As the DCRC operation is continuous, different types of tasks in different states
take different amounts of time to complete. This time needs to be accurately calculated for
different working conditions. To maximize the advantages of U-shaped ACTs and to keep
the gantry of DCRCs moving as little as possible, the operating process of the DCRC needs
to be optimized. Considering the ECT approach, the DCRC has 16 working conditions in
the U-shaped ACT loading and unloading process, as shown in Figure 2.
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To reduce the energy consumption of the DCRC movement and to allow the DCRC
gantry to move as little as possible, the above 16 situations are divided into four modes: putting
before putting (PP), putting before taking (PT), taking before putting (TP), and taking before
taking (TT), as shown in Figure 3, of which the solid line shows the trajectory of the AGV
task for the DCRC operation, and the dashed line shows the trajectory of the ECT task for the
DCRC operation. The numbered circles indicate the order of movement for the DCRC gantry
and its spreader.
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The “PP” mode means that one DCRC has worked on a putting task first, followed by
the next putting task. At this time, the motion process of the DCRC is described as follows:
(1) The gantry and spreader of the DCRC move from the target position of the previous
putting task to the upper edge of the block of the target bay of the next task. (2) The
spreader of the DCRC drops down to take the container from the AGV/ECT, completing
the task for the AGV/ECT. (3) The spreader of DCRC rises to the upper edge of the block.
(4) The spreader of DCRC moves horizontally to the corresponding stack position to put
the container, and the DCRC putting task is completed. This mode includes four cases:
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• The DCRC continuously handles two putting tasks of AGVs.
• The DCRC handles an AGV putting task after handling the putting task of an ECT.
• The DCRC handles an ECT putting task after handling the putting task of an AGV.
• The DCRC continuously handles two putting tasks of ECTs.

The “PT” mode means that one DCRC first handles a putting task and then handles a
taking task. At this time, the motion process of the DCRC is described as follows: (1) The
gantry and spreader of the DCRC move from the target position of the previous putting
task to the target position of the next taking task. (2) The spreader takes the taking task and
moves it to the upper edge of the block. (3) The DCRC’s spreader drops down to place the
taking task on the AGV/ECT, and both the AGV/ECT and the DCRC are completed. This
mode includes four cases:

• The DCRC handles an AGV taking task after handling the putting task of an AGV.
• The DCRC operates the taking task on the AGV after completing the putting task on

the ECT.
• The DCRC operates the taking task on the ECT after completing the putting task on

the AGV.
• The DCRC handles an ECT taking task after handling the putting task of an ECT.

The “TP” mode means that one DCRC first handles a taking task and then handles a
putting task. At this time, the motion process of the DCRC is described as follows: (1) The
DCRC’s spreader ascends from the previous taking task vehicle to the block top. (2) The
DCRC’s gantry and spreader move to the upper edge of the block on the side of the next
putting task. (3) The spreader of the DCRC drops down to pick up the container from the
AGV/ECT, and the AGV/ECT completes its task. (4) The spreader of DCRC rises to the
upper edge of the block. (5) The DCRC’s spreader traverse moves to the target stack and
places the task in the corresponding bay, at which point the taking task of the DCRC is
completed. This model includes four cases:

• The DCRC handles an AGV putting task after handling the taking task of an AGV.
• The DCRC operates the putting task on the AGV after completing the taking task on

the ECT.
• The DCRC operates the putting on the ECT after completing the taking task on

the AGV.
• The DCRC handles an ECT putting task after handling the taking task of an ECT.

The “TT” mode means that one DCRC has worked on a taking task first, followed
by the next taking task. At this time, the motion process of the DCRC is described as
follows: (1) The spreader of the DCRC moves up from the interaction point of the previous
taking task to the upper edge of the block. (2) The gantry and spreader of the DCRC move
to the target position for the next taking task. (3) The spreader picks up the taking task and
moves it to the edge of the block on the taking task side. (4) The DCRC’s spreader drops
down to place the taking task on the AGV/ECT, and the task of the AGV/ECT and the
DCRC is completed. This model includes four cases:

• The DCRC continuously handles two taking tasks of AGVs.
• The DCRC handles an AGV taking task after handling the taking task of an ECT.
• The DCRC handles an ECT taking task after handling the taking task of an AGV.
• The DCRC continuously handles two taking tasks of ECTs.

From the above description, the sequence of operations and target container position
for unloading containers, as well as the target container position and reach time for the
ECT, are known. However, the DCRC’s subsequent operation and which AGV will go
to which QC to operate which container are unknown. Scheduling the AGVs to do the
different container tasks and the DCRCs to handle the right tasks at the right time so that
the total running time of all the DCRCs is as short as possible will make the U-shaped ACT
more efficient. Consequently, we propose a fine-grained collaborative scheduling model
for multiple devices that considers the entry of ECTs into the yard.
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3.2. Assumptions

(1) All the containers discussed are 40-foot standard containers.
(2) The arrival time of the ECT, the target position of the unloading containers, and the

position of the loading containers are known.
(3) The motion of the DCRC is based on the Chebyshev’s motion without considering the

interference between them.
(4) The AGVs, ECTs and DCRCs can work on only one task simultaneously.
(5) The problem of container turnover is not considered.
(6) The traveling speeds of the AGV and the ECT and the moving speeds of the DCRC

gantry and spreader are fixed values.
(7) The time for the spreader to travel vertically between the top and bottom of the block

is a fixed value.
(8) The operation time of the AGVs under the QC, the time required for the spreader to

grasp the container from the AGVs and ECTs, and the time of the spreader putting at
the target position are not counted.

3.3. Notations

(1) Parameters

W Set of ECT tasks, indexed by w ∈ (1, 2, 3, · · · , W)
A Set of AGV tasks, indexed by a ∈ (1, 2, 3, · · · , A)
AL Set of AGV taking tasks, indexed by ALi ∈ (1, 2, 3, · · · , AL)
WL Set of ECT taking tasks, indexed by WLi ∈ (1, 2, 3, · · · , WL)
I Set of AGVs, indexed by i ∈ (1, 2, 3, · · · , I)
C Set of blocks in yards, indexed by c, d ∈ (1, 2, 3, · · · , C)
E Set of bays in a block, indexed by e, s ∈ (1, 2, 3, · · · , E)
F Set of rows in a block, indexed by f , z ∈ (1, 2, 3, · · · , F)
cA Set of tasks in the block c, indexed by cp, cq ∈

(
c1, c2, c3, · · · , cA

)
ecq Bay number of the qth task in block c
fcq Row number of the qth task in block c
v1 Speed of the AGV
v2 Speed of the DCRC’s spreader
v3 Speed of the DCRC’s gantry
M A very large positive number
J Length of a block
K Width of a block
BL Length of a bay
EW Length of a row
TQc Time matrix of AGVs traveling between the QC and block c
Tcd Time matrix of AGVs traveling between the block c and block d
Twc Arrival time of the wth ECT in block c
TT Time required for DCRC’s spreader to travel vertically

(2) Decision variables

ticq
1 The moment when the AGV receives the qth task of block c at the QC

ticq
2 The moment when the AGV transports the qth task of block c to the end of the block

ticq
3 The moment when the AGV arrives at the designated bay of the qth task of block c

ticq

end The moment when the AGV finishes the qth task in block c
tdcq

1 The moment when the spreader moves across to the edge of the block
tdcq

2 The moment the spreader drops to the vehicle interaction position
tdcq

3 The moment the spreader moves up to the edge of the block
tdcq

4 The moment the spreader moves across to the target position
tdcq

end The moment when the DCRC finish the qth task in block c
tidcq

inter The moment of interaction of the AGV with the spreader for the qth task in block c
λcq When the qth task of block c is an AGV task λcq = 1, otherwise λcq = 0
πcq When the qth task of block c is a putting task πcq = 1, otherwise πcq = 0
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θ
cq

dp

When the AGV finishes processing the qth putting task in block c and goes to
process the qth taking task in block d, θ

cq

dp
= 1; otherwise, θ

cq

dp
= 0

∂
cq

dp

When the AGV finishes processing the qth taking task in block c and goes to process
the qth putting task in block d, ∂

cq

dp
= 1; otherwise, ∂

cq

dp
= 0

ε
cpq

i
When the AGV i operates the qth putting task in block c and then continues to
operate the qth taking task in this block, ε

cpq

i = 1;; otherwise, ε
cpq

i = 0

σ
i
cq

When AGV i performs the task of the qth container in block c, σ
i
cq = 1; otherwise,

σ
i
cq = 0

φ
ecq , fcq
ALi

When the task in block c of bay b, row r is the ith taking task of AGV, φ
ecq , fcq
ALi

= 1;

otherwise, φ
ecq , fcq
ALi

= 0

Ω
ecq , fcq
WLi

When the task in block c of bay b, row r is the ith taking task of ECT, Ω
ecq , fcq
WLi

= 1;

otherwise, Ω
ecq , fcq
WLi

= 0.

3.4. Model

To solve the collaborative scheduling problem of DCRCs and AGVs, this paper pro-
poses a mixed-integer programming model with the goal of achieving the minimum total
running time for all DCRCs.

Z = ∑
cq∈cA ,c∈C

max
{

t
cq
end

}
(1)

Equation (1) is the objective function that minimizes the sum of the total occupied
time of all DCRCs.

∑
c,d∈C

∑
cq ∈ cA

dp ∈ d

θ
cq
dp

= 1 ∀i ∈ I (2)

∑
c,d∈C

∑
cq ∈ c

dp ∈ d

∂
cq
dp

= 1 ∀i ∈ I (3)

∑
c∈C

∑
cq∈cA

σ
i
cq = 1 ∀i ∈ I (4)

∑
i∈I

σ
i
cq = 1 ∀c ∈ C, cq ∈ cA (5)

∑
c∈C

∑
cq∈cA

φ
ecq , fcq
ALi

= 1 ∀ALi ∈ AL (6)

∑
c∈C

∑
cq∈cA

Ω
ecq , fcq
WLi

= 1 ∀WLi ∈WL (7)

Constraints (2)–(7) ensure the uniqueness of the task for the AGV. Constraint (2) pro-
vides for the AGV performing a taking task after completing a putting task. Constraint (3)
requires that the AGV performs a putting task after completing a taking task. Constraints (2)
and (3) guarantee the integrity of the loading and unloading processes. Constraint (4) as-
sures that each task is operated by one and only one AGV. Constraint (5) ensures that
each AGV handles only one task simultaneously. Constraint (6) guarantees that each AGV
taking task has a unique taking sequence corresponding to it. Constraint (7) assures that
each ECT taking task has a unique taking sequence corresponding to it.

ti
cq
1 + TQc − ti

cq
2 +

(
1− πcq

)
·M ≤ 0

∀c ∈ C, cq ∈ cA
∀i ∈ I

(8)
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ti
cq
2 +

BL · ecq

v1
− ti

cq
3 +

(
1− πcq

)
·M ≤ 0

∀c ∈ C, cq ∈ cA
∀i ∈ I

(9)

ti
cq
end +

(
ecq − ecp

)
· BL

v1
− ti

cq
3 + πcp ·M +

(
1− ε

cpq
i

)
·M ≤ 0

∀c ∈ C, cq, cp ∈ cA
∀i ∈ I

(10)

ti
cq
end +

J + Tcd + ecq · BL
v1

− ti
dp
3 + πdp ·M + εcpq ·M ≤ 0

∀c, d ∈ C, cq ∈ cA
∀dp ∈ dA, i ∈ I

(11)

Constraints (8)–(11) represent the time relationship at the horizontal transport link
when the AGV releases the putting task. Constraint (8) indicates the relationship between
the moment when the AGV receives the qth task from QC to the front end of block c.
Constraint (9) represents the moment the AGV transports the qth task of block c to the front
of the block, concerning the moment the task is delivered to the target bay e. Constraints (10)
and (11) indicate the relationship between the moment the AGV completes the previous
putting task and the moment it starts the next taking task. Constraint (10) represents the
time relationship between the AGV going to the same block to take the container after it has
completed the putting task. Constraint (11) represents the time relationship between the
AGV going to a different block to take a container after it has completed the putting task.

tid
cq
inter +

BL · ecq

v1
− ti

cq
2 +

(
1− πcq

)
·M ≤ 0

∀c ∈ C, i ∈ I
∀cq ∈ cA

(12)

ti
cq
3 + TQc − ti

cq
1 +

(
1− πcq

)
·M ≤ 0

∀c ∈ C, i ∈ I
∀cq ∈ cA

(13)

ti
cq
1 − ti

cq
end = 0

∀c ∈ C, i ∈ I
∀cq ∈ cA

(14)

ti
cq
end +

(
1− πcq

)
·M− ti

dp
1 ·
(

πdp − 1
)
≤ 0

∀c, d ∈ C, i ∈ I
∀cq ∈ cA, dp ∈ dA

(15)

Constraints (12)–(14) indicate the time relationship between the horizontal transport
links when the AGV performs the taking task. Constraint (12) indicates the time relationship
in which the AGV runs the qth task of block c from the block bay position to the front of
the block. Constraint (13) means the relationship between the moment when the AGV runs
the qth task of block c from the front of the block to the QC. Constraint (14) describes the
moment at which the AGV has completed its operation, when it reaches the QC with the
qth task of block c loading onto the vessel. Constraint (15) concerns the time relationship
between when the AGV completes the qth taking task in the previous block e and when it
starts the pth putting task in block d.

td
cq−1
end + max

 BL·
∣∣∣ecq−ecq−1

∣∣∣
v2

,
EW· fcq−1·λctq+

(
K−EW·ecq−1

)
·(1−λctq)

v3

− td
cq
1

 · πcq−1 · πcq ≤ 0
∀c ∈ C,
∀cq−1, cq ∈ cA

(16)

(
td

cq
1 + TT − td

cq
2

)
· πcq−1 · πcq ≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(17)

[
tid

cq
inter −max

(
ti

cq
3 · λcq , Twc ·

(
1− λcq

)
, td

cq
2

)]
· πcq−1 · πcq = 0

∀c ∈ C
∀i ∈ I, w ∈W
∀cq−1, cq ∈ cA

(18)

(
ti

cq
end − tid

cq
inter

)
· λcq · πcq−1 · πcq = 0

∀c ∈ C, i ∈ I
∀cq−1, cq ∈ cA

(19)

(
tid

cq
inter + TT − td

cq
3

)
· πcq−1 · πcq ≤ 0

∀c ∈ C, i ∈ I
∀cq−1, cq ∈ cA

(20)
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td
ctq
3 +

EW · fcq · λcq +
(

K− EW · fcq

)
·
(

1− λcq

)
v3

− td
cq
4

 · πcq−1 · πcq ≤ 0
∀c ∈ C,
∀cq−1, cq ∈ cA

(21)

(
td

cq
end − td

cq
4

)
· πcq−1 · πcq = 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(22)

Constraints (16)–(22) indicate the time relationship when the DCRC is operating in
“PP” mode. Constraint (16) represents the time relationship between the end of the previous
putting task of the DCRC and the spreader moving across to the edge of the block where the
current putting task is positioned. Constraint (17) describes the time taken for the spreader
to descend from above the block to the interaction point. Constraint (18) shows that the
moment of interaction is the maximum of the moment when the spreader drops to the
interaction point and the arrival time of the AGV or the ECT. Constraint (19) states that the
DCRC and the AGV will interact when the AGV has finished its block delivery putting task.
Constraint (20) means the moment when the spreader returns to the edge of the block after
lifting the container. Constraint (21) represents the time relationship between the spreader
running from the edge of the block on both sides to the specified stack. Constraint (22)
means the moment when the DCRC has completed the current putting task.

td
cq−1
end + max

BL ·
∣∣∣ecq − ecq−1

∣∣∣
v2

,
EW ·

∣∣∣ fcq − fcq−1

∣∣∣
v3

− td
cq
4 · πcq−1 ·

(
1− πcq

)
≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(23)

td
ctq
4 +

BL · fcq · λcq +
(

K− BL · fcq

)
·
(

1− λcq

)
v3

− td
ctq
1

 · πcq−1 ·
(

1− πcq

)
≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(24)

(
td

cq
1 + TT − td

cq
2

)
· πcq−1 ·

(
1− πcq

)
≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(25)

tid
cq
inter −max

(
td

cq
2 , Twc

)
· λcq · πcq−1 ·

(
1− πcq

)
= 0

∀c ∈ C
∀i ∈ I, w ∈W
∀cq−1, cq ∈ cA

(26)

td
cq
end −max

(
td

cq
2 , Twc

)
· πcq−1 ·

(
1− πcq

)
= 0

∀c ∈ C
∀i ∈ I, w ∈W
∀cq−1, cq ∈ cA

(27)

Constraints (23)–(27) indicate the time relationship when the DCRC is operating in
“PT” mode. Constraint (23) represents the time relationship between the previous putting
task ending and the spreader reaching the position of the current taking task. Constraint (24)
represents the time relationship between the spreader picking up the putting task and
moving across to the edge of the block where the vehicle is positioned. Constraint (25)
represents the moment when the spreader reaches the edge of the block and drops down to
the AGV or the ECT interaction position. Constraint (26) indicates that if the task is an AGV
taking task, the moment of interaction between the AGV and the DCRC is the maximum
of the moment when the spreader drops to the point of interaction with the AGV and the
moment of arrival of the AGV. Constraint (27) indicates that the end of the taking task of
the AGV/ECT and the DCRC is the maximum of the moment when the spreader reaches
the point of interaction and the moment of arrival of the AGV or the ECT.

td
cq−1
end + TT − td

cq
3 ·
(

1− πcq−1

)
· πcq ≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(28)
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td
cq
3 + max

EW ·
∣∣∣ecq − ecq−1

∣∣∣
v2

,
K
v3
·
∣∣∣λcq−1 − λcq

∣∣∣
− td

cq
1

 · (1− πcq−1

)
· πcq ≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(29)

(
td

cq
1 + TT − td

cq
2

)
·
(

1− πcq−1

)
· πcq ≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(30)

[
tid

cq
inter −max

(
ti

cq
3 · λcq , Twc ·

(
1− λcq

)
, td

cq
2

)]
·
(

1− πcq−1

)
· πcq = 0

∀c ∈ C
∀i ∈ I, w ∈W
∀cq−1, cq ∈ cA

(31)

(
ti

cq
end − tid

cq
inter

)
· λcq ·

(
1− πcq−1

)
· πcq = 0

∀c ∈ C, i ∈ I
∀cq−1, cq ∈ cA

(32)

(
tid

cq
inter + TT − td

cq
3

)
·
(

1− πcq−1

)
· πcq ≤ 0

∀c ∈ C, i ∈ I
∀cq−1, cq ∈ cA

(33)

td
ctq
3 +

EW · fcq · λcq +
(

K− EW · fcq

)
·
(

1− λcq

)
v3

− td
cq
4

 · (1− πcq−1

)
· πcq ≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(34)

(
td

cq
end − td

cq
4

)
·
(

1− πcq−1

)
· πcq = 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(35)

Constraints (28)–(35) indicate the time relationship when the DCRC is operating in
“TP” mode. Constraint (28) means the moment the spreader is lifted above the block after
completing the previous putting task. Constraint (29) indicates the time relationship after
the spreader has been lifted and the spreader reaches the corresponding bay at the next
task’s block side. Constraint (30) represents the time relationship between the spreader
leaving the block’s edge and interacting with the vehicle. Constraint (31) indicates that the
interaction time is the maximum of the moment when the spreader sags to the interaction
point and the arrival time of the AGV or the ECT. Constraint (32) indicates that, if the task
is an AGV putting task, the moment of interaction between the DCRC and the AGV is
when the AGV discharge task is completed. Constraint (33) represents the moment when
the spreader returns to the edge of the block after picking up the container. Constraint (34)
represents the time relationship when the spreader runs from the edges on the sides of the
block to the designated stack. Constraint (35) indicates the moment when the DCRC has
completed its putting task.(

td
cq−1
end + TT − td

cq
3

)
·
(

1− πcq−1

)
·
(

1− πcq

)
≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(36)

td
cq
3 + max

 BL·
∣∣∣ecq−ecq−1

∣∣∣
v2

,
EW· fcq ·λcq−1+(K−EW· fcq)·

(
1−λcq−1

)
v3

−
td

ctq
4 ·

(
1− πcq−1

)
·
(

1− πcq

)
≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(37)

td
cq
4 +

EW · fcq · λcq +
(

K− EW · fcq

)
·
(

1− λcq

)
v3

− td
cq
1

 · (1− πcq−1

)
·
(

1− πcq

)
≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(38)

(
td

cq
1 + TT − td

cq
2

)
·
(

1− πcq−1

)
·
(

1− πcq

)
≤ 0

∀c ∈ C,
∀cq−1, cq ∈ cA

(39)
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tid
cq
inter −max

(
td

cq
2 , Twc

)
· λcq ·

(
1− πcq−1

)
·
(

1− πcq

)
= 0

∀c ∈ C
∀i ∈ I, w ∈W
∀cq−1, cq ∈ cA

(40)

td
ctq
end −max

(
td

cq
2 , Twc

)
·
(

1− πcq−1

)
·
(

1− πcq

)
= 0

∀c ∈ C, w ∈W
∀cq−1, cq ∈ cA

(41)

Constraints (36)–(41) indicate the time relationship when the DCRC is operating in
“TT” mode. Constraint (36) represents the relationship between the moment when the
previous taking task ends and the moment when the spreader moves up to the edge of the
block. Constraint (37) represents the time relationship between the arrival of the spreader
from the edge of the block of the previous taking task to the container position to be taken.
Constraint (38) represents the time relationship between the moment when the spreader
takes the taking task to be lifted and the moment when it moves across to the edge of the
block for the taking task to be lifted. Constraint (39) shows when the spreader reaches the
edge of the block and when it drops down to the position where the vehicle can interact
with it. Constraint (40) indicates that, if the task is an AGV taking task, this interaction
moment is the maximum of the moment when the spreader is dropped at the interaction
point of the AGV and the arrival moment of the AGV. Constraint (41) represents that the
greater time between when the spreader drops to the point of interaction and the time of
arrival of the AGV/ECT is the end time of the DCRC task.

ti
cq
1 , ti

cq
2 , ti

cq
3 , ti

cq
end, td

cq
1 , td

cq
2 , td

cq
3 , td

cq
4 , td

cq
end, tid

cq
inter ≥ 0 ∀c ∈ C, cq ∈ cA (42)

Constraint (42) defines the range of parameters of the decision variables.

4. Proposed Algorithm

As the logic of the model studied in this paper is more complex and there are many
optional loading and unloading points, the chosen algorithm needs to be practical. Genetic
algorithms (GA) have good global search capabilities and excellent robustness, and several
scholars have verified the reliability of GA for equipment scheduling problems [36,44,45].

Because each bay of the block in the U-shaped scheme can perform loading and
unloading tasks, the available optional point is dozens of times that of the end operation
scheme. To better fit the actual operation of the port, the refined collaborative scheduling
model of the U-shaped ACT in the loading and unloading process established in this
paper considers more operation modes and more complex logical relationships. This
paper proposes the adaptive co-evolutionary genetic algorithm (ACGA) to solve the model
better. The ACGA uses the idea of two-population coevolution to improve population
diversity, and improves the convergence speed of the algorithm through adaptive dynamic
adjustment of parameters. This paper uses two rules as stop criteria to ensure reasonable
calculation time and accuracy of results: when the optimal fitness value (OFV) remains
unchanged for several generations or the number of iterations reaches the maximum
algebra, the algorithm stops. The flow of the ACGA is shown in Figure 4.

4.1. Chromosome Coding

The algorithm uses an integer coding approach where one chromosome represents
the sequence of operations for a set of AGVs, i.e., a candidate solution. In the above
hypothetical model, the target container position and sequence of operations for each
container are known, and the ECT’s type of operation and arrival time are known. The
order in which AGV will serve the QC and the type of task for the next DCRC operation are
unknown. The task sequence of the AGVs is scheduled to determine the type of operation
of the DCRC in conjunction with the arrival time of the ECTs.

To distinguish between the AGV task, the ECT task, and the DCRC task, this paper
is coded with a multi-layer chromosome in the form of a task assignment. The initial
chromosome is shown in Figure 5. It is assumed that there are two DCRCs and four AGVs.
Eight AGV-putting tasks are denoted by the numbers 0–7. Eight AGV-taking tasks are
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denoted by the numbers 8–15. Four ECT-putting tasks are denoted by the numbers 16–19.
Four ECT-taking tasks are denoted by the numbers 20–23. All odd-numbered tasks are
those of DCRC 1, and even-numbered tasks are those of DCRC 2. The green, purple, orange,
and grey genes indicate the tasks of AGV 1, AGV 2, AGV 3, and AGV 4, respectively.
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As shown in Figure 5, the first chromosome layer is for AGV-putting tasks. The second
chromosome layer is for AGV-taking tasks. Since the AGV always performs a putting task
and then goes to a taking task, the second chromosome layer is inserted sequentially after
the genes in the first chromosome layer. The third chromosome layer is for ECT tasks. The
position in the chromosome of the ECT task at the corresponding position in the third layer
is indicated by the fourth layer of chromosomes. The final obtained initial chromosome
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corresponds to the sequence of jobs, as shown in Figure 6. The task assignments of the
AGV and DCRC for this chromosome are shown in Figure 7.
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4.2. Coevolution

Coevolution was first proposed by Ehrlich and Raven. In this process, different
populations have different evolutionary goals, and they can complement each other with
information, have strong global search ability, and overcome the phenomenon of a single
population and premature convergence in the later stage of the GA [46–48].

The first illustration of the degree of variation in the task order is given by assuming
that there are V AGVs and Y containers. A population has X task orders, and the degree of
variation between task orders xb and xm is:

Q =
1
Y

Y

∑
y=1

λ i f

{
xb

y = xm
y , λ = 0

xb
y 6= xm

y , λ = 1
, xb

y, xm
y ∈ V (43)

xb
y denotes the yth task sequence number of task sequence b, resulting in the shortest

total running time of the current DCRCs. xm
y is the yth task sequence number of the mth

task sequence. The larger the value of Q, the greater the degree of difference between the
total running time of the DCRC represented by that task sequence and the current shortest
total running time.

After generating the initial task order population, as coded above, this task order
population is divided into a sprint population and a supplementary population. The
objective function for the sprint population is Z = ∑

a∈A
∑

w∈W
min(Z1 + Z2), i.e., the shortest

running time for all DCRCs, to guide the population to converge as soon as possible.
The objective function of the supplementary population is Q ∗ Z, which aims to maintain
population diversity, complement the primary population, and avoid premature maturation
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of the algorithm. When the two task sequential populations have completed the crossover
and variation operations, respectively, they are ranked by the shortest operation time
of the respective task populations. The top 2/3 of the sprint population and the top
1/3 of the complementary population are selected from lowest to highest to form a new
task population. The two populations are independent of each other and can be made
computationally more efficient by using parallel computing methods during the calculation.

4.3. Adaptive Crossover and Mutation

The probability of changing the order of tasks determines the richness of the task
population. By adaptively changing the probability of crossover and mutation, faster and
more accurate convergence to the shortest total running time of a DCRC can be achieved.
For example, the probability of crossover and mutation becomes larger when the degree of
variation in the minimum total running time of the task order in the task population is low.
When the degree of variation is high, the probability of crossover and mutation is low. The
adaptive probability adjustment expression for crossover and variation is:

i f arcsin
(

fave

fmax

)
< π/6


Pc = k1

arcsin
(

fave
fmax

)
π/2

Pm = k2

(
1−

arcsin
(

fave
fmax

)
π/2

)
(44)

i f arcsin
(

fave

fmax

)
≥ π/6


Pc = k1

(
1−

arcsin
(

fave
fmax

)
π/2

)
Pm = k2

arcsin
(

fave
fmax

)
π/2

(45)

pc and pm are the crossover probability and mutation probability; k1 and k2 are random
numbers between [0, 1]; and fmax and favg are the maximum and average values of the
DCRC’s shortest operating times in the task population, respectively.

4.3.1. Cross the Task Sequence

The crossover means that the parent task order to be crossed is selected according
to the crossover probability. The crossover probabilities for each layer are obtained by
adaptive adjustment. A partial crossover is applied to the selected task order. Two crossover
points are randomly selected for each chromosome layer, which form a crossover fragment
and are crossed in the same layer. The crossover process is shown in Figure 8.
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4.3.2. Mutate the Task Sequence

The mutation means that the parent task order to be crossed is selected according
to the mutation probability. The mutation probabilities for each stratum are obtained by
adaptive adjustment. One to three layers of chromosomes were randomly selected for one
task, and the fourth layers of chromosomes were randomly selected for two tasks. The
selected tasks were all mutated within the allowed range. The mutation process is shown
in Figure 9.
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4.4. Repair the Task Sequence

As the new task sequence obtained after crossover or mutation may have duplicated
or missing tasks, the repair operation checks the sequence of tasks obtained after crossover
and mutation, eliminating duplicate tasks and completing missing tasks. The repair process
is shown in Figure 10.
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5. Simulation Experiments and Analysis

This chapter first compares the proposed ACGA algorithm with the adaptive genetic
algorithms (AGA) [49] and the GA [36] through a small-scale arithmetic example to demon-
strate the correctness and practicality of the AA algorithm for solving the present model.
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Secondly, a sensitivity analysis of the critical factors of the problem is carried out in solving
the large-scale arithmetic case to investigate the reasonable allocation of the amount of
equipment under the U-shaped ACT.

5.1. Parameter Settings

(1) Define 4–500 container tasks as small-scale problems and problems above 500 contain-
ers as large-scale problems.

(2) The number of QCs is one to three, the number of AGVs is two to fifty, the number
of blocks is two to ten, and the number of ECTs reaches twenty every hour and the
arrival times obey a uniform distribution.

(3) The block and position to be taken or put and the operation type of the ECT are all
randomly generated.

(4) Through multiple experiments by controlling variables, in this paper the maximum
number of iterations is set to 20–800 (depending on the number of tasks), the popula-
tion size is 80, and the initial probabilities of crossover and mutation are set to 0.7 and
0.3, respectively.

(5) The experiments are implemented in MATLAB 2016a, and all simulations are per-
formed on a computer with Intel Core TM i5 CPU 2.1 GHz and 64 GB RAM under a
Windows operating system.

(6) In the U-shaped ACT, the width of the horizontal transport area is 80 m. There are
99 bays and nine rows in a block. The containers are 12 m long and 2.5 m wide. The
DCRC’s gantry and spreader move at a speed of 1 m/s, and the AGV travels at 4m/s.
The specific parameters of the ACT are shown in Table 1.

Table 1. ACT parameters.

Parameters Numerical Values

Width of horizontal transportation area 80 m
Bay number in block 80
Row number in block 9

Container length 12 m
Container width 2.5 m

Moving speed of DCRC gantry 1 m/s
Moving speed of DCRC spreader 1 m/s

Driving speed of AGV 4 m/s

5.2. Results and Algorithm Comparison for Small-Sized Problems

This section examines the feasibility of the model and algorithm in small-scale experi-
ments. Different example sizes are compared, and the performance of the proposed ACGA
is analyzed in terms of the OFV, i.e., the total running time of all DCRCs and the required
computation time (CPUT).

Table 2 records the results of the ACGA, GA, and AGA for the case of one QC,
varying the number of containers from 20 to 50 and the number of AGVs from two to ten,
respectively. Where “Containers” indicate the number of containers at the QC for each test,
“AGVs/DCRCs” indicates the number of AGVs and DCRCs used, “CPUT(s)” indicates
the time taken for the calculation, and “OFV(s)” indicates the shortest running time of
the DCRC for each calculation. The experimental results in Table 2 show that, in terms
of CPUT, all three algorithms increase as the problem size increases. The ACGA takes
slightly more time than the AGA and is significantly better than the GA. When there were
50 container tasks, the difference between the ACGA and the AGA was about 5%, and
the performance improvement with the GA was about 12%. In terms of minimum total
running time, the GA, the AGA and the ACGA increase with the number of containers.
However, the advantage of the ACGA is demonstrated. The minimum total runtime with
the ACGA improves by approximately 15% compared to the GA and the AGA.
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Table 2. Comparison table of small-scale problems.

No. Containers AGVs/DCRCs
ACGA AGA GA

CPUT (s) OFV (s) CPUT (s) OFV (s)
Gap Rate (%) CPUT

(s) OFV (s)
Gap Rate (%)

CPUT OFV CPUT OFV

1 20 2/2 1.28 1129 1.27 1287 −0.72 12.28 1.29 1343 0.78 15.96
2 20 2/4 1.58 2918 1.57 3383 −0.60 13.75 1.54 3502 −2.60 16.66
3 20 4/2 1.69 1031 1.66 1199 −1.59 13.99 1.73 1316 2.31 21.67
4 30 5/5 2.35 4698 2.27 5623 −3.55 16.45 2.49 5546 5.62 15.30
5 30 10/5 2.63 4204 2.51 5047 −4.70 16.70 2.69 5206 5.73 19.25
6 30 2/2 1.74 2025 1.68 2376 −3.47 14.78 1.9 2433 8.42 16.75
7 40 4/2 2.13 3305 2.04 3942 −4.20 16.16 2.36 3836 9.75 13.85
8 40 4/4 2.74 5246 2.62 6317 −4.44 16.95 3.11 6347 11.90 17.35
9 50 8/6 3.49 9315 3.32 10,969 −5.18 15.08 3.88 11,115 10.05 16.19
10 50 9/5 2.90 7324 2.75 8658 −5.27 15.41 3.31 8795 12.39 16.70

Figure 11 shows the convergence effect of Example 10. The blue line shows the
convergence curve of the GA, the green line shows the convergence curve of the AGA,
and the orange line shows the convergence curve of the ACGA. As can be seen from the
graph, the ACGA and the AGA converge at around 50 generations, both converging faster
than the GA, at around 70 generations. At the same time, the ACGA has a significantly
lower DCRC total running time and better solution results. The experimental results show
that the ACGA can find near-optimal solutions in a short time and has better global search
capability. Therefore, the ACGA is used next in solving large-scale algorithms.
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5.3. Results and Analysis for Large-Sized Problems

This section examines the impact of different equipment ratios on a large-scale task.
Tables 3–5 record the results of varying the number of AGVs from five to fifty and the
number of DCRCs from two to ten when using one, two, and three QCs, respectively.
Figures 12–17 are all plotted from the data in Tables 3–5.
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Table 3. Calculation example of 1 QC.

DCRCs-
AGVs OFV(s) CPUT(s) DCRCs-

AGVs OFV(s) CPUT(s) DCRCs-
AGVs OFV(s) CPUT(s) DCRCs-

AGVs OFV(s) CPUT(s) DCRCs-
AGVs OFV(s) CPUT(s)

2–5 81,437 10.61 3–45 77,369 17.76 5–35 83,845 18.88 7–25 98,135 22.45 9–15 117,514 22.86
2–10 70,641 14.08 3–50 77,372 18.98 5–40 84,128 19.18 7–30 94,163 24.08 9–20 113,673 23.37
2–15 71,087 15.31 4–5 89,359 14.08 5–45 84,088 19.59 7–35 90,694 24.59 9–25 108,831 24.49
2–20 71,196 16.84 4–10 85,068 14.18 5–50 84,019 20.92 7–40 91,394 24.69 9–30 105,287 27.35
2–25 70,967 15.51 4–15 81,336 15.20 6–5 102,691 20.20 7–45 91,215 25.71 9–35 104,370 29.08
2–30 71,095 16.53 4–20 79,421 16.12 6–10 99,994 21.43 7–50 91,271 27.14 9–40 101,227 29.18
2–35 70,959 17.24 4–25 79,772 13.47 6–15 96,735 19.90 8–5 115,317 20.51 9–45 98,227 30.10
2–40 71,173 17.86 4–30 79,922 15.71 6–20 93,679 21.02 8–10 111,492 22.65 9–50 98,800 31.12
2–45 70,193 17.45 4–35 79,944 15.61 6–25 90,243 21.53 8–15 108,638 24.29 10–5 129,741 25.10
2–50 71,400 18.37 4–40 80,160 17.45 6–30 87,068 24.18 8–20 106,512 23.57 10–10 126,531 28.37
3–5 84,375 13.16 4–45 80,827 18.57 6–35 87,141 22.45 8–25 103,965 24.18 10–15 123,334 29.69
3–10 80,296 14.18 4–50 80,172 19.59 6–40 87,155 22.04 8–30 99,803 26.43 10–20 120,691 26.94
3–15 76,367 13.57 5–5 98,897 20.31 6–45 87,927 22.65 8–35 97,010 25.41 10–25 117,998 30.31
3–20 77,177 15.00 5–10 95,671 19.08 6–50 88,119 23.47 8–40 94,945 25.10 10–30 115,575 25.82
3–25 77,293 13.57 5–15 90,630 21.73 7–5 112,536 20.31 8–45 94,976 26.63 10–35 111,534 28.88
3–30 77,331 16.12 5–20 87,074 18.27 7–10 109,049 20.31 8–50 94,862 29.29 10–40 107,767 28.57
3–35 76,464 16.73 5–25 83,949 17.86 7–15 105,849 24.49 9–5 122,217 21.02 10–45 104,866 29.39
3–40 76,553 17.24 5–30 84,268 18.27 7–20 101,038 23.06 9–10 120,147 21.94 10–50 101,849 30.20

Table 4. Calculation example of 2 QCs.

DCRCs-
AGVs OFV(s) CPUT(s) DCRCs-

AGVs OFV(s) CPUT(s) DCRCs-
AGVs OFV(s) CPUT(s) DCRCs-

AGVs OFV(s) CPUT(s) DCRCs-
AGVs OFV(s) CPUT(s)

2–5 77,897 12.37 3–45 57,782 20.39 5–35 51,217 20.26 7–25 68,291 20.26 9–15 96,756 24.08
2–10 61,974 13.03 3–50 57,571 21.58 5–40 51,862 19.74 7–30 65,047 20.00 9–20 94,556 26.84
2–15 62,381 13.82 4–5 72,956 13.95 5–45 51,668 20.79 7–35 62,878 21.84 9–25 90,110 28.42
2–20 62,308 12.89 4–10 66,817 13.95 5–50 51,448 21.05 7–40 62,915 23.03 9–30 87,274 29.21
2–25 62,543 14.08 4–15 58,604 15.53 6–5 62,632 17.11 7–45 62,505 24.87 9–35 83,224 30.26
2–30 61,981 15.13 4–20 50,990 14.21 6–10 60,355 18.95 7–50 61,760 25.79 9–40 80,114 30.39
2–35 62,357 14.21 4–25 51,098 15.00 6–15 59,435 19.61 8–5 99,272 21.45 9–45 76,563 31.97
2–40 63,049 15.00 4–30 50,629 13.95 6–20 57,463 19.61 8–10 96,875 23.16 9–50 76,901 33.42
2–45 62,654 15.79 4–35 50,321 16.71 6–25 56,849 18.16 8–15 92,156 23.16 10–5 117,498 24.08
2–50 62,688 16.58 4–40 50,574 16.32 6–30 55,626 19.61 8–20 89,666 25.66 10–10 113,019 26.18
3–5 73,847 13.55 4–45 50,639 17.89 6–35 56,032 19.87 8–25 83,810 24.21 10–15 108,703 27.24
3–10 63,594 13.82 4–50 51,760 19.08 6–40 56,039 20.13 8–30 79,476 26.32 10–20 105,409 28.16
3–15 57,578 13.03 5–5 61,748 16.58 6–45 55,792 21.32 8–35 74,576 27.63 10–25 102,564 29.47
3–20 58,102 14.21 5–10 58,475 16.84 6–50 55,909 22.63 8–40 70,128 28.29 10–30 98,156 32.50
3–25 57,743 15.66 5–15 55,784 17.89 7–5 85,278 18.03 8–45 70,641 30.66 10–35 95,838 33.95
3–30 57,673 17.37 5–20 53,014 17.63 7–10 81,612 18.42 8–50 69,849 32.63 10–40 92,097 34.34
3–35 57,898 19.08 5–25 51,355 17.63 7–15 77,056 19.47 9–5 103,102 23.16 10–45 88,525 34.87
3–40 57,602 20.92 5–30 51,971 18.55 7–20 72,028 18.55 9–10 99,831 23.68 10–50 84,330 36.05

Table 5. Calculation example of 3 QCs.

DCRCs-
AGVs OFV(s) CPUT(s) DCRCs-

AGVs OFV(s) CPUT(s) DCRCs-
AGVs OFV(s) CPUT(s) DCRCs-

AGVs OFV(s) CPUT(s) DCRCs-
AGVs OFV(s) CPUT(s)

2–5 58,467 18.57 3–45 51,769 31.53 5–35 40,283 27.76 7–25 47,874 31.23 9–15 70,497 37.36
2–10 54,852 19.80 3–50 52,043 33.67 5–40 40,579 28.98 7–30 44,406 30.88 9–20 67,450 39.93
2–15 54,966 26.33 4–5 56,334 20.61 5–45 40,051 31.53 7–35 42,727 36.20 9–25 63,971 44.37
2–20 54,914 20.92 4–10 54,639 21.53 5–50 41,128 34.69 7–40 43,246 39.04 9–30 59,847 49.51
2–25 54,827 19.08 4–15 50,224 28.88 6–5 49,512 31.33 7–45 43,264 39.75 9–35 56,566 50.40
2–30 54,869 21.94 4–20 46,184 22.76 6–10 45,777 30.51 7–50 42,654 39.31 9–40 52,259 46.41
2–35 54,773 20.92 4–25 46,922 25.10 6–15 41,263 23.78 8–5 69,864 33.19 9–45 49,608 52.35
2–40 54,828 25.00 4–30 47,520 20.00 6–20 39,835 33.78 8–10 65,199 35.30 9–50 49,713 52.00
2–45 54,883 26.73 4–35 46,011 26.12 6–25 38,032 34.59 8–15 63,669 36.11 10–5 79,906 38.65
2–50 54,796 29.18 4–40 45,934 25.41 6–30 37,734 35.92 8–20 61,748 35.94 10–10 77,083 41.42
3–5 57,723 18.67 4–45 46,639 27.65 6–35 37,932 38.57 8–25 57,940 41.88 10–15 74,329 41.74
3–10 53,654 19.90 4–50 46,007 30.82 6–40 38,365 39.29 8–30 53,056 41.17 10–20 71,833 43.76
3–15 51,246 24.29 5–5 50,231 25.41 6–45 37,486 34.08 8–35 50,825 43.48 10–25 68,519 45.54
3–20 51,303 20.31 5–10 48,678 20.71 6–50 37,593 38.27 8–40 47,064 44.19 10–30 64,965 48.87
3–25 51,271 28.78 5–15 44,377 36.53 7–5 62,884 27.60 8–45 47,748 39.75 10–35 60,289 51.80
3–30 50,993 25.61 5–20 41,747 27.55 7–10 59,611 28.66 8–50 47,649 40.46 10–40 58,568 55.05
3–35 51,096 24.80 5–25 39,495 37.96 7–15 55,589 32.83 9–5 75,614 35.47 10–45 54,050 56.22
3–40 51,244 27.45 5–30 40,036 29.29 7–20 51,165 29.90 9–10 72,052 35.76 10–50 51,630 59.09
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Figure 12 is plotted from the CPUT(s) in Tables 3–5. The aim is to analyze the effect of
the number of QCs on the required calculation time. As can be seen from the figure, the
images are divided into three layers corresponding to the computation time using one to
three QCs, respectively. The computation time for the case using one QC is distributed
at the bottom of the image and ranges from 10.61 s to 30.31 s. The computation time for
the case using three QCs is distributed at the top of the graph and ranges from 18.57 s to
59.09 s. This means that the complexity of the case and the computation time increase with
the number of QCs.

Figure 13 is plotted from the OFV(s) in Tables 3–5. The aim is to analyze the effect of
the number of QCs on the total running time of all DCRCs. It can be seen that the image
is divided into three layers according to the number of QCs. The uppermost layer is the
total DCRC running time for one QC, ranging from 70,193 to 129,741 s. The bottom layer
is the total DCRC running time for three QCs, which ranges from 39,495 s to 72,052 s. It
can be concluded that the higher the number of QCs, the lower the total running time of
the DCRC.

Figures 14–16 show the effect of varying the number of DCRCs and AGVs on the
total running time of the DCRC at different numbers of QCs. The horizontal coordinate is
the number of AGVs, and the vertical coordinate is the OFV. Lines with different colors
correspond to the use of different numbers of DCRCs.

Allocating the correct number of DCRCs for the vessels is one of the issues that must
be considered by the terminal staff, which will directly affect the overall operating costs
and efficiency. As shown in Figure 14, the total running time using two DCRCs is located
at the bottom of the diagram when one QC is used. As the number of DCRCs increases,
their total running time gradually increases until it reaches a maximum with 10 DCRCs.
The case of using two QCs is shown in Figure 15. When the number of DCRCs is increased,
the total running time of the DCRCs first decreases—the line corresponding to using four
DCRCs is at the bottom of Figure 15, where the result is optimal. Then, as the number of
DCRCs increases, the total running time of the DCRC increases rather than decreases. The
same situation occurs when using three QCs, as shown in Figure 16. The total running time
of the DCRC first decreases as the number of DCRCs increases, until it reaches a minimum
when six DCRCs are used, and then gradually increases. It is worth noting that the shortest
total running time of the double cantilever rail cranes is achieved when the number of
DCRCs and QCs is 2:1 rather than more.

The AGV is an essential part of the transport chain on the quay. If the number of AGVs
is too small, it cannot meet the working needs of the horizontal transportation of the quay,
and if the number of AGVs is too large, it will cause a problem of wasted resources. As
can be seen from Figures 14–16, the total running time of the DCRC gradually decreases as
the number of AGVs increases, but the two are not exactly positively correlated. When the
number of QCs is fixed, the minimum total running time of the DCRC is always generated
around a specific number of AGVs and then plateaus. For example, when the number
of QCs is one, the shortest total running time of the DCRC is generated around the AGV
number of 10. When the number of QCs is two, the shortest total running time of the DCRC
is generated at around 20 for the AGV. When the number of QCs is three, the shortest total
running time of the DCRC is generated at around 30 for the AGV. It can be seen that the
number of AGVs and QCs should be kept at around 10:1, when the total running time of
the DCRC is the shortest and the number of AGVs required is the least.

Figure 17 shows the optimal scheduling scheme for 500 container tasks using one QC,
ten AGVs, and five DCRCs. The horizontal axis represents the tasks of the AGVs, and the
vertical axis represents the corresponding DCRCs. This figure is a concrete manifestation
of the case study in our paper, which visually demonstrates the tasks of each device and
further proves the feasibility of our model and algorithm.

The above analysis shows that the calculation time required for scheduling increases
with the number of tasks, QCs and DCRCs. The total running time of the DCRC generally
decreases as the number of QCs, DCRCs, and AGVs increases. However, when the number



J. Mar. Sci. Eng. 2023, 11, 605 25 of 27

of QCs is fixed, the number of DCRCs and AGVs is not as high as it could be. When the
number of both reaches a certain level, adding more equipment will not effectively reduce
the total running time of the DCRC but may increase it. According to the above analysis,
we can conclude that, in the U-shaped ACT loading and unloading process, a QC equipped
with two DCRCs and ten AGVs will have a total running time of DCRCs. At the same time,
the impact of the change in the number of QCs and DCRCs on the total running time of
the DCRCs is greater than the impact of the change in the number of AGVs. Therefore,
the allocation of resources for QCs and DCRCs should be considered first in the actual
operation of U-shaped ACTs.

6. Conclusions

To improve the operational efficiency of the U-shaped ACT and to fit its actual opera-
tional characteristics, this paper first optimizes the working process of U-shaped ACTs. In
U-shaped ACTs, the movement of the DCRC during loading and unloading is described
in more detail by grouping the 16 working conditions into four operating modes based
on how the DCRC works. Secondly, to minimize the total running time of all DCRCs, a
refined collaborative dispatching model for AGVs and DCRCs, considering the entry of
ECTs into the yard, was developed based on these four operating modes. This improves
the accuracy of the modeling. The model is then solved using the ACGA to verify the
model’s correctness and the algorithm’s practicality. Finally, experimental simulations were
carried out to derive the optimum ratio of each equipment in different environments. The
results show that, in the U-shaped ACT, the optimal ratio of the QC to the DCRC and the
AGV is 1:2 and 1:10, respectively, where the total running time of DCRCs is the shortest.
Simultaneously, the number of QCs and DCRCs has a more significant impact on terminal
efficiency than the AGVs, and priority should be given to the allocation of both. This
addresses the realities of U-shaped ACTs, and provides a reference for the construction.

However, the problem of multi-device scheduling in U-shaped ACTs is a highly
complex one, and this study still has several shortcomings that need to be addressed in
future research to improve and refine its findings.

Firstly, this study focused solely on efficiency-oriented collaborative scheduling, ne-
glecting to consider energy consumption issues. However, energy consumption plays a vital
role in practical applications, and it is crucial to consider optimizing device collaborative
scheduling to strike a balance between economic and environmental factors.

Secondly, this study did not include the QC, which is another critical device with
complex coupling relationships with AGVs. Future research should, therefore, incorporate
the QC into the scheduling to achieve more comprehensive and refined results.

Thirdly, the mutual interference between multiple YCs has not been thoroughly inves-
tigated, which may significantly affect the overall efficiency of the ACT. As such, this area
should be explored in more depth to achieve more efficient and stable ACT operations.

Furthermore, while this study primarily focuses on scheduling issues, it fails to address
the path planning of AGVs, which is a vital component that requires the comprehensive
consideration of various factors, such as time, distance, vehicle speed, and safety, to achieve
optimal results.

Lastly, the study did not consider the charging issue of AGVs, which is essential in
practical operations. To achieve a long-term and efficient operation of AGVs, the charging
issue should also be considered while optimizing scheduling. It is, therefore, suggested
that future research should include these factors in their modeling efforts to develop more
realistic and effective solutions.
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