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Abstract: Dolphin signals are effective carriers for underwater covert detection and communication.
However, the environmental and cost constraints terribly limit the amount of data available in
dolphin signal datasets are often limited. Meanwhile, due to the low computational power and
resource sensitivity of Unmanned Underwater Vehicles (UUVs), current methods for real-time
generation of dolphin signals with favorable results are still subject to several challenges. To this end,
a Masked AutoEncoder Generative Adversarial Network (MAE-GAN) model is hereby proposed.
First, considering the few-shot condition, the dataset is extended by using data augmentation
techniques. Then, to meet the low arithmetic constraint, a denoising autoencoder with a mask is
used to obtain latent codes through self-supervised learning. These latent codes are then utilized
in Conditional Wasserstein Generative Adversarial Network-Gradient Penalty (CWGAN-GP) to
generate a whistle signal model for the target dataset, fully demonstrating the effectiveness of the
proposed method for enhancing dolphin signal generation in data-limited scenarios. The whistle
signals generated by the MAE-GAN and baseline models are compared with actual dolphin signals,
and the findings indicate that the proposed approach achieves a discriminative score of 0.074, which
is 28.8% higher than that of the current state-of-the-art techniques. Furthermore, it requires only
30.2% of the computational resources of the baseline model. Overall, this paper presents a novel
approach to generating high-quality dolphin signals in data-limited situations, which can also be
deployed on low-resource devices. The proposed MAE-GAN methods provide a promising solution
to address the challenges of limited data and computational power in generating dolphin signals.

Keywords: bionic signal generation; few-shot learning; generative adversarial network; data augmentation

1. Introduction

Unmanned Underwater Vehicles (UUVs) are widely used for various underwater tasks.
Moreover, some tasks require covert operations, such as detection and communication,
making it challenging for UUVs to remain undetected. Dolphin signals, due to their
frequency and duration, are well-suited for these covert tasks [1,2] and are gaining attention
in underwater sonar research. While the academic community has made progress in
detecting [3], classifying [4], and extracting dolphin whistle signals [5] and click signals [6],
practical scientific research faces difficulties in acquiring sufficient underwater samples.
This is attributed to factors such as cost, environmental constraints, and time limitations,
which can result in insufficient sample size or an under-representation of the actual data.
Additionally, covert missions amplify the risk of identification due to the limited number
of samples available, making it crucial to develop methods that can effectively outfit UUVs
under limited data conditions. Such methods can enable UUVs to execute covert tasks
without risking detection, which has significant implications for underwater sonar research.
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There are three main methods of covert underwater communication and detection:
low probability of detection [7] (LPD), low probability of recognition [8] (LPR), and low
probability of interception [9] (LPI). Among these methods, LPD provides the highest
level of secrecy by ensuring that the signal is not detectable, but it conflicts with the key
indicators of communication and detection. Increasing transmission power to improve
distance, reliability, and effectiveness will inevitably expose underwater platforms. LPR,
on the other hand, enables communication or detection signal detection without identifica-
tion. This technology utilizes bionic camouflage to communicate and detect through the
ocean’s inherent biological calls, making it challenging for sonar operators to distinguish
biological noise and detection signals. In addition, LPI facilitates signal detection, which
cannot be accurately deciphered, and is primarily used in the field of underwater acoustic
communication. However, this method also poses the problem of exposing communication
platforms, as well as the lack of marine environment friendliness. In other words, the LPR
signal is a more extensively applicable method for covert underwater communication and
detection, capable of striking a balance between secrecy and practicality.

Realizing the LPR signal relies on biological noise, but it is difficult to collect the signal,
thereby leading to small datasets. Moreover, the continued use of these datasets expands
potential detection and communication exposure. To extract and reconstruct dolphin
signals and obtain new biological signals, modifications can be made during reconstruction.
However, these methods fail to fundamentally solve the small data problem. A simple
solution is to directly expand the number of data samples. Data augmentation is a popular
solution to expanding the number of data samples, commonly used in scenarios featuring
an insufficient amount of data or significant model parameters, particularly in the image
field. However, data augmentation can also be applied to sequencing data generation,
which can be considered a simplified image field data expansion. Ekin D. Cubuk et al. [10]
utilized a search algorithm to seek an optimal image augmentation strategy for a specific
dataset, but this approach was computationally intensive. Regarding RandAugment [11],
the author proposed a random augmentation method, which selected all sub-strategies with
equal probability, and thus made the method more suitable to be migrated to other datasets.
Experiments showed that RandAugment had a good effect, even in the case of training large
models. Cutout and Mixup [12,13] are other data augmentation techniques used in image
classification. The former could simulate the classification scene when the subject was
partially occluded, thereby promoting the model to make full use of more image content to
classify and prevent overfitting, whereas the latter was a simple and easy-to-implement
image aliasing augmentation scheme that achieved favorable good results in both image
classification and target detection. Cutmix [14], a similar approach to Mixup, randomly
cropped an ROI (Range Of Interest) from an image and covered the corresponding area in
the current image. However, not taking into account the actual underwater conditions and
inter-population variation, all these above-described data augmentation methods are not
applicable to small-sample dolphin whistle signal datasets.

Data expansion methods may increase the amount of data and partially integrate data
distribution. However, it is challenging to demonstrate the validity and reliability of the
expanded data, and data expansion methods that incorporate constraints often produce a
limited amount of expanded data. To address this issue, a method known as Generative
Adversarial Network (GAN) [15] has been introduced in the field of deep learning in recent
years, which offers a solution to the challenge of small data and enhances the accuracy and
reliability of LPR signals. In the field of few-shot generation, Yijun Li et al. proposed a tech-
nique called few-shot image generation [16], which aimed to generate more data for a given
domain even when there were only a few training examples available. Kai Li et al. [17]
proposed an Adversarial Feature Hallucination Network (AFHN), a novel framework for
Few-Shot Learning (FSL) based on conditional Wasserstein Generative Adversarial Net-
works (CWGAN). AFHN generated diverse and discriminative features by conditioning a
small number of labeled samples, with two innovative regularizers included to promote
the discriminability and diversity of the synthesized features. Data Augmented Generative
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Adversarial Network (f-DAGAN) proposed by Bharat Subedi et al. [18] was motivated by
a DAGAN that learned data distributions from two real datasets. A dual discriminator
was used to process the generated data as well as the resulting feature space to better
learn the given data. Jiayu Xiao et al. [19] adapted a GAN well-trained on a large-scale
source domain to the target domain with a few samples. Abhishek Sinha et al. proposed
Diffusion-Decoding models with contrastive representations (D2C) [20], a method for
training unconditional Variational AutoEncoders (VAE) for few-shot conditional image
generation. For time-series data generation, Synthetic biomedical Signals GAN used bidi-
rectional grid long short-term memory (BiGridLSTM) as the generator and Convolutional
Neural Networks (CNN) as the discriminator [21]. Different features associated with each
of the different signal types could be captured. Lue Zhang et al. [22] employed deep
WAVEGAN and confirmed its effectiveness in generating realistic dolphin signals from
both time and frequency domains. However, all these methods often require large network
parameters and fail to account for the distance between different dolphin samples; thus,
they are considered unsuitable for limited data and computing resources.

Based on the above-mentioned problems, an improved GAN method, Masked Autoen-
coder Generative Adversarial Network (MAE-GAN), was hereby proposed under limited
data conditions. First, the data augmentation scheme was used to effectively expand the
training set of the original signal. After that, an asymmetric autoencoder based on con-
volution was constructed by using an innovative mask mechanism to achieve an encoder
model with high reconstruction capability, based on which the Conditional Wasserstein
Generative Adversarial Network-Gradient Penalty (CWGAN-GP) learned the latent codes
of MAE to achieve a whistle signal generation model with low computational resource
requirements. The time-frequency contours, t-SNE plots, discriminant scores, and time and
space complexity are subsequently used as the evaluation metrics. Experimental results
showed that the network can generate dolphin signals better on low-power devices. In
addition, this method works efficiently in follow-up tasks such as target recognition, which
is of great significance in solving the problem of insufficient samples and provides new
ideas for some data-driven methods.

In the following sections, the second part describes the signal extraction and synthesis
method, data extension method, and model structure; the third section presents the details
of the experimental setup; the fourth section introduces the experiments and analysis of the
results; and the final section summarizes the experimental results and future perspectives.

2. Theory and Method
2.1. Dolphin Whistle Signal Modeling and Synthesis

To deal with the low signal-to-noise ratio found in collected dolphin sound signals,
the time-frequency spectrum obtained through the Short-Time Fourier Transform (STFT)
is hereby utilized, which enables the signal to be processed and analyzed to produce a
distinct profile of its time-frequency spectrum.

2.1.1. Peak Detection

Assuming a whistle signal represented by s[t] and a sampling rate of 1/T, a sampled
signal s[n] = s[t/T] can be obtained. A time-frequency map can be drawn through STFT,
where the window length is chosen to be point W. It is assumed that the whistle signal is
smooth during the duration of point D. The signal, applied STFT with a window length of
point W, is divided into M data blocks, and each block is assigned a data block number m
to obtain the result Xm[k]. Then, the fundamental frequency can be expressed as follows:

f1(m) = argmax|Xmbkc| (1)

In Formula (1), the data block’s ordinal number is m and the ordinal number of the
result of STFT is k. The fundamental frequency of the mth data block is denoted as f 1(m)
and can be expressed using the peak extraction method.
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Typically, the fundamental frequency of a signal has the strongest energy, with the
energy intensity decreasing as the number of harmonics increases. In real samples, the
energy of the second or third harmonic at certain frequency points may exceed that of
the fundamental frequency signal, resulting in abnormal time-frequency profiles of the
extracted whistle signal. To address this, a judgment condition must be added to the peak
extraction method, which involves obtaining the frequency of e(m) where the maximum
energy occurs in the time-frequency signal, along with the corresponding energy value
e(m)′ at one-half of this frequency. This can be expressed as follows:{

[e(m), index(m)] = max|Xm(K)|
e(m)′ = Xm(index(m)/2)

(2)

In Formula (2), index(m) denotes the sample point value at the frequency correspond-
ing to the maximum energy value e(m) after a Fourier transform, i.e., the sample point
corresponding to the fundamental frequency, and e(m)′ represents the energy value at
index(m)/2.

Furthermore, whether the energy value of e(m) is greater than half of the energy value
at e(m)′ must be determined by a factor of a, and whether the energy value at e(m)′ is
greater than the noise energy must be determined by a factor of b. If both conditions are
simultaneously satisfied, the sampling point corresponding to the fundamental frequency
will be changed to one-half of the frequency. This can be expressed as follows:{

e(m) > ae(m)′

e(m)′ > bN0
(3)

In Formula (3), N0 denotes the energy of the noise, and a and b refer to the coefficients
of the decision.

2.1.2. Fitting

Peak-based extraction of time-frequency contours can result in non-smooth contours
that deviate significantly from the actual time-frequency distribution. Curve fitting is
employed to obtain smooth curves that accurately represent the data obtained from the
method mentioned above while retaining sufficient signal details and smoothness. Thus, a
two-layer fully connected neural network approach is used to accomplish this task. The
fully connected neural network transforms the problem into a regression problem, and the
network structure is depicted in Figure 1.
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Figure 1. Fully connected neural network structure for curve fitting.

2.1.3. Synthesis

The dolphin signal is a frequency-tunable harmonic signal that can be modeled by its
envelope, fundamental frequency, and harmonics. The frequency and amplitude parame-
ters of the whistle signal after STFT are adopted and the sine wave model expressed by the
following formula is used to synthesize the signal.

s[n] =
R

∑
r=1

ar[n] sin(2πφr[n]) (4)
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In Formula (4), R is the harmonic order; ar[n] indicates the amplitude of the nth point
at the rth harmonic; and φr[n] is the phase of the nth point at the rth harmonic.

Therefore, the amplitude and phase of each harmonic in each sampling point of the
signal must be clarified to synthesize the whistle signal. First, the amplitude ar[n] and
phase φr[m] of the nth data block at the rth harmonic of the signal are calculated. Then, the
amplitude ar[n] and phase φr[n] of each sampling point are obtained by interpolation.

1. Energy amplitude conversion: The formula for electrical signal power is E = Um
2

R × t,
where E, Um, R, t denote energy, maximum voltage, resistance, and time, respectively.
Generally, it is considered that the resistivity of the signal circuit is very small, about
1 ohm. Thus, the formula can be written as E = U2

2 × t, where U is the effective
voltage. Therefore, U =

√
2E/t. To improve the signal-to-noise ratio, this paper uses√

2 to amplify the signal. Assuming that the signal is stable within the D data range,
it can be understood from Formula (4) that the energy of the mth data block of the rth
harmonic is er[m], so that each data sampling point becomes ar[mD] = 2

√
er[m]/D.

To obtain the value of each sampling point of the data block, the interpolation method
is used to figure out the amplitude values of the remaining sample points ar[n].

2. Transient frequency phase conversion: The transient frequency represents the rota-
tional speed of the complex plane vector argument, defined as the derivative of the
phase. Hence, the estimate of the phase at each sample point becomes the integral
of the transient frequency, that is, φ[n] = ∑n

i=1 f [i]. As the D points are smooth, it is
possible to use one of these points to represent the entire set of D points and achieve
downsampling. After downsampling, the STFT is performed with a W point window,
and the result is also smooth. Thus, within a certain window in the frequency domain,
a single point can be used to represent the frequency of the whole window. Therefore,
fr [m] = f [mDW], φr[m] is used as the sample point and the interpolation method is
used to obtain the remaining phase values of φr[n] for the reconstruction of φr [n] = φ
[nD]. As shown in Figure 2, the phases from the fundamental to the fifth harmonic are
shown following the order from the bottom to the top.
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Based on the above model, the measured data are reconstructed and the results are
shown in Figure 3.
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2.2. Data Augmentation Scheme

The frequencies of whistle signals of different individual dolphins are not the same,
and there may also be large differences in the communication frequencies between the
different populations. However, the time-frequency contours of the whistle signals of
geographically adjacent dolphin populations are similar, and the sampled small sample
data usually have only a small number of dolphins’ signals, so the whistle signals of
different dolphin signals can be simulated using frequency shifts. The different dolphin
signals can be divided into multiple signals according to the time-frequency contours, and
two types of signals are mainly explored here to achieve the generation of dolphin signals,
so different weights are used for the weighting of the same type of signals. The average
can effectively pull in the distance of different dolphin signals.

1. Frequency shift: Since more attention is hereby paid to the waveform of the signal
in signal generation, the frequency of the original signal is shifted up and down as
a whole to expand the data of the signal. This method can improve the robustness
of subsequent tasks to frequency changes in different signals, and can be expressed
as follows:

fa′(t) = fa(t)±m (5)

In Formula (5), fa ′ (t) represents the new signal, fa(t) denotes the original signal, and m
is the base of the offset.

2. Signal scaling: In the case of the inclusion of dolphin calls, there may be a Doppler
shift, so signal spreading can be used for the simulation of this situation. In addition,
this method can improve the feature extraction capability of the subsequent tasks [23],
and the signal stretching can be expressed as follows:

fa′(t) = β fa(t) (6)

In Formula (6), fa ′ (t) represents the new signal, βfa(t) refers to the original signal, and
β is the scaling factor.
In the specific implementation, after normalizing the above two signals to a fixed
length, their waveforms are the same. Thus, a small part of the signal at the beginning
and end of the signal is cut out, and the signal is then normalized to the same length.

3. Weighted average: In a data-limited scenario, the data distribution may not be com-
plete, and the data elements of the same type of data may be far apart, which will
cause trouble for subsequent tasks. Therefore, the weighted average of the signals
between the same type of signals can be achieved [24]. Obtaining a new signal biased
towards one of the signals also results in an average signal of the two signals. The
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method of weighted average makes the distribution of similar signals more uniform,
and this method can be expressed as follows:

f (t) = µ fa(t) + (1− µ) fb(t) (7)

In Formula (7), f (t) represents the new signal, fa(t) fb(t) denotes the same category in
the original signal, and µ refers to the weight.

Figure 4 shows the results of frequency shifting, stretching, mixing, and the original
signal on the same signal when the above three methods are used for data augmentation.
For the same type of waveform, the basic waveform has not changed.
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2.3. Proposed Method

MAE-GAN, as shown in Figure 5, mainly includes an autoencoder and a GAN. The
encoder structure mainly improves the network generation effect and enhances the com-
patibility of UUVs and other equipment. GAN transforms a random noise into a hidden
representation learned by an autoencoder. In the training phase, the autoencoder reduces
the loss of reconstructed data and original data, whereas the generator reduces the loss of
real hidden representation and generated data, and the discriminator reduces the loss of
generated data and real data.
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For the GANs, the quality of generated data is more emphasized. Thus, for the
combined network of the Autoencoder and GAN [25], improving the ability of the decoder
or generator can effectively improve the quality of the generated data. It is easier to improve
the ability of the decoder to handle limited data. Considering the finite computing resources
and real-time requirements in UUVs and other equipment, the proposed method is different
from most of the time-series data generation methods. Using Recurrent Neural Network
(RNN) as an autoencoder, the proposed method, MAE-GAN, is based on convolution [26].

MAE-GAN uses the autoencoder and CWGAN-GP for joint training. The autoencoder
uses the encoder to obtain the latent codes of the original data and the decoder to reconstruct
the original signal. Specifically, the classical autoencoder structure of the input to latent
codes can be expressed as follows:

l = f (x) (8)

In Formula (8), x and l denote input and latent codes, and f represents the function
mapping relationship from the input to the latent codes.

In denoising autoencoder, this process can be described as l = f (n(x)), with n denot-
ing noise addition, and the hidden layer to the output layer can be written as follows:

x̂ = g(l) (9)

In Formula (9), x̂ denotes the output and g refers to the function mapping relationship
from the latent codes to the output.

The goal of the optimization algorithm is to minimize the distance between the input
and the output, which can be expressed as follows:

MinimizeLoss = dist(x, x̂) (10)

According to the principle of the autoencoder, it can be used for dimensionality
reduction. On this basis, the denoising autoencoder can enhance the robustness of the
data to noise and improve the stability of the implicit representation. It is attractive to
use the latent representation for downstream tasks in computationally resource-sensitive
devices. However, in the case of sparse samples, although both autoencoders and denoising
autoencoders can perform the implicit representation of the data, overfitting or underfitting
can easily occur. In addition, the generated implicit representation may differ from the
original number of data categories, which adds new variables to the downstream task.

Herein, MAE is adopted to eliminate the influence of the above problems. Masks
are used to randomly cover a part of the input data so that the encoder can only receive
part of the original signal, and the decoder uses the complete original signal (MAE is
an asymmetric self-encoder from this perspective) so that a more challenging task can
be constructed to express the complete signal from the incomplete signal. In this case,
compared to the above AE expression, the process of inputting MAE to latent codes can be
expressed as follows:

lm = mask( f (n(x))) (11)

In Formula (11), mask denotes the process of adding masks. In this way, the process
from latent codes to the output can be expressed as follows:

x̂ = g(lm) (12)

The rest is the same as other autoencoders, and this overall structure is shown in Figure 6.
MAE has been recently introduced by Kaiming He [27] on the framework of Trans-

former [28] and Vision Transformer (VIT) [29], and it also presented good results in other
small sample size fields [30]. However, due to the performance considerations of UUV and
other equipment, the calculation complexity and model size of the transformer model is
costly. Therefore, MAE is a simulation of this architecture using a convolutional neural
network. At the same time, He’s MAE deals with image problems, in which transform-
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ing two-dimensional data to one-dimensional data requires the introduction of position
coding. Nevertheless, a convolution-based MAE structure for one-dimensional data is
hereby proposed, which naturally has position information, so there is no need to add
positional encoding.
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In the data augmentation scheme, there is also the practice of discarding part of the
data [31]. The present experiments have found that this method can also improve the effect
of final data generation with the classic autoencoder structure, but it is still difficult to
explain whether the improvement comes from the improvement of the feature extraction
ability of the autoencoder or the improvement of the reconstruction ability. Based on the
results of this paper, an autoencoder with a more powerful reconstruction capability is
more effective.

From an implementation perspective, the structure of the autoencoder in the MAE
is shown in Figure 7. First, the original signal is unified to the length (1824) by using
the interpolation method. Then, the unified signal is divided into several (16) patches,
and a small CNN is used by each patch of the original signal for feature extraction. For
the unexposed data, the features of this part are directly replaced by 0, and then, those
of these parts are spliced to obtain the implicit representation of the overall data. To be
specific, let the input be s and divide the input into n equal parts, which can be expressed
as Formula (13)

s = [s1, s2, . . . , sn] (13)

The corresponding input to the function of the latent codes can be expressed as
Formula (14):

f = [ f1, f2, . . . , fn] (14)

The generated mask (m) consists of a vector of length n with a definite proportion of 0
and 1, and then the latent codes of MAE can be expressed as follows:

lm = [m1 f1(s1), m2 f2(s2), . . . , mn fn(sn)] (15)
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Afterward, the masked hidden variables are input into the decoder to restore the
original complete input signal. Through this process, on the one hand, the decoder will
learn global features from the missing latent coeds, thus avoiding the possible overfitting
phenomenon of AE for small sample data and improving the recovery ability of the decoder,
while on the other, the fusion of different features can be realized by randomly replacing
the data of a specific signal with features from different signals. New signal data can be
generated after passing through the decoder.

The hidden vector of the trained MAE is used as the learning goal of GAN. Considering
the potential fusion of the previously mentioned features, CWGAN-GP is used in this
paper. Hidden vectors are generated by using random noise, and a discriminator is used
to discriminate against the hidden vectors generated by the generator. In this process, the
inference of the mapping from the normal distribution noise to the distribution of latent
vectors is implemented.

3. Data and Implementation
3.1. Dataset

The vocal sound signals of bottlenose dolphins can be divided into three main cate-
gories, i.e., click echolocation signals, whistle communications signals, and emergency burst
signals. Dolphins are capable of precise individual communication in extremely complex
environments with various noise disturbances. The signal is represented as a Frequency
Modulated (FM) signal presenting certain time-frequency characteristics. According to
the time-frequency contours, it can be subdivided into six categories, including the fixed
frequency signal, the up-sweep frequency signal, the down-sweep frequency signal, the
concave signal, the convex signal, and the sinusoidal signal.

The total number of signals in the dataset of this paper is 279, of which 13 are from the
Woods Hole Oceanographic Institution database [32]. These signals include two categories,
i.e., convex signal and up-sweep frequency signal. The sampling frequency of the signal is
81.9 kHz, and the effective frequency range of the signal is 3–40 kHz. In this paper, the fifth
harmonic is taken into account, which can be regarded as a multiple of the fundamental
frequency, so each data set is constructed by six rows, with one indicating the frequency
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and the other five representing the amplitude. In this case, the size of the original data set
is (279, 6, 1824).

3.2. Implementation Detail

In data augmentation, the frequency range of the time-frequency contour of the data is
normalized from 0 to 40 k to 0–1. In the data expansion stage, the frequency offset operation
is performed for the same segment of signals with parameters −0.02, −0.010, 0.010, and
0.02., respectively, whereas signal aliasing is performed for signals with parameters 0.015,
0.03125, and 0.0625, respectively. Signal aliasing with weights of 0.25, 0.5, and 0.75 is used
for two signals of the same class.

The initial parameters of MAE-GAN included a batch size of 1824 and an epoch of
3000. Adam is selected as the optimizer for MAE. The learning rate is ε, the exponential
decay rate for moment estimates is β1 and β2, and the values of ε, β1, and β2, are set as
1 × 10−4, 0.5, and 0.9, respectively. For CWGAN-GP, using RMSPROP as the optimizer, the
learning rate is 1 × 10−4, and the hyper-parameter λ equals 10. The generator is updated
once after the discriminator has been updated 5 times.

PyTorch 1.10.0 and Python 3.9 are applied for the training and evaluation of the
proposed MAE-GAN. All experiments are based on a Windows 10 PC equipped with an
Intel Core i5-10400 CPU, an Nvidia GeForce GTX 1070ti GPU, and 16 G RAM. The Nvidia
CUDA version and cuDNN version are 11.7 and 8.2.1, respectively.

The construction of the dataset is implemented on the MATLAB R2022a platform, and
the data extension work as well as the construction and operation of the generated model
are based on the Python environment.

The implementation details of MAE-GAN are shown in Table 1.

Table 1. MAE-GAN internal details.

Model
1D CNN Layer §

Normalization Activation
Layer Convolution

Method
Input

Channels
Output

Channels
Kernel

Size Stride Padding

Encoder
Block *

1 Conv1d 6 32 8 1 0 LayerNorm

LeakyReLu †2 Conv1d 32 64 8 1 0 LayerNorm
3 Conv1d 64 128 8 2 0 LayerNorm
4 Conv1d 128 64 5 1 0 LayerNorm

Decoder

1 ConvTranspose1d 64 512 8 2 0 LayerNorm LeakyReLu
2 ConvTranspose1d 512 1024 8 2 0 LayerNorm LeakyReLu
3 ConvTranspose1d 1024 512 8 2 0 LayerNorm LeakyReLu
4 ConvTranspose1d 512 6 8 2 0 LayerNorm LeakyReLu
5 Linear 602 512 - - - - LeakyReLu
6 Linear 512 256 - - - - LeakyReLu
7 Linear 256 512 - - - - Sigmoid

CWGAN-GP-
generator

1 ConvTranspose1d 100 512 4 1 0 LayerNorm ReLu
2 ConvTranspose1d 512 256 4 2 1 LayerNorm ReLu
3 ConvTranspose1d 256 128 4 2 1 LayerNorm ReLu
4 ConvTranspose1d 128 64 4 2 1 LayerNorm ReLu
5 Conv1d 64 64 4 2 1 LayerNorm Tanh

CWGAN-GP-
Discriminator

1 Conv1d 64 64 4 1 1 LayerNorm LeakyReLu
2 Conv1d 64 128 4 2 1 LayerNorm LeakyReLu
3 Conv1d 128 256 4 2 1 LayerNorm LeakyReLu
4 Conv1d 256 512 4 2 1 LayerNorm LeakyReLu
5 Conv1d 512 1 3 1 0 - -

* In MAE-GAN, the encoder consists of several encoder blocks; † the parameter α of LeakyReLu is 0.2; § for Linear
layer, the Input Channels and Output Channels represent the in features and the out features, respectively.

4. Experiments and Analysis
4.1. Evaluation Metrics

Herein, raw data, t-SNE graph [33], discriminative score [34], and space and time
complexity are used as evaluation metrics.
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Among these metrics, the raw data plot, instead of hearing, is used to observe the
difference between the generated whistle time-frequency profile and the original whistle
signal profile. The effect of signal generation can be observed from the difference in
images. The t-SNE plots show the low-dimensional distribution of the generated and the
original data; the closer they are to each other in terms of distribution, the better the effect
will be. The discriminative score is an evaluation metric for the generated data obtained
through supervised learning by using a fully connected network. The network is trained
to label the two classes of real signals in the used dataset, followed by the creation of a
classification model. The generated data are then subjected to a classification task, and the
classification error rate of the discriminant is used to evaluate the quality of the generated
data. Mathematically, the discriminant score can be expressed as follows:

DS = Nwrong/Nall (16)

In Formula (16), Nwrong denotes the total number of misclassifications and Nall repre-
sents the number of all signals.

The space and time complexity mainly considers the performance requirements of the
algorithm operations. For the discriminative score and the space and time complexity, the
lower the value, the better the generated effect.

4.2. Evaluation Results

Herein, the Time-GAN [34] network [35] is used as the baseline model for comparison.
The evaluation results of the comparative experiments are as follows. To visualize the
features of the time-frequency profile, only the fundamental frequency profile is shown.

4.2.1. Raw Data

The whistle signal of dolphins has a high variability, the fundamental wave of its
spectrogram can roughly reflect the characteristics of the signal, and the signals of different
whistle signal spectrograms are not the same. However, in general, the fundamental
frequency waveform of the whistle signal can be divided into several fixed categories.
Figure 8 shows the waveforms of the two types of real signals. The waveform of the actual
signal is indicated by the red line, and the waveform of the generated data is indicated by
the blue and green lines. Comparing the two generated data, the generated data waveform
of the proposed method is closer to that of the real signal. Although the baseline network is
capable of extracting the outline of the waveform effectively, it tends to exhibit fluctuations
in waveform details and experience feature fusion. For example, the waveform on the
left illustrates fluctuations at its peak, which is common in the signal type on the right.
Therefore, the proposed method was found to perform better in generating the whistle
signals of the dolphin.
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4.2.2. t-SNE

To evaluate the similarity between generated and real data, t-SNE, an embedding
model that can map data in a high-dimensional space to a low-dimensional space and
preserve the local characteristics of the dataset, is hereby used to plot visualization example
graphs of data point distributions mapped to two dimensions. t-SNE can be regarded as one
of the most effective data dimensionality reduction and visualization methods. After the
transformation, the data are not separable in the case of no separability in low-dimensional
space, which could be attributed to either the dataset being inherently inseparable or the
data within the dataset being unsuitable for projection into a low-dimensional space, and
vice versa. Therefore, to verify the authenticity of the generated data, the application
of t-SNE will contribute significantly. Based on its properties, the generated outcome is
considered better when the distribution of the generated data closely or coincidentally
matches that of the original data.

In Figure 9, the blue data represent the real data, whereas the orange represents the
generated data. Subfigure (a) shows the data generated using the baseline model for the
used dataset, and Subfigure (b) presents the data generated using MAE-GAN. It can be
seen that the data generated using the proposed method perform better than those of the
baseline model. In Subfigure (a), although the generated data partially fit the real data,
there is a partial distance between the generated model and the true data distribution. In
Subfigure (b), although MAE-GAN still has some offset, the overall generation mode has
been dramatically improved compared with the baseline model.
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4.2.3. Discriminative Score

In the discrimination process, it is not convincing enough to use only naked-eye
observation. To this end, a discriminative neural network based on supervised learning is
adopted to analyze the authenticity of the generated data. First, the dataset is constructed
for the discriminant network using an equal amount of generated and real data, and
the label “true” is assigned to the real data and “false” to the generated data. Then, a
discriminant network is built. Herein, a three-layer fully connected neural network is used
to classify the data. After 1000 epoch iterations, the target discriminant neural network
converges. Finally, the error rate of the generated data test set is used as the evaluation
index; therefore, the lower the discriminative score, the better the quality of the generated
model. Table 2 shows the scores of the baseline model and MAE-GAN with the best results
in bold, where the total generated data used is 15,000.
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Table 2. Discriminative scores of Time-GAN and MAE-GAN generated data.

Method Discriminative Score

Baseline model 0.362

MAE-GAN 0.074

It can be observed from Table 2 that MAE-GAN exhibits the lowest error rate. The
relatively high error rate of the benchmark algorithm is attributed to the substantial dis-
crepancy between the waveform profile of the fundamental wave generated by the baseline
algorithm and the actual data.

4.2.4. Space and Time Complexity

To verify whether the proposed method can be adapted to real-time operation in low-
energy and low-computing devices, this paper compares the parameters and calculations
of MAE-GAN, Time-GAN, and deep WAVEGAN to generate the same data. Among these
models, it can be concluded from Table 3, where the best results are shown in bold, that the
Time-GAN network has the least number of parameters, but it requires a large amount of
calculation. The deep WAVEGAN model demonstrates highly satisfactory results, but it has
the most parameters and calculation resources, and its high calculation cost is unaffordable
for UUVs. Additionally, the proposed MAE-GAN has fewer parameters and requires
the least computing resources, i.e., 24% more parameters are required but only 30.2% of
computation recourse is required.

Table 3. Comparison of time complexity and space complexity of different models.

Method Param (M) MFLOPs

MAE-GAN 1.65 68.5
Baseline model 1.24 226.7

Deep WAVEGAN 3.73 86,951.3

In practical implementation, the energy consumption of computing resources signifi-
cantly surpasses that of memory, making the proposed method particularly well-suited for
real-time operation in UUVs.

4.3. Ablation Experiment

The experiments in this paper use a new data enhancement scheme and a masked
autoencoder. The following ablation experiment is designed to demonstrate the effective-
ness of the simultaneous operation of these two modules. Based on the above experiments,
three experiments have been added, including experiments using MAE but not data en-
hancement scheme; experiments using data enhancement scheme alone without MAE; and
experiments that do not use either MAE or data enhancement scheme. When MAE is not
used, a denoising autoencoder is used instead for comparison.

Figure 10 shows the raw data and t-SNE graphs of using only MAE without the data
enhancement scheme; without using MAE but only the data enhancement scheme; and
without both MAE and the data enhancement scheme. Figure 11 shows corresponding
t-SNE plots, and Table 4 presents the corresponding discriminative scores.

The experimental results show that both the data augmentation scheme and MAE
can improve the generated effect, but the practical improvement of a single scheme is
relatively limited.

The discrimination scores corresponding to the above ablation experiments are shown
in Table 3. The fusion of the two methods together brings a significant improvement, with
an increase of 13.6%, compared to the best mono-method. Meanwhile, the effect of using
MAE only is 8% higher than that without data augmentation and MAE, which can be
attributed to the fact that although MAE possesses good feature extraction capabilities,
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it still relies on a certain amount of data for support, which can be supplemented by the
data enrichment approach. The reason for the severe degradation of generation quality
when data augmentation methods are not used is that MAE is limited by the operating
environment and can only use smaller convolutional kernels and depths, making it difficult
to achieve better feature extraction capabilities. Meanwhile, the excessive data differences
within the few-shot dataset, such as contour feature differences, worsen the above problem.
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Table 4. Discriminative scores of Ablation experiment results.

Method Discriminative Score

Data augmentation without MAE 0.21
MAE without data augmentation 0.84

Without data augmentation and MAE 0.92

5. Conclusions

Herein, a novel approach for the real-time generation of dolphin whistle signals is
proposed by using a data augmentation scheme and a convolution-based MAE-GAN
network. The experimental results indicate that the proposed method can enhance the
quality of dolphin signal generation under small sample conditions, and their combined
application is more effective than that of either method alone. The proposed approach
generates realistic dolphin whistle signals, as evidenced by the original data waveforms
and t-SNE plots, and the discriminative scores proposed are upgraded by 28.8%, which
confirms the good quality of the generated signals. To reduce computational resources, a
CNN structure instead of the RNN structure used in the baseline model is hereby employed.
The proposed method requires only 30.2% of the computing resources of the comparison
network and enhances the expression capability of the decoder of autoencoder by using a
masking mechanism. These two modifications significantly reduce the time complexity of
the algorithm, making it suitable for devices with limited computational resources.

In conclusion, the proposed MAE-GAN network demonstrates outstanding perfor-
mance in terms of both generation accuracy and efficient utilization of computational
resources. However, the purity of the generated signal based on the sinusoidal model may
require further research on the reconstruction method of the whistle signal. Furthermore,
the application of a discard strategy to the mask may result in insufficient recovery of the
self-encoder, causing occasional unavailability during the generation process.
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