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Abstract: Originating from the concept of cognitive networks (CNs), which are becoming popular in
wireless terrestrial communication scenarios, underwater acoustic cognitive networks (UACNs) are
drawing more and more attention in the field of the Internet of Underwater Things (IoUT). However,
as the implementation of cognitive mechanisms in underwater acoustic networks is different from
that of wireless scenarios, it is impossible or difficult for traditional simulation platforms to carry
out simulations of UACNs. There is a lack of specialized simulation tools in terms of UACNs. To
enable the quantitative evaluation of the effectiveness and performance enhancement of a UACNs in
an adverse underwater environment, a simulation platform of acoustic cognitive networks (SPAC-
Net) was designed and investigated in this article. First, based on a state machine-based protocol
programming framework, the SPACNet is capable of supporting the implementation of different
state-transform types associated with cognitive networking protocols. Moreover, to facilitate the
realization of cognitive function at comprehensive levels of signal, information, and link, an under-
water acoustic channel model with an environmental parameter input is integrated in SPACNet to
generate underwater environment-driven multiple-aspect behaviors. Moreover, a simplified collision
model consisting of an environment factor, channel response, and node location is used to reduce the
complexity of the simulation of UACNs signal reception. A simulation was carried out to verify the
effectiveness of SPACNet in evaluating the cognitive capabilities of UACNs. Finally, a field UACNs
experiment was performed to validate the general consistency between the conclusion obtained with
the SPACNet-based simulation and that from the field test.

Keywords: underwater acoustic network (UAN); underwater acoustic cognitive network (UACNs);
simulation platform; cognitive network (CN)

1. Introduction

The technology of underwater acoustic networks (UAN) has drawn substantial at-
tention due to its significant potential in extensive civil and military fields, e.g., marine
environment monitoring [1], marine resource exploration [2], marine disaster warning [3],
underwater information acquisition and transmission [4], autonomous underwater vehicle-
assisted navigation [5], communication between scuba divers [6], military applications [7],
etc. Evolved from the concept of cognitive radio, the cognitive network (CN) technique has
characteristics that optimize a network via environmental sensing, adaptive adjustment,
intelligent decision-making, and reconfiguration.

In [8], the potential for partial data offloading to mobile edge computing (MEC) servers
was investigated under the perspective of users’ cognitive IoT devices presenting loss-
averse and gain-seeking behavior. Ref. [9] examined a disaster response cognitive relay
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network aided by an unmanned aerial vehicle (UAV), which contains a number of uplink
cellular users as primary users, active device-to-device (D2D) users as secondary users,
and idle D2D users that act as a virtual multiple-input multiple-output (MIMO) node.
In [10], a UAVs-assisted two-hop cognitive radio network (CRN) was proposed, where
multiple UAVs are employed to act as air access points and relay nodes.

Ref. [11] reviews the research of covert communications in cooperative cognitive radio
networks via three intelligent covert transmission approaches, namely, intelligent parasitic
covert transmission, intelligent jammer-aided covert transmission, and intelligent reflecting
surface-assisted covert transmission.

Based on the point-to-point linkage provided by underwater acoustic modems, it is
possible to construct a large-scale UAN consisting of a substantial number of nodes under
the framework of the Internet of Underwater Things (IoUT) [12]. However, the performance
of IoUT suffers from adverse underwater environments and random temporal–spatial–
spectral uncertainties. By incorporating CNs with UANs, underwater acoustic cognitive
networks (UACNs) offer a promising solution for the research and practical implementation
of IoUT.

However, while cognitive networks have achieved significant progress in academic
research, the R&D of the standard network model, and practical commercial applications
based on established wireless channel sensing and cognitive optimization strategies [1–8],
the specific implementation of CNs in the underwater acoustic channel still encounter
many difficulties due to the highly diverse channel patterns, underwater acoustic (UWA)
communication modes, and network protocols.

Moreover, considering the vast cost and resource associated with the underwater hard-
ware, the supporting facilities, and the vessels required by underwater acoustic network
field tests, simulation platforms are recognized as a low-cost and effective way for the
comprehensive evaluation of UACNs schemes.

In [13], a receiver-initiated spectrum management system for underwater cognitive
acoustic networks (UACNs) is proposed with the purpose of improving the performance
of UACNs through a collaboration of a physical layer and a medium access control (MAC)
layer. Ref. [14] proposed a cognitive acoustic transmission scheme by employing a prob-
abilistic method to capture the stochastic characteristics of dolphins’ communications,
and mathematically describing the dolphin-aware constraint to maximize the end-to-end
throughput. Both studies in [13,14] adopted the simulation for the verification and perfor-
mance evaluation of the proposed UACNs schemes.

Thus far, the simulation platform for UANs is still in its initial stage and is mainly
based on the mature terrestrial simulation platforms, e.g., NS2, NS3, and OPNET. NS2 [15]
is an object-oriented network simulation tool, i.e., essentially a discrete event-driven simu-
lator, in which the running state of the entire network can be simulated. NS2 implements a
hierarchical design for network simulations, including a compilation layer and an inter-
pretation layer, responsible for processing data packets and configuring and establishing
the simulation environment, respectively. Although the name NS3 [16] is similar to NS2
and it is driven by a discrete time mechanism, NS3 is not an extension of NS2 and does
not support the NS2 application programming interface (API). Due to the advantage of
abstracting common network devices and encapsulating them into corresponding classes,
NS2 has been gradually replaced by NS3 in recent years. OPNET [17] is a commercial
simulation platform used for network design, planning, and network protocol analysis and
development. OPNET has a user-friendly interface, adopts layered modeling and discrete
event-driven simulation mechanisms, and has a relatively complete model library.

To improve the quality of the overall architecture, the Aqua-Sim for NS2 and Aqua-
Sim for NS3 were designed in [18,19], respectively, and various models were constructed,
including the energy module of underwater communication aircraft, signal-to-interference-
plus-noise ratio detection, a propagation model of underwater communication channels,
underwater noise, etc. [20,21]. To facilitate the acquisition of real underwater acoustic chan-
nel simulation experiments, DESERT and SUNSET were designed in [22–24], respectively.
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DESERT and SUNSET not only improve the experimental accuracy but also have the con-
venience of software simulation protocol superposition and have successfully conducted
multiple on-site tests [25–27]. In [28], a multithreaded NS3-based underwater acoustic
network simulation architecture was designed for the parallel processing of multiple nodes
and data packets. The simulation operates in a mode that combines real underwater
environments, hardware nodes, and virtual protocol stacks. It can be directly ported
to hardware platforms for experiments and verified using an underwater acoustic mo-
dem developed by the Chinese Academy of Sciences. In addition, some representative
simulation and experimental platforms were introduced in [29], which are divided into
three types: laboratory-level simulation platforms, short-term experimental verification
platforms, and long-term on-site testing experimental platforms.

However, due to the significant differences between the implementation of underwater
cognitive mechanisms and wireless scenarios, the physical layer communication modules
and channel models of traditional network simulation platforms, such as OPNET, NS2,
and NS3, are not suitable for UACNs. For example, when conducting UAN simulation in
OPNET, special modifications and configurations need to be made to the wireless commu-
nication channel to simulate the underwater acoustic channel [30]. However, this method
cannot provide the external environment information and node internal information re-
quired for a cognitive network, making it difficult to support UACNs. To better implement
a UAN simulation, secondary development versions based on NS2 and NS3, such as Aqua-
Sim for NS2 [18], Aqua-Sim for NS3 [19], DESERT [22,23], and SUNSET [24], have added
specialized modules for the characteristics of UANs, especially in underwater acoustic
environments. However, the cognitive process of nodes in an external environment cannot
be well simulated, and using it for cognitive network protocol simulations cannot support
research on different hardwares [31,32]. In addition, the configuration process of network
simulation is cumbersome and inflexible. For example, the conversion of the DESERT
header fields and the size assigned to each field are hard-coded and cannot be changed
quickly by users. Any changes require recompiling the implemented code and updating
the library. Compared to the DESERT, the SUNSET has a higher scheduling accuracy and
more flexible packet conversion, but its architecture is more complex. The SUNSET requires
each node to run one NS2 instance, which will add a significant amount of overhead to
resource-limited embedded systems [33].

All of the above simulation platforms lack support for UACNs in terms of a UWA chan-
nel sensing capability and the corresponding network optimization strategies; thus, it is
impossible or difficult for the conventional simulation platforms to carry out the simulation
of a UACNs in an adverse underwater environment. In addition, external environmental
information and node internal information cannot be provided to support UACNs. Hence,
a simulation platform of an acoustic cognitive network (SPACNet) is proposed and its de-
sign presented in this article. The entire process of simulating a UACNs in SPACNet is the
same as the actual physical-world process, including the physics layer, MAC layer, and net-
work layer. The structure of SPACNet is introduced in detail, which uses a three-layer
model to model the network and provides a state machine-based protocol programming
framework that can support the implementation of different state transition types related
to cognitive network protocols. The SPACNet supports cross-layer protocol simulation,
and can conveniently implement various UAN protocols. A simulation mechanism for
signal transmission has been constructed to support the cognitive requirements of UANs,
including signal transmission, information, and link layers. In addition, the SPACNet can
be incorporated with actual nodes to form a semiphysical simulation system for a UACNs.
The contributions of this study are summarized as follows:

• SPACNet was designed and investigated to support the simulations of UACNs in this
study, which can promote the future development of UACNs in real-world applications;

• The design of SPACNet is introduced in detail, including the structure and function,
a discrete-event management module, an integrated environment-driven UWA chan-
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nel model, a peer-to-peer (P2P) node model, a state machine-based process model,
and a multinode underwater acoustic communication (UAC) model;

• To improve the efficiency of the network simulation, a simplified collision model was
established, and a method to reduce invalid calculations was adopted;

• The effectiveness of the cognitive assessment of the simulation platform was demon-
strated by both a simulation experiment and a field test, and the results show that the
behavior of protocols can be quantitatively evaluated in SPACNet.

The remainder of this article is organized as follows. In Section 1, the design of
SPACNet is introduced in detail. In Section 2, the multinode UAC model of SPACNet
is introduced in detail. The simulation experiment was conducted, and the results are
analyzed and discussed in Section 3. In Section 4, the results of a small-scale field test are
presented for validating the proposed SPACNet from the viewpoint of a practical trial.
The conclusion of the paper is presented in Section 5. Lastly, future work prospects are
presented in Section 6.

Notation: Notation upper case X denotes a matrix and lower case x denotes a vector.
Notation xi denotes the vector of i row of matrix X. Notation xij denotes the element of i
row, j column of matrix X.

2. Design of SPACNet

The relationship between the real network and SPACNet is shown in Figure 1a, and the
framework of SPACNet is shown in Figure 1b, which is mainly divided into five parts,
including a discrete-event management module, an integrated environmental-driven UWA
channel model, a P2P node model, a state machine-based process model, and a multinode
UAC module. The discrete-event management module is the most important module for
promoting the network simulation, and includes the time base, data statistics, and event
scheduling. The integrated environmental-driven UWA channel model defines the location
information of nodes, external environmental parameters, and the linkage state between
nodes. The P2P node model is used to express the functions and characteristics of network
nodes, including node transducer directionality, sound source level, etc. The state machine-
based process model corresponds to the specific implementation of the network protocol to
be tested, which is the most important part of SPACNet’s cognitive ability. The multinode
UAC module includes a P2P UAC model and a simplified collision model.

(a) (b)

Figure 1. Three-layer model and framework of SPACNet. (a) Three-layer model of SPACNet.
(b) Framework of the SPACNet.

2.1. Discrete-Event Management Module

SPACNet uses a discrete event-driven simulation mechanism, as shown in Figure 2.
The discrete-event management module is an important module for promoting the network
simulation, and its functions include accessing the event queue and managing event
execution. In addition, it is also responsible for scheduling events and managing events
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in the queue. During the simulation process, the discrete-event management module
specifies the simulation time of each event, schedules it sequentially based on the simulation
sequence, and submits it to the network model for processing. The network model appends
time information and registers the new event with the management module if a new
event occurs while processing previous events. After the discrete event is completed,
the management module will delete it from the queue and recall the event corresponding
to the next simulation time to continue the execution. When the end event is triggered,
the SPACNet ends the simulation and outputs the weblog and network statistics, e.g., the
packet delivery rate, packet loss rate, and delay. To reproduce the network operation
scenario for analysis, the simulation log records all events scheduled by the discrete-event
management module according to the simulation time sequence.

· 

· 

Figure 2. Discrete event-driven simulation mechanism.

2.2. Integrated Environment-Driven UWA Channel Model

From the perspectives of nodes and links, the communication network system adopts
an integrated environment-driven UWA channel model. The environment model defines
the parameters of the water area where the network is located and inputs them into the
UAC module to simulate the network data transmission process. In addition, based on
actual simulation requirements, the network size, topology, and work scenario are defined
through the environment-driven UWA channel model, including node location information,
external environmental parameters, and link states between nodes.

Considering the time-varying characteristic of underwater acoustic channels, the in-
tensity of each multipath is modeled as a process obeying Gaussian random variation,
where a random number with a mean of āp is superimposed on the time-varying diameter.
The channel impulse response h(τ, t) is represented by the following formula:

h(τ, t) =
Np

∑
p=1

ap(t)δ
(
τ − τp

)
, (1)

where t is time, τp is the time delay of the pth path, Np is the number of multipaths, and δ(τ)
is the Dirac function. Hence, the received signal can be written as follows:

y(t) =
Np

∑
p=1

ap(t)s
(
t− τp

)
+ n(t) , (2)

where s(t) is the transmitted signal and n(t) is the noise. Then, a Doppler factor is intro-
duced, and Equation (2) can be rewritten as follows:

y(t) =
Np

∑
p=1

ap(t)s
((

1 + ∆p
)
t− τp

)
+ n(t) , (3)

where ∆p =
vp
c is the Doppler factor in the pth path, v is the relative velocity between

transmitter and receiver, and c is the underwater acoustic velocity. To produce a more
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realistic underwater acoustic channel, Equation (1) between nodes is generated by the
Bellhop model based on environmental parameters. The noise and Doppler factor are
added in Equation (3). The environment-driven parameters of Equation (3) depend on the
environmental parameters of Equation (4), which reflect the true environment.

In practical applications, to unify the form and facilitate the simulation, the strategy of
mapping from 3D to 2D was adopted. Only by accurately expressing the interconnection
status of links between nodes can a network topology model be established. In the specific
implementation process, a N × N × K three-dimensional matrix is constructed in the
topology module to store the link distance, boundary information, Doppler factor, and other
information between the transmitting node and all receiving nodes. The three-dimensional
information matrix can be expressed in Equation (4):

G =


g11 g12 · · · g1N
g21 g22 · · · g2N

...
...

. . .
...

gN1 gN2 · · · gNN

 , (4)

gij =
(

gij1 gij2 · · · gijK
)

, (5)

where gijk is the k-th environmental parameter from node i to node j, gij is the total envi-
ronmental parameters from node i to node j, and G is the total environmental parameters
in the network. Notation N is the number of nodes in the network, and K is the number of
channel modeling parameters, which is determined by the channel simulator and varies
according to the number of input parameters.

In addition, in our designed SPACNet, the Bellhop model and real environmental
noise are used to formulate the characteristics of an underwater acoustic channel with
high fidelity.

2.3. P2P Node Model

The nodes are the basic units of the simulation network, and mainly include source,
sink, transmitter, and receiver nodes. The transmitter and receiver correspond to the
transmitting and receiving transducers in the real network. The main parameters of the
transducer include directivity, sound source level, etc. The source module is responsible for
generating source data and defining the size of the network load and the random method
of generating source data. The sink module is responsible for the final receiving data and
information statistics. The information flow diagram is shown in Figure 3. It can be seen
that a semiphysical simulation can be implemented by incorporating SPACNet and the
physical layer.

Figure 3. Node model of the SPACNet.
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2.4. State Machine-Based Process Model

The state machine-based process model is an important part of cognitive network
simulation platforms. The network protocols conform to the six-tuples of finite state
machines, which can be abstracted into state set, initial state, input, action, output, and state
transition [34]. The protocol stack based on the state machine can intuitively represent the
logical structure of the protocol, and the process model uses the finite state machine to
describe the logical behavior of nodes. The state transition process has no aftereffect, which
can be modeled by a nonhomogeneous Markov chain, and the finite state space is defined
based on the adopted protocol. The one-step transition matrix can be expressed as:

P(m) =


p11(m) p12(m) · · · p1N(m)
p21(m) p22(m) · · · p2N(m)

...
...

. . .
...

pN1(m) pN1(m) · · · pNN(m)

 , (6)

and the one-step transition matrix satisfies Equation (7):
0 ≤ pij(m) ≤ 1
Ns
∑

j=1
pij(m) = 1 , (7)

where pij(m) is the one-step transition probability of the node from state i to state j at time
m, and Ns is the total number of states in finite state space. For example, Figure 4 shows
the state transition diagram of link quality cognitive routing based on a multiparameter
comprehensive evaluation protocol, and the one-step transition matrix can be written as:

P(m) =

 p11(m) p12(m) p13(m)
p21(m) p22(m) 0
p31(m) p32(m) p33(m)

 , (8)

where the state transition probability is related to the actual network running status and
network protocols. Note that, because p23(m) = 0 as expressed in (8), in Figure 4, there is
no state transition from state 2 to state 3.

( )12
m

( )21
m

( )13
m

( )31
m

( )11
m ( )22

m

( )33
m

p

p

p

p

p

p

p

 
( )32
mp

Figure 4. State machine-based process model.

3. Multinode UAC Module

The multinode UAC module is one of the important modules of SPACNet. It can
not only calculate the actual information parameters of P2P links, such as the bit error
ratio (BER), but also provide relevant channel parameters required for the UACNs. In the
multinode UAC module, collisions are inevitable, which will have a significant impact
on the UACNs; hence, the collision model and the corresponding collision simplification
model were established.
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3.1. Collision Model

To simulate the real conflict phenomenon, a P2P transmitted model is used to generate
multiple signals for superposition, and the collision model is shown in Equation (9).

yi(t) =
Nc

∑
j=1,j 6=i

yji
(
t− τji

)
+ ni(t) , (9)

where τji is the transmission delay between node j and node i, and Nc is the number of
collision nodes.

The detailed process of network data collision in SPACNet is shown in Figure 5. A line
denotes the process, while a block denotes signals or parameters. When both nodes A and
B transmit signals to node C at the same time, it results in a conflict at node C. When nodes
A and B transmit signals, their location information gACP and gBCP is recorded. When
the signals arrive at node C, the output signals yAC and yBC can be calculated according
to the underwater acoustic channel model based on the environment information gAC
and gBC. Hence, after adding noise, the received collision signal yC(t) can be obtained
by Equation (9). Finally, the demodulation results are uploaded to the data link layer
for processing.

Environment 

information

Bellhop 

channel

Arrive time

Arrive time

Collision

signals

The 

position

of A 

Data A

Generate

The 

position

of B 

Data B

Generate

Data A

Arrive

Environment 

information

Data B

Arrive

Bellhop 

channel

Data B Arrive

Data A Arrive

Collision Final signals
Add

noise

Figure 5. Collision model of SPACNet.

3.2. Simplified Collision Model

In a large multinode UACNs simulation, to reduce the computing complexity and
improve the simulation efficiency of SPACNet, the data transmission results should be
calculated in advance based on the simplified model and fed back to the node model in the
form of a table lookup. The actual process of signal conflict in the UACNs can be restored to
the greatest extent by using the above method; however, it was found that the computation
workload is large and the simulation runs slowly. To improve simulation efficiency further,
the underwater acoustic signal transmission module was simplified to reduce invalid and
repetitive calculations.

To avoid invalid calculations, a simplified model is used to distinguish the valid
transmission range and interference range of nodes. In Figure 6, notation R1 denotes the
valid transmission range, and the destination node can receive the data packet successfully
and recover the data information accurately within the R1 range. The black full line denotes
the connection between two nodes. Notation R2 denotes the interference range, which
may affect the normal communication of other nodes during data transmission. The black
dashed line denotes the connection between two nodes. Further, the interference interval
is the nonoverlapping part of the interference range and the valid transmission range,
which is the teal area in Figure 6. Nodes within this range can receive signals from the
transmitting node and have the opportunity to successfully demodulate data information,
and signals from transmitting nodes will cause interference to the communication of nodes
within this area. Hence, for a received node, there is no need to consider the transmitted
node if the distance between the transmitted node and the received node is far enough
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to exceed R2. For example, in Figure 6, nodes four and five do not need to be considered
when dealing with the received signals of node one.

2
R

1
R

Figure 6. Schematic diagram of node transmission range and interference range.

As we know, in the P2P model, the data can be successfully demodulated if the mini-
mum signal-to-noise (SNR) of the received signals is higher than the detection threshold,
which is satisfied by Equation (10):

DT > SL− TL− NL , (10)

where DT, SL, TL, and NL are the detection threshold, sound level, transmission loss,
and noise level, respectively. Notation DT is based on the physical layer. To account for
other node interference in the network, Equation (10) can be rewritten as:

DT > SL− TL− NL− IL , (11)

where IL is the interference level, which is the sum of the interference levels of all nodes.
Notation IL can be defined as:

ILi =
N

∑
j=1,j 6=i

ILj , (12)

where the interference level of one node can be defined as:

ILj(r) = SLj − TLj(r)− NL . (13)

According to the P2P transmitted model [35], TL can be written as:

TL(r) = n× 10 lg(r) + αr , (14)

where r is the propagation distance and the value n is determined by extended propagation
conditions. And α is the absorptivity, which can be written as:

α ' 3.3× 10−3 +
0.11 f 2

1 + f 2 +
44 f 2

4100 + f 2 + 3.0× 10−4 f 2(dB/km) , (15)

To obtain the farthest interference distance R2, the farthest from R2 interference is
considered NL, which means IL = 0. It is obtained by Equation (13) as:

TL(R2) = SL− NL . (16)
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By combining Equation (14) and Equation (16), the value of R2 is obtained by
Equation (17):

n× 10 lg(R2) + αR2 = SL− NL , (17)

Then, considering the value of R1, TL(R1) can be defined by:

TL(R1) = SL− DT − IL− NL . (18)

By combining Equation (14) and Equation (18), the value of R1 is obtained by
Equation (19):

n× 10 lg(R1) + αR1 = SL− DT − IL− NL . (19)

It is worth noting that, although the values of R1 and R2 can be calculated, the reserva-
tion value is essential due to the dynamic underwater environment.

4. Simulation Experiment

To demonstrate the effectiveness of SPACNet, a simulation experiment was conducted
that contained 19 child nodes and 2 sink nodes.

4.1. Network Parameters Configuration

The parameters of the simulation experiment are shown in Table 1. The total number
of nodes was 21, and the number of sink nodes was 2. A different M-ary DSSS system was
applied, and the node communication mode was half-duplex. Moreover, a 15.5 kHz carrier
frequency, a 2.35 kHz bandwidth, and a 55.8 b/s data rate after convolutional decoding
were used in this simulation experiment. The total runtime of the network was 24 h.
The packet generation follows the Poisson distribution λ, and the 1/λ was set from 100 to
1500 s/packet in the simulation experiment. Note that the specific parameters as given in
Table 1 were selected according to the typical marine environmental monitoring scenario of
underwater acoustic networks, which feature high transmission reliability and low data
load. The deployment location of the simulation marine environmental monitoring UACNs
was set to an offshore sea area, corresponding to a shallow water-type channel pattern.

Table 1. Parameters of the simulation experiment.

Parameter Value

Number of nodes 21
Number of sink nodes 2
Transducer directivity Omnidirectional

Modulation system Different Mary-DSSS
Node communication mode Half-duplex

Carrier frequency (kHz) 15.5
Bandwidth (kHz) 2.35

Data rate after channel decoding (b/s) 55.8
Maximum number of retransmissions 3

Runtime of network (h) 24
Packet generation (s/packet) 100–1500

The topology structure of the simulation experiment is shown in Figure 7a, and the
initial network state is shown in Figure 7b.
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Figure 7. Topology and initial route of the simulation experiment. (a) Network topology. (b) Ini-
tial route.

To mimic the real underwater acoustic channel environment of an offshore sea area
affected by periodic tide phenomena, artificial time-varying channels were generated by
the Bellhop model with a changing depth parameter. Figure 8 shows the channel of node
9, which shows periodical tide-driven time-varying channel characteristics. Moreover,
the environmental noise experimentally collected from Xiamen Harbor was adopted as
additive noise for the simulation to create a receiving signal with a specific signal-to-noise
ratio (SNR).
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Figure 8. A time-varying simulation channel in the simulation experiment.

4.2. Simulation Process

To simulate routing variations caused by an adverse underwater acoustic environment
in SPACNet, the total runtime of the network was 24 h, which was divided into two parts.
First, the UACNs operated normally for 12 h. Second, nodes 5 and 17 acted as dead
nodes and disconnected from the network within the next 12 h. To obtain more accurate
simulation results, every λ was simulated 10 times.

Thanks to the cognitive capacity of SPACNet, underwater acoustic channels, which
contain environmental information, were easy to input into the physics layer, and the
cognitive parameters were also easy to obtain by SPACNet because of the multinode
UAC module.

4.3. Results and Analysis

Link quality cognitive routing based on a multiparameter comprehensive evaluation
and fixed routing were simulated in the simulation experiment, including the packet
delivery rate (PDR), average end-to-end delay (A2D), and average expected transmission
count (AETX).
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PDR is defined in Equation (20):

PDR = Dr/D0 , (20)

where D0 and Dr are the total number of data packets generated in the whole network and
the number of data packets received by the sink node, respectively.

A2D is defined in Equation (21), which is the average of the total time that a data
packet is successfully transmitted from one source node to another, including transmitted
delay, relay process delay, wait delay, and collision delay.

A2D =

Dr
∑
d

times(d)− time0(d)

Dr
, (21)

where time0 and times are the absolute times of a data packet generated in a source node
and the data packet received in the sink node.

AETX is defined in Equation (22), which is the average ratio of the total number of
data packets transmitted and the data packets received in the sink node.

AETX =
Ds

Dr
, (22)

where Ds is the total number of transmitted data packages.
Finally, the simulation results are shown in Figures 9 and 10a,b.
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Figure 9. PDR result of the simulation experiment.

The PDR of cognitive routing was far superior to that of fixed routing, because link
failures in fixed routing occurred when nodes 5 and 17 died, while the new relying nodes
were selected to transmit packets through cognitive routing. It can be seen that the PDR of
both routing protocols increased as the λ decreased, and the decreasing trend was from fast
to slow, because the load was the main influencing factor for high λ, while the dead nodes
were the main factor for low λ. It can also be seen that the PDR difference between the
routing protocols tended to be zero, rapidly increasing as λ decreased, and then roughly
remaining the same for low λ. This is because the inevitable P2P transfer time led to
cognitive routing that also lost efficacy due to excessive λ.

In view of the A2D and AETX, it can be seen that the value and the tendency were
roughly the same for both, and even the fixed route had a slightly superior performance.
This is because packets that did not successfully transfer data were not counted in both
calculations. In fact, the PDR was the most important network evaluation parameter.
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Figure 10. Results of the simulation experiment. (a) A2D. (b) AETX.

In this simulation experiment, one can observe that the behavior of the cognitive
protocol and the fixed routing protocol could be quantitatively evaluated in SPACNet,
demonstrating the effectiveness of the proposed simulation platform.

5. Field Experimental Validation

To validate the general consistency between the simulation results obtained via SPAC-
Net and the practical behavior of the physical UACNs, a field test was performed in Xiamen
harbor sea area.

5.1. Network Configuration of the Field Experiment

To guarantee the comparability of the field experiment with respect to the simulation,
the network parameter configuration of the field experiment was set according to that in
simulation, as shown in Table 2. Note that the number of nodes, the network runtime, and
the packet generation parameter were different from that of simulation due to practical
limitation caused by hardware overheads and field operation costs associated with the
trial test.

Table 2. Parameters of the field experiment.

Parameter Value

Number of nodes 5
Number of sink nodes 1
Transducer directivity Omnidirectional

Modulation system Mary-DSSS
Node communication mode Half-duplex

Carrier frequency (kHz) 15.5
Bandwidth (kHz) 2.35

Data rate after channel decoding (b/s) 55.8
Maximum number of retransmissions 3

Runtime of network (h) 24
Packet generation (s/packet) 600

The location of the field experiment, Xiamen harbor sea area, is a typical shallow water
offshore area with an average depth of about 20 m, which is governed by a semidiurnal tide.
The topology of the field experimental underwater acoustic network is given in Figure 11a,
which consists of five nodes, with the largest distance between adjacent nodes being 5.9 km.
The network node adopted for the field UACNs experiment is shown in Figure 11b. To
be consistent with the simulation network scenario, the field UACNs was configured to a



J. Mar. Sci. Eng. 2023, 11, 1827 14 of 17

five-node marine environmental monitoring sensor network with node 1 as the sink node,
and the other four nodes as the sensor nodes, as shown in Figure 11. Moreover, to facilitate
the comparison with the simulation results, the 24 h running time of the field UACNs was
similarly divided into two stages, the first 12 h running in fixed routing mode and the
second 12 h running in cognitive routing.

(a) (b)

Figure 11. The topology of the field UACNs and the network nodes adopted. (a) The topology of the
field UACNs. (b) Network nodes adopted.

5.2. Results and Analysis

As the purpose of the field UACNs experiment was for general validation of the pro-
posed SPACNet, the PDR was adopted to quantitatively evaluate the network performance
of the cognitive routing and the fixed routing during the field test. The resulting PDR
of the cognitive routing and fixed routing is provided in Table 3, which reveals that the
cognitive routing outperformed the fixed routing with a PDR of 92.5% as compared to
75.1%. Thus, the PDR results obtained from the field network experiment were generally
consistent with those of the simulation experiment as yielded by SPACNet. Note that,
as the node number of the field test was much smaller than that of the simulation, the field
experimental network corresponded to a bigger PDR that the simulation network due to
there being much fewer collisions at a similar network load. As regards the reason behind
the transmission failures, besides those caused by transmission collisions, the time-varying
multipath associated with the adverse shallow water channel was also a key factor, consid-
ering that the average SNR of the receiving signal was about 8 dB, which was high enough
for the DSSS modulation adopted

Table 3. PDR results of the field experiment.

Network Routing Mode PDR

Cognitive routing 92.5%
Fixed routing 75.1%

6. Conclusions

Despite the extreme importance of underwater acoustic cognitive networks (UACNs)
in extensive marine missions as recognized by the research community and the industry, the
lack of convenient simulation platforms hinders research into UACNs as the conventional
network simulation platforms are not specially designed to enable cognitive acoustic net-
working. To facilitate comprehensive performance evaluation of UACNs via a simulation,
a novel simulation tool, i.e., SPACNet (simulation platform for acoustic cognitive network),
was designed and is presented in this article. It provides effective and efficient support
for the application of CNs in underwater environments by saving substantial hardware
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resources, facilities, and personal resource costs associated with field underwater acoustic
network experiments. The design of SPACNet is outlined in detail.

The key difference between cognitive wireless networks and UACNs is the significant
difficulties caused by challenging underwater acoustic channels and the diverse underwater
acoustic physical layer and network protocol to mitigate them; thus, the capability to sense
underwater acoustic channels and accordingly optimize network operation mechanisms
is crucial to the design of a simulation platform for UACNs. Specifically, to enable the
high-fidelity formulation of underwater acoustic environments, the Bellhop model with a
specific marine environmental parameter input was embedded to generate time-varying
underwater acoustic channels between network nodes. Moreover, SPACNet builds a proto-
col programming framework based on state machines, implements the UACNs protocol
within this framework, and simulates cross-layer protocols through information exchange
between protocol layers. Based on the marine environment-driven multinode underwater
acoustic transmission process and the cross-layer protocol that enables information ex-
change, the behavior of cognitive acoustic networking can be comprehensively evaluated
by SPACNet in terms of multiple quantitative network performance indicators.

The effectiveness of the proposed SPACNet in evaluating UACNs was verified by a
simulation UACNs consisting of 21 nodes specialized for marine environmental monitoring.
Furthermore, a five-node field UACNs similarly configured according to the simulation
scenario was deployed in the offshore sea area near Xiamen harbor, the performance of
which was then analyzed for comparison with the simulation. For both the simulation
and field experiment, with respect to the two different routing schemes, i.e., cognitive
routing and fixed routing, the impact of the underwater acoustic channel was adapted to
cause different state-transform types under the framework of SPACNet. The corresponding
variations of specific routing in the cognitive routing scheme driven by the cognitive
network mechanism, thus, verify that the proposed SPACNet is capable of supporting
different state-transform types caused by underwater environmental factors. Finally, the
general consistency between the results obtained from the SPACNet-based simulation and
that obtained from the field UACNs experiment validate the performance of SPACNet.

Note that, as a network simulation platform, it is crucial to provide extensive com-
parison functions to evaluate the performance of different network schemes, including
the newly developed example and that previously proposed. However, because there
is no current unified protocol standard or protocol framework for underwater networks,
the protocol designs details of different UACNs works are highly diverse. As a result, the
practical implementation of UACNs work developed by other authors takes substantial
time and efforts. In the future, based on the basic network modules already embedded
in SPACNet, we will add more UACNs modules to enable the extensive comparison and
evaluation of various UACNs strategies.
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