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Abstract

:

This paper presents the use of virtual level (VL) probes as an alternative image-based approach to investigate the interaction of waves with coastal structures in wave flume experiments. These probes are defined as regions of interest located at specific positions along the horizontal domain of the images, in which edge interfaces are detected and, thus, their vertical motions can be obtained. To demonstrate the use of the methodology, a critical condition of breaking waves interacting with a Cubipod homogeneous low-crested structure (HLCS) in a two-dimensional framework was selected. With the video recorded from the experiments, image calibration, processing, and analysis stages were implemented to analyze the performance of the HLCS in reducing wave elevations and to study the stability of the armor units. The present approach can be extended to a wide range of coastal structures applications where the interface detection between components of the scene is useful to observe the behavior of coastal structures, increasing effectiveness and alternatives to acquire precise data in 2D experimental tests.
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1. Introduction


Laboratory wave flume experimentation is a widely used practice by scientists and engineers to understand the physical processes taking place in coastal environments. The spatial and the temporal variations of the water surface elevation are essential data observed in this field that remain mostly measured with traditional capacitance, conductive, and resistance wave gauges. As an example of application, small-scale tests of damage monitoring in rubble mound breakwaters have been addressed for more than 80 years, and continuous advances in the applied measurement methods have been proposed to evaluate the stability of breakwaters [1]. Recent studies have shown the extensive applicability of image processing tools in multiple fields of research and their growing adaptation to studies in coastal and ocean research [2,3,4].



Being costly, intrusive, spatially constrained, and inaccurate readings affected by entrapped air in the fluid are some of the disadvantages identified from the use of traditional wave probes to measure the water elevation in small-scale experiments [2,4]. Viriyakijja and Chinnarasri [4] presented the application of CCD video cameras with edge detection algorithms to measure the water surface elevation in the laboratory as an innovative, easy, low-cost, and accurate alternative method to the use of wave gauges. Recently, Douglas et al. [2] described an image-based method for the automatic detection of water surface using color segmentation. The image processing method was further extended to compute wave run-up characteristics and dynamic loads acting on the armor units of rubble mound breakwaters.



Despite the measurements of water surface, image-based approaches are also useful to study motion of structural members. Classical methods for quantitative measurements of armor damage are mainly based on counting the number of dislodged armor units by means of a fixed camera (visual counting), accomplished by photo overlays or flickering technique (counting process) or expressed as the eroded area/volume in relation to a non-damaged section after the application of a laser profiler to reconstruct the 2D/3D cross-section of the breakwater [1]. Difficulties for the application of these methods have been identified for high levels of damage [5,6].



Visual counting was only recommended for low and moderate damage levels, only if porosity of the armor layer was constant [5]. The virtual net method was presented to take into account the heterogeneous packing failure mode due to the variation in porosity in different parts of the breakwater, which enables the counting of the number of armor units in each of the strips resulting from the projection of a virtual net over the armor layer photograph [7,8]. However, as mentioned by [9], the application of each of these traditional techniques is limited to specific conditions and damage levels. Some disadvantages of the use of mechanical profilers have been also presented, such as the intrusive nature of the instrument that could affect the measurement precision by possible induced movements of armor units, the lack of a standardized method specifying the optimal accuracy or the required number of profiles, and the systematic error given by the accuracy of the positioning of the device and the accuracy of the measurements [1,6].



The technological development in post-processing and graphic tools has encouraged the use of non-intrusive instrumentation and new scanning instruments as substitutes of traditional tools and techniques, though evidence of their application in laboratory has not been found since 2003 [1]. Among these alternative methods are digital terrestrial photogrammetry and terrestrial laser scanner, infrared scanners, laser scanners, ultrasonic sensors, structure from motion (SfM) techniques, or digital stereo photography (DSP) [1,4]. An example is the application of laser scanning, stereo photogrammetry, and Kinect motion sensor to assess the armor layer damages on a rubble mound breakwater composed by rock and Antifer cubes, showing the good performance of these innovative survey techniques to evaluate eroded volumes in breakwaters [10].



Recently, alternative and simplified methods based on the concept of virtual water surface measurements at specific locations in wave flume experiments have been proposed for hydraulic applications [11] and ocean engineering research [12,13]. To the best of the authors’ knowledge, Kocaman and Ozmen-Cagatay [11] introduced the concept of virtual wave probe (VWP) measurements evaluating the flow from wet dam-break experiments. This definition was given to the water elevation measurements taken from videos in the wave flume tests. More recently, motivated by this concept, Hernández et al. [14] proposed a simplified image-based technique based on the VWP concept to measure water heights at specific locations over the horizontal domain. This approach is based on binary images, in which morphological operations are performed inside regions of interest (ROIs), located at desired locations along the horizontal image domain. This algorithm is open source and fast and was recently extended by [15] to measure multiple-valued water surfaces in some 2D hydrodynamic applications. The approaches based on defining regions of interest to perform the measurements (i.e., virtual sensors) can save computational time, since the measurements are taken only at the desired locations. If several virtual sensors are placed, then a 2D visualization of the object motion in time and x-direction space can be performed in a practical way.



As coastal structures research commonly occurs in wave flume experiments, the use of virtual sensors to track motion inside regions of interest could allow measurements of both water and structure motions in a 2D framework. This non-obstructive approach would allow capturing motion where it is difficult to place obstructive sensors, providing new relevant data for numerical model validation.



This paper presents an image-based study of the interaction of waves with a coastal structure in wave flume experiments using the concept of virtual level (VL) sensors. These sensors can be defined as ROIs set at specific positions in which the edge interfaces are detected, and their displacements are measured. The main objective is to verify the applicability of VL sensors to: (1) analyze the motion of the waves before and after interacting with the structure and (2) detect failure (displacement of armor units) at the crown of the structure in a 2D framework. To test the methodology, the case of breaking waves interacting with a Cubipod homogeneous low-crested structure (HLCS) [16] was considered. The selection of this type of structure was motivated by the fact that it is a novel alternative for artificial reef construction, which presents some advantages over conventional LCS [16,17,18].



The waves were designed to break just after interacting with the structure, resembling a critical design condition. Scene elements differentiation setup, background illumination techniques, and conventional video at 100 fps were employed for implementing the stages of image calibration, processing, and analysis. The contributions of the present work can be described as follows:




	
Details of the violent interaction of breaking waves with a Cubipod HLCS, which are critical conditions at which they can be subjected, were investigated.



	
We investigated the spatio-temporal evolution of water elevations before and after interaction of the incident waves with the structure following a 2D assumption. This approach can provide useful data for detailed model validations in this type of research.



	
With the use of VL measurements, it was possible to track slight variations of Cubipods located above the water free surface, identifying the instants of failure of the top of the structure during the wave interactions.








The work is organized as follows: Section 2 presents the experimental setup, including the general arrangement, the procedure to install the structure, and the case of study. Section 3 shows the image-based approaches, including the stages of image calibration, processing, and analysis. Next, Section 4 presents results and discussion, providing qualitative and quantitative analyses of the wave–structure interactions. This section includes the spatio-temporal analysis of water elevations and the analysis of failure of the crest of the structure. Finally, Section 5 summarizes the main conclusions of this work.




2. Physical Tests


2.1. Experimental Set Up


The 2D experimental tests (scale 1/42.8) were performed in a wave flume (22.0 m× 0.4 m× 0.5 m) at Universidad Nacional Autónoma de México (UNAM) to study the interaction of breaking waves with a five-layer Cubipod HLCS (Figure 1a). Regular waves of 0.13 m height and 1.5 s period were generated with a piston type wavemaker (equipped with an active absorption system) located at the left side of the flume (see Figure 1b). It is worth mentioning that, although regular wave parameters were used to activate the wavemaker, the observed waves resembled a train of solitary waves caused by a fission process, which is a common phenomenon that occurs when cosine waves develop over shallow conditions [19,20]. At the downstream end of the flume, a passive absorption gravel beach was placed to minimize reflection effects in the flume. The working depth was 0.3 m with a zero crest freeboard of the structure.



Cubipod units of Dn50 = 0.038 mm and mass density of 2.28 g/cm3 were used for the experiments. The HLCS model was placed over a 4 mm foam sheet with the dimensions and the characteristics of the placement grid shown in Figure 1b, which in turn was mounted over a methacrylate plate with a 2% slope (Figure 1b). This sheet provided some friction and cushioning to the base on which the structure was supported. The placement grid was used as reference to locate the armor units of the bottom layer of the structure. Each Cubipod of an upper layer was placed on three units of the under layer, one Cubipod facing the incident waves and two Cubipods behind it, following the triangular-type placement grid for Cubipod HLCS described in [16].



Table 1 and Figure 1c show details of the geometric characteristics that define the HLCS model with 11, 9, 8, 5, and 3 rows of Cubipod units defining the cross-section of the five-layer structure.



A high-speed camera (Model Fastec Imaging HiSpec2GMono, [21]) with verifocal lenses was employed to acquire sets of gray-scale images. It was located perpendicularly to the side wall of the flume at a distance of ~1.5 m to capture the incoming waves interacting with the start and the end of the structure (Figure 1b). This configuration allowed a field of view of ~1m and ~0.6 m in the horizontal and the vertical directions, respectively. The images were taken with a resolution of 928 × 490 pixels to be captured at a rate of 100 fps (0.01 s) during the entire duration of the tests. The maximum recording time of the camera was ~47 s, starting the recording at ~12 s with respect to the activation of the wavemaker. Four LED lamps (Model IES 4422) were placed behind the flume wall to provide background illumination. A diffuser sheet was attached to the tank wall to provide uniform illumination to enhance the high-speed flow visualization, as shown in Figure 1b [14]. Details for the stages of image acquisition, processing, and analysis are described in Section 3.




2.2. Case Study


In this study, the interaction of breaking incident waves with the structure was investigated. The selection of suitable waves was done through some pretests to identify regular waves that broke just before interacting with the structure. To provide enough details about the use of the methodology, a study case with this condition was performed, considering design regular waves with height (H) of 0.13 m and period (T) of 1.5 s. A wave train of 100 waves was considered, with a total duration of 150 s. The working water depth was 0.3 m with respect to the flume bottom (Figure 1a).



It is important to mention that, even though the construction of the structure was made by a systematic procedure, by letting the Cubipods fall into the grid positions (Figure 1d), the final arrangement of this structure is unique. Besides this, in this work, the focus was to investigate the use of image-based methods to analyze this problem, thus, only a study case was considered for detailed analysis purposes.





3. Image-Based Approaches


This section describes the tools and the methodology employed to perform the image-based analysis of the interaction of the incident waves with the Cubipods set arrangement.



Basically, the image-based methodology consists in the analysis of water elevations before and after the structure, motivated by the concept of virtual wave probe measurements (VWP, [11,14]). In this approach, the motion is analyzed inside defined regions of interest and placed at positions in the image where it is aimed to take the measurements.



The approach proposed for this work employs some concepts of the methodology by [14] and the image supervision platform of National Instruments® (NI) to analyze time series of water elevations in both sides of the structure and to detect drastic changes in its upper part (crown). This was done by monitoring of edge interfaces detected in defined regions of interest. We named this process as virtual level (VL) measurements (see Section 3.3).



The image-based approach consists in the stages of image calibration and rectification (Section 3.1), processing (Section 3.2), and analysis (Section 3.3).



3.1. Stage 1: Calibration and Rectification


The calibration procedure of the acquired images was performed through a pinhole camera model calibration by means of Zhang’s approach [22]. The main objective behind this implementation was to retrieve (a) the intrinsic parameters, (b) the extrinsic parameters, and (c) the distortion coefficients. Then, by employing the pinhole camera model, the images were rectified, the distortions were minimized, and the relationship between pixel and real-world units was obtained.



3.1.1. Image Calibration


The calibration of the camera was performed by means of the well-known pinhole model using a chessboard with squares of 22 mm of length, which was placed on the closest flume wall, as shown in Figure 2a. The main objective behind this task is to determine transformation parameters between an object in a three-dimensional (3D) space and its reprojection to the observed two-dimensional space (2D) from visual information (image). Thus, by considering 3D real-world coordinates for an arbitrary point as X = (X,Y,Z,1)T, its 3D coordinates in a 2D camera image Xcam are transformed by means of the next expression:


   X  cam   =    R   t    X  



(1)




where R is a 3 × 3 rotation matrix, and t is a 3 × 1 translation matrix. Assuming x = (x,y,1)T, as the image 3D coordinates, the 3D to 2D mapping is denoted by the next expression:


  X = K    R   t    X  



(2)




where K is a 3 × 3 matrix of the capturing device with its intrinsic parameters, which in turn is denoted by


  K =        f x     0     c x       0     f y       c y       0   0   1       



(3)




where fx and fy are the focal length of the capturing device in x and y axes, and (cx, cy) are the principal point coordinates.



To determine the intrinsic and the extrinsic parameters, several images were obtained from a grid of dots with equal spacing. Then, all coordinates of the centroid of the points were found in each image. These coordinates in the image correspond to some coordinates of 3D points in the real world. All collected correspondences were stored, and the calibration parameters were retrieved using the NI Vision Assistant software [23].




3.1.2. Image Rectification


The image rectification is a required stage after determining the camera parameters through calibration since there are different types of distortion in images from pinhole cameras. Two major distortions are the radial and the tangential ones. In the former, straight lines appear curved, seeming that they move away from the center of image. In the latter, the lens plane of the capturing device is not perfectly parallel to the imaging plane; as a result, some regions in the scene may look nearer than expected. Then, to deal with the distortions in the captured images, it is necessary to find the distortion coefficients (k1, k2, k3, p1, and p2). Thus, the radial distortion problem can be solved by using the next two expressions:


   x c  = x   1 +  k 1   r 2  +  k 2   r 4  +  k 3   r 6     



(4)






   y c  = y   1 +  k 1   r 2  +  k 2   r 4  +  k 3   r 6     



(5)







Similarly, the tangential distortion can be solved by using the next two expressions:


   x c  = x +   2  p 1  xy +  p 2     r 2  + 2  x 2       



(6)






   y c  = y +    p 1     r 2  + 2  y 2    + 2  p 2  xy    



(7)







Figure 2 illustrates the main steps of the calibration and the rectification stages of the present work.



Figure 2a,b show the input calibration image and the detected corners from the chessboard square intersections, respectively. Figure 2c includes some arrays that represent the error due to distortion. Figure 2d presents the aspect of the rectified images, which were employed for the purpose of the present work. For an in-depth description and mathematical background of the employed calibration and rectification procedures, the reader is referred to [22,24].





3.2. Image Processing


The image processing stage was conducted in three main steps to perform image enhancement in the set of input images before the image analysis. In the first step, the brightness parameters on the scene were modulated by considering, respectively, brightness and contrast levels of 0.52 and 0.18 and a gamma adjust of 0.46. In the second step, a 3-pixel size median filter was applied to the entire stack of modulated images for noise reduction. In the third step, a convolution of the images, with a 3 × 3 kernel, ck = [[−1 −1 −1], [ −1 10 −1], [ −1 −1 −1]], was performed to highlight the details of the images. Figure 3a shows the aspect of the input image, whereas Figure 3b shows the resulting output image, obtained after performing the described image processing stage.




3.3. Image Analysis


For the image analysis, the NI Vision Builder® software [25] was employed. It allowed us to define regions of interest (ROIs), named in this work as virtual level probes (VLs, Figure 4), to track edge motions inside of them. In general, the main objective was to identify straight edges within these regions by seeking the better-defined edge from top to bottom of the ROI [25,26].



As shown in Figure 4, initial and final locations of the edges identified inside each ROI (red lines) are defined to keep their horizontal position in the vertical rectangles that define the VLs. Thus, the main idea consists in tracking the displacement of these edges as the flow is interacting with the structure. To define the water elevation, at specific positions over the horizontal domain, the mean value of the measurements obtained at the start and the end of each edge was considered (see a detailed description of the measuring process in Appendix A). The parameters for straight edge determination considered in NI Vision Builder® were: (i) a minimum edge strength of 10 pixels, (ii) kernel size of 3 pixels, (iii) projection width of 2 pixels, and (iv) gap of 2 pixels. A total of 21 ROIs (VLs) were considered to perform the analyses (Figure 4). These ROIs had a fixed width of 20 mm, a height around 300 mm, and a spacing between them of 20 mm. A brief error analysis of the VL measurements is included in Appendix B.





4. Results and Discussion


4.1. Qualitative Analysis of the Experiments


In the present experiments, the incident flows interacting with the Cubipod structure were trains of waves that broke just before or during the interaction. After several pretests, it was tented to find the wave train that presented this behavior. Overall, a wave train of 100 waves with 1.5 s of period was considered. These waves caused several displacements of the Cubipods with respect to the initial condition of the structure, as can be observed in Figure 5, which shows top and front views of the structure before (Figure 5a) and after (Figure 5b) the interaction of the waves. As can be observed in Figure 5a, the layers of the structure are characterized by Cubipods of different color, being white in the base and yellow on the top. Note that, at the end of the experiment, there were several armor units extracted from the structure. Alternatively, Figure 6 shows some differences between the initial frame of the video and the subsequent stages. From this figure, it can be clearly inferred, from a two-dimensional point of view, that the elements of the structure suffered some motion during and after the interaction of the wave trains.



The large displacement of the Cubipods from the top of the structure resembles a failure condition of this type of structure. It is important to highlight that this wave condition was generated to test the structure under the action of violent flows. In conventional testing conditions with longer waves, negligible displacements were detected.



To illustrate the strong interactions that the waves had with the structure, Figure 7 shows some snapshots of relevant stages of the first five waves of the wave train. It is important to remember that the wave train was generated with design regular wave parameters (0.66 Hz and 0.65 m of wave frequency and amplitude, respectively). However, these parameters provided a dimensionless depth value kh~0.53 (where k is the wave number and h is the water depth), suggesting intermediate depth conditions (π/10 > kh > π, [27]). In Figure 7, it can be observed that the first and the second waves, which correspond to the ramp function of the signal introduced to the wavemaker, did not break. Next, the third wave presented partially breaking features just above of the structure, whereas the subsequent waves broke just before of it. The snapshots show the features of the waves before, during, and after the interaction with the structure. Note that, when the waves presented breaking features, three dimensional effects could be observed in the free surface, it being complex to define the water level even by visual inspection. The use of the present image-based procedure requires the assumption that the water surface will be identified in the water–air interface, disregarding the differentiation between three-dimensional surface effects. Despite this assumption, this approach can provide useful information for better understanding of the spatio-temporal water evolution, as shown in next sections.




4.2. Water Elevation Analysis


Considering the 2D assumption to analyze the present experiment, the image-based methods can be applied to obtain useful measurements of the variation of the VLs (i.e., red edges in Figure 4). As described in Section 3.3, the measurements can be acquired for initial and final extremes of the edges, which can be helpful to know the instant inclination of the edge. However, to simplify the analysis, only the variation of the middle of the edges has been considered in this study (see Appendix A for details).



Figure 8 shows the spatio-temporal evolution of the detected levels in the 21 VL sensors that were defined in Figure 4, for the duration of 10 s (interaction of the first 6 waves). Note that at the rest condition, before the wave’s incidence, some of the identified edges were those of the Cubipods located at the top of the structure (e.g., VLs 12, 13, and 14). In Figure 8, after the occurrence of each wave, the resultant level of these Cubipods can be observed. Note also that the third wave was the one that reached the highest water levels before the interaction with the structure with respect to the other waves. Although the surface shown in the figure is not a complete reconstruction of the flow evolution because of the 2D assumption, it is a remarkably interesting spatio-temporal representation that could be very useful for analyzing different test configurations.



To have an idea about the effect of the structure on the incident wave elevations, Figure 9 shows a comparison of the water surface measurements provided by the VLs sensors located before and after the structure for most of the waves captured during the camera acquisition time. Hereafter, in the comparisons of time series of water elevations, the power spectral density of the signals is included. It allows identifying the main components of the signals and having an idea about the reduction of wave energy by the structure. In all the comparisons, the main frequency of the incident waves can be identified (~0.66 Hz) as well as additional small peaks for other frequency components, which are, perhaps, due to nonlinear instabilities of the waves (see some examples in [28]) or bound waves in the present test condition. The power spectral density was calculated using the Fast Fourier Transform available in MATLAB, following the procedure described in [29]. Figure 9a presents the comparison for VL3 and VL9, whereas Figure 9b compares VL9 and VL17. Notice that the former are at farther locations from the crest of the structure than VL9 and VL17. In both comparisons, it can be observed that the structure contributed to the reduction of water surface levels of the incident waves. This reduction was observed in most waves for the maximum amplitudes of the crests (~10–20% for most waves), assuming that we are monitoring the upper visible surface, including the breaking flow effects. Similarly, it can be noted that the structure significantly reduces the amplitude of the troughs (more than 60% for most waves).



To analyze more details of the wave surface variations due to the presence of the structure, Figure 10 shows the comparison between measurements of three consecutive probes located before (VL3, VL4, VL5) and after (VL17, VL18, VL19) the structure for 13 waves (0 < t < 20 s). Through these comparisons, it can be inferred that, for the first four waves, the tendency was to increase and decrease their amplitudes when approaching and leaving the crest of the structure, respectively. In the fourth wave, this behavior was conversely observed; the wave reduced the amplitudes before the interaction, increasing in the flow passing the structure. This behavior may be attributed to the failure of the Cubipod at the crest of the structure, as described in the next subsection. For the aftercoming waves, the maximum elevations after the structure presented irregular trends, tending to increase in some cases as water moved away from the structure. This trend may be partially related to the changes in the arrangement of the Cubipods at the crest (Section 4.3).




4.3. Identification of Structure Failure


With the present approach, it was also possible to identify the interface (edge) between the Cubipod located at the crest of the structure and the air, as described in Section 3.3. In this study, these edges were identified inside VL13, VL14, and VL15 (see the red edges in Figure 4) when the wave was not over the structure. When the wave was above the crest Cubipods, detected edges corresponded to the surface of the waves. Thus, knowing the variation of the Cubipods edge after each wave interaction can be useful to identify the instants at which Cubipods present significant displacements. Drastic changes could be useful to analyze possible failure conditions on this type of structures, particularly at the top.



Figure 11 shows the comparison of edge displacement measured by VL13, VL14, and VL15, including some snapshots to illustrate relevant stages during the wave–structure interactions. These measurements correspond to the vertical position of the middle of the edge inside the VL sensors, as described in Section 3.3 and Appendix A. It can be observed that, after the first two waves, the VLs of the Cubipods remained unchanged. However, after the third wave, these levels presented drastic changes for VL14 and VL5, suggesting a failure condition in some Cubipods. After the fourth wave, the levels at VL14 seemed to maintain an almost invariable amplitude, whereas those at VL15 presented more variations. The snapshots below the graph can illustrate these stages during the interaction.



It is particularly important to quantify the performance of the structure before and after failure of the top members. With the present approach, this can be analyzed in a simplified way, assuming two-dimensional flow and water elevation measurements taken upstream and downstream of the structure during the failure stage. Thus, Figure 12 shows a comparison of VL6 against VL18 measurements taken during the first five waves, including the failure stage shown in Figure 11. Note that, before failure, the structure performed well in minimizing the maximum wave amplitudes (crest amplitudes). However, after failure, it is clearly observed that the structure did not contribute to reduce this maximum. For the subsequent waves, performance of the structure to reduce the wave crests was more noticeable.





5. Conclusions


In this work, we proposed an alternative and simplified image-based approach to investigate wave–structure interaction in wave flume experiments. The approach is two-dimensional and based in the stages of image acquisition, processing, and analysis of gray-scale images obtained with a conventional camera. The novelty of this approach is the use of virtual level (VL) measurements to investigate the water evolution before and after the structure and to detect some displacements of the elements of the structure. The VL approach consists in defining region of interests at specific locations along the horizontal scale of the image. Then, edge interfaces (levels) are detected for both the water surface and the structure top elements. Next, the displacement of these levels is tracked to perform VL measurements. This approach allows investigating the spatio-temporal evolution of the VL variation under a two-dimensional assumption. To demonstrate the applicability of the method to investigate the interaction of breaking waves with a Cubipod homogeneous low-crested coastal structure, it was possible to conclude the next findings:




	
Drastic changes identified in the levels of the Cubipods interfaces (edges) can be useful to investigate failure modes in similar structure configurations.



	
The failure of the Cubipods at the crest showed the decreased performance of the structure to reduce the incoming wave elevations.



	
The water elevation data that can be obtained with this approach before and after the structure can be useful to perform comparisons with analytical or numerical models.



	
Although it is complex to build identical structure models as the one presented in this work, limiting systematic analysis, the present image-based approach can be extended to analyze a wide range of wave flume configurations. In this research, the internal memory of the camera was used. By increasing this memory, the approach can be further used to analyze breakwater behavior in irregular sea.



	
The use of color cameras, the application of improved image enhancement methods, and the definition of VLs of different sizes at specific locations could be helpful to identify and monitor the displacement of different interfaces.
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Appendix A. Virtual Level Definition


It is important to mention that the present methodology to employ virtual level (VL) measurements in coastal structures experiments can be extended to different setup configurations. Therefore, there are some aspects that should be taken into account with respect to image processing and analysis (measuring) stages.



As described in Section 4.2, the present approach considers the location of the best-defined interface contour (edge) within a specific region of interest (ROI). To do this, the algorithm needs the user to define the ROI and the minimum edge strength.



Figure A1 illustrates the measuring principle scheme for the virtual level of the 13th ROI. Within the ROI, several search lines (see blue lines) are defined by means of a constant gap between them (Figure A1a,b), allowing a top-to-bottom mapping of the changes on both contrast and intensity levels along the profile traced by each line. If a change higher than the minimum edge strength requested is detected (using absolute values), as shown in Figure A1c, then a regression point is defined between horizontal and vertical coordinates (Figure A1d). This procedure is repeated for each search line in the ROI and ends with a regression line that fits the regression points (Figure A1d). The intersections of the regression line with the ROIs boundaries define the extreme points of the virtual level, whereas the middle coordinate of this line defined the level magnitude. Complementary details can be found in [23].
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Figure A1. Sketch that illustrates the level measurement procedure for the 13th region of interest (ROI): (a) typical frame and definition of the 13th ROI; (b) search lines (in blue) defined inside the ROI; (c) edge strength profiles of some search lines; (d) definition of the virtual level inside the ROI, which corresponds to a regression line of the search line index points. 
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Appendix B. Reliability Analysis of the VL Measurements


The reliability of the approach employed highly depends on the algorithm’s ability to detect the variation in contrast and intensity levels. Thus, in underexposed or overexposed captures, these parameters do not vary perceptibly so that no point in the regression (Figure A1d) could be recovered and the detection of the virtual level would be unfeasible. Then, to minimize this as much as possible, it is recommended to apply an equalization of intensity levels to the entire set of images before processing. In this work, the instances in which it was not possible to recover any straight line within an ROI were declared as null values using numeric NaN in the exported files.



To assess the reliability of reported measures, the error in the level measurements from virtual probes can be estimated by considering that the actual vertical location of the i-th level (Ŷ, i.e., the measured level inside a ROI), at instant t, will be within the range of Y1[t][i] ≤ Ŷ[t][i] ≤ Y2[t][i], where Y1 and Y2 denote the vertical coordinates of the points where the regressed line intersects the ROIs boundaries, and Ŷ is the current registered vertical level magnitude. Thus, the root-mean square error (RMSE) of all the measurements in each instant can be measured by using the absolute difference with one of the vertical coordinates of P1 and P2 (see Figure A1d), as described by expression (A1).


  RMSE  t  =     ∑      Y ^  −    Y     2   N    =       ∑   i = 1  N  ∥  Y ^   t   i  −  Y 2   t    i    ∥ 2   N     



(A1)







Then, by collecting all the absolute RMSE values from all the frames, the error deviation can be estimated by means of a normal distribution of the collected errors (see Figure A2). The results of the error distribution reported an RMSE ranging from −2.32 mm to 2.32 mm in the measures with a standard deviation of 0.8 mm. These statistics were retrieved from all the 4716 frames (i.e., the video duration, 47.16 s) of the case study.
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Figure A2. Normal distribution of the root-mean squared error of virtual level measurements. 
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The meaning of the presented statistics denotes that reported measures may have a maximum error (RMSE) of ±2.32 ± 0.72 mm. Thus, the measurement approach can be assumed as reliable to be employed in similar problems since the previous indications were considered prior image processing. It is important to mention that the employed approach takes advantage of the built-in functions of a commercial software (NI Vision), but all the steps are possible to be ported in an open-source software such as ImageJ or an object-oriented programming language such as JAVA or Python through the OpenCV libraries.
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Figure 1. Experimental setup: (a) front and top photo views of the Cubipod homogeneous low-crested structure (HLCS); (b) sketches of front and top views of the wave flume and the structure location, including dimensions; (c) details of the geometric characteristics of the front view of the Cubipod structure; (d) top view of the designed placement grid for the bottom layer of the Cubipod armors. 






Figure 1. Experimental setup: (a) front and top photo views of the Cubipod homogeneous low-crested structure (HLCS); (b) sketches of front and top views of the wave flume and the structure location, including dimensions; (c) details of the geometric characteristics of the front view of the Cubipod structure; (d) top view of the designed placement grid for the bottom layer of the Cubipod armors.



[image: Jmse 09 00230 g001]







[image: Jmse 09 00230 g002 550] 





Figure 2. Stages during image calibration and rectification: (a) input calibration image; (b) detected corners; (c) error estimation; (d) image calibration and rectification. 
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Figure 3. Image processing enhancements: (a) input image; (b) enhanced image. 
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Figure 4. Definition of the 21 virtual level (VL) probes to perform the measurements of the identified edges. The degree values indicate the angle of the identified edges (in red) with respect to the horizontal. 
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Figure 5. Initial and final stages of the structure before and after the interaction of the breaking incident waves: (a) top and front views of the initial shape of the structure; (b) top and front views at the end of the experimental test. 
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Figure 6. Differences between the initial frame of the videos and the frames of subsequent stages to demonstrate variations of the structure. 
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Figure 7. Features of the first six incident waves interacting with the structure. For waves 3 to 6, snapshots of the stages before (left column), during (middle column), and after (right column) the interaction are shown. 
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Figure 8. Spatio-temporal evolution of the vertical displacement of the detected levels (η) of the first six incident waves. The elevations are shown for the 21 virtual level probes (VLs) distributed along the entire horizontal domain of the image data, considering the time 0 < t < 10 s. The color bar in the right side indicates the magnitudes of the displacements. 
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Figure 9. Comparisons of water elevations (η) measured before and after the interaction of the incident wave trains with the structure, including the power spectral density of the signals: (a) comparison of VL3 (located at the beginning of the horizontal image domain) with VL19 (located at the end of the domain); (b) comparison of VL9 (located close to the structure, before the top) with VL17 (located close to the structure, after its top). 
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Figure 10. Comparison of water elevations (η) measured by three consecutive virtual level (VLs) sensors placed before the structure (VL3, VL4, and VL5) with three consecutive VLs located after the structure (VL17, VL18, and VL19), including the power spectral density of the signals. 
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Figure 11. Detection of failure of the Cubipods located at the top of the structure through the analysis of virtual levels (VLs). Above: comparison of the edge displacement measurements taken by the VLs 13, 14 and 15, which were placed on the structure, including the power spectral density of the signals. When water moved inside these VLs, they detected the upper water surface. When the wave passed, the VLs detected the edge of the Cubipods located at the top of the structure. Below: representative snapshots at different time instants. 
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Figure 12. Above: comparison of water elevations measured by the virtual level (VL) sensors VL6 and VL18, located just before and after the structure, respectively, during the first interactions of waves with the structure. The power spectral density of the signals is included. Below: snapshots representative of the maximum elevations measured by these sensors. 
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Table 1. Geometric parameters of the Cubipod HLCS.
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	Scale
	Crown Width (m)
	Base Width (m)
	Structure Height (m)
	Number of Rows of the 5-Layer Cross-Section





	1:42.8
	0.16
	0.61
	0.19
	11 + 9 + 8 + 5 + 3
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