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Abstract: This paper describes a voice encryption device that can be widely used in civil voice
call encryption. This article uses a composite encryption method to divide the speech into frames,
rearrange them in the time domain, and encrypt the content of the frames. The experimental
results show that the device can complete the encryption normally under various analog voice call
conditions, and the voice delay, quality, encryption effect, etc. are guaranteed. Compared with
traditional time-domain encryption, it effectively solves the original voice information remaining in
the encrypted information, and further increases the security of the voice.

Keywords: FPGA; voice source real-time encryption; speech scrambling

1. Introduction

The purpose of voice communication is to realize the transmission of information in
human daily life, and people’s requirements for voice calls are increasing continuously and
developing rapidly [1]. Voice communication changes people’s communication methods;
because of its immediacy, convenience and other characteristics, it is widely used, and
it is the main method in modern communication systems [2]. With the development
of communication technology, the security of traditional voice communication has been
greatly challenged, and a series of voice signal eavesdropping cases have occurred [3].
Party and government organizations in various countries attach great importance to the
confidentiality of voice communications. Enterprises hope that voice communications will
not compromise their confidentiality, and individuals hope to protect their privacy [4].

Encrypted voice communication is attracting people’s attention. The militaries of
various countries have established dedicated lines for encrypted communication, but the
cost is high and the applicability is poor. In recent years, many companies have introduced
voice encryption equipment, but they often require additional communication equipment,
which is costly and cannot be integrated into existing communication equipment or lines.
Common encryption methods are generally divided into digital encryption and analog
encryption. Generally speaking, digital encryption is more reliable, but due to bandwidth
and other restrictions, voice encryption generally uses analog encryption [5]. Analog voice
encryption is also called “speech scrambling”. Speech scrambling techniques are some
of the methods used to prevent informatics attacks and to protect the information from
intruders or interceptors. This can ensure the security of voice transmission [6].

This article introduces an encryption device for real-time voice communication based
on the FPGA design [7,8]. It does not require special lines or additional voice call equipment.
It combines voice scrambling and FPGA digital signal processing to produce a hybrid
encryption method that is suitable for various types of voice communication [9]. The
appearance of this product is just like a headset, and it can be used after plugging in a
mobile phone. The voice signal is collected and encrypted by the encryption device, and
then sent to voice communication devices such as mobile phones for transmission through
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the communication channel, which solves the security problem of eavesdropping during
the voice transmission process and protects the privacy of users.

The rest of this article is organized as follows: Section 2 introduces the application of
voice encryption equipment to analog voice communication channels. Section 3 describes
the system architecture. Section 4 tests the system and analyzes the results. Section 5
summarizes the article.

2. Materials and Methods

Voice encryption is generally divided into digital encryption and analog encryption.
Digital encryption first samples the voice signal, then encrypts and modulates it, modu-
lates it on the carrier and sends it out. Using digital modulation inevitably increases the
bandwidth of the call, so exceeding the frequency band of the general voice call means,
thus it is rarely used in end-to-end voice communication encryption [10].

Voice-like modulation is an encryption method suitable for the transmission of infor-
mation in the voice channel, which retains the voice characteristics of the signal and reduces
the interference of the vocoder on the signal. However, most of its current modulation
technologies are based on the realization of limited ideal environments. If multiple vocoder
conversions, actual channel errors, packet loss and other uncertain factors are considered,
there is no mature technology to choose from [11,12].

Analog encryption is generally called voice scrambling. In this method, there is no
need to digitize and compress voice samples, nor to use modulation, demodulation, and de-
modulation. For analog encryption, common encryption methods include: time domain en-
cryption, frequency domain encryption, amplitude encryption, and composite encryption.

In order to achieve a secure encryption, and a real-time voice encryption system
that is not restricted by type of mobile phone, walkie-talkie, or communication network,
the technical means that can be adopted are generally frequency domain encryption. At
present, the commonly used frequency domain encryption generally works by moving the
audio spectrum of the call, i.e., moving the high frequency part to the lower part of the
frequency band and moving the low frequency part to the upper part of the frequency band.
The original voice signal is converted into an incomprehensible sound, so as to achieve
the purpose of encryption. Frequency domain encryption can retain the characteristics of
the voice signal, and is easy to implement and reproduce. But its disadvantage is that the
encryption is relatively simple, retains the voice call characteristics, and is easy to crack.

Time domain encryption usually divides the speech signal into frames; each frame
contains several samples. Afterwards, these frames are rearranged, and the speech signal
is scrambled through the key to the arrangement process. Speech scrambling changes
intelligible speech into incomprehensible speech, so that the eavesdropper cannot under-
stand the original meaning. Since time domain encryption itself is processed in the analog
domain, the signal amplitude remains continuous and the frequency does not change
much (less than or equal to 4 kHZ), and the reserved voice features are similar to ordinary
voice signals, which can be more easily passed through the vocoder and communication
channel. Time domain encryption retains much original information about the voice, and
has significant shortcomings in terms of its security and intelligibility [13].

In order to solve the above-mentioned shortcomings of time-domain encryption, the
system we have designed divides the voice data into frames and stores them in the SDRAM.
Then, the positions of each frame are rearranged according to time-domain encryption,
and the synchronization signal is used to determine the encryption period, which further
increases the security of the encrypted signal and reduces its intelligibility.

3. System Structure

This article describes an FPGA-based voice encryption system, and the system ar-
chitecture is shown in Figure 1. We only need this device to encrypt the signal between
headphone and mobile device. The following describes the product system structure in
detail from the chip selection and PCB design.
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Figure 1. Voice encryption system architecture.

3.1. Hardware Selection and Design
3.1.1. Audio Chip

This system uses the WM8731 chip, which is used for the A/D and D/A conversion
of the sound signal in the process of acquisition and playback. The input clock is generated
from within the FPGA and sent to the chip. The initialization of the chip and the work-
ing status and functions of the chip are realized by configuring the 11 internal registers
corresponding to the I2C bus. The sampling frequency (A/D and D/A sampling rate)
of the WM8731 chip in this system is set to 48 kHZ, and the converted data bit length is
16 bits [14].

Two WM8731 chips are used in this system, which respectively encrypt and decrypt the
sound information from the headset and mobile phone. There are two WM8731 chips, and
the internal registers are set separately through the I2C bus to achieve different functions.
The WM8731 chip includes two input modes, the line input and microphone input, all of
which are designed for the line input in this system. The WM8731 chip on the earphone
side needs to turn on the microphone gain to amplify the tiny signal of the microphone to
proceed to the next step. The WM8731 chip on the mobile phone side does not need to be
amplified, and the microphone gain needs to be turned off. In addition, when inputting
and outputting sound signals, different gain attenuations need to be adjusted accordingly.

The digital audio interfaces of the WM8731 chip are: the digital audio clock BCLK,
the digital audio input DACDAT, the DAC left and right channel acquisition clock DA-
CLRC, the digital audio output ADCDAT, and the ADC left and right channel acquisition
clock ADCLRC.

The incoming voice information becomes digital information after being collected
by the WM8731 chip. The DACDAT, DACLRC, ADCDAT, and ADCLRC collect the data
and transmit on each falling edge of the BCLK. As shown in Figure 2, the BCLK is the
sampling clock, and each clock cycle transmits one bit of data. The DACLRC and ADCLRC
control the collection of the left and right channels. The left channel is collected during the
rising edge and the right channel is collected during the falling edge. The acquisition cycle
is 64 BCLK clocks, and 64-bit data, each of which occupies 32 bits for the left and right
channels [15].
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3.1.2. FPGA Chip

The FPGA chip uses Anlogic Technologies’ EG4S20 as the core unit. It has 20 K logic
cells (LUT4/LUT5 hybrid architecture), about 130 KB of SRAM (Static Random Access
Memory), a built-in 32-bit wide 64-MBit SDRAM (Synchronous Dynamic Random Access
Memory), rich LVDS (Low-Voltage Differential Signaling) pins, and a built-in 12-bit 1MSPS
(Million Samples per Second) ADC (Analog to Digital Converter). Compared with the
Altera and Xilinx chips, it is cheap and integrates the SDRAM. It takes up less space, which
allows us to make the entire device smaller. In summary, we used the EG4S20 chip from
Anlogic Technologies [16].

3.1.3. PCB Design

The design of the circuit board of this system is shown in Figure 3. The left side
of the product is the earphone soldering point, and the right side is the WM8731 chip,
which converts the data from the FPGA into an audio signal and sends it to the earphone.
There is a patch microphone on the top to provide input sound. On the upper side are
6 LED indicators, which are used to indicate the working status of the product. Located
in the middle is the FPGA chip, which mainly performs data encryption and decryption
algorithms. On the left are the soldering points of the four-ring earphone cable and the
WM8731 chip, which are used to receive the data from the mobile phone and transfer it to
the FPGA. At the top of the product are six key control buttons to switch the product on
and off, adjust the volume, and so on. The bottom of the product is used for debugging
and downloading data.
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3.2. Synchronization Algorithm

When encrypting the voice signal, a certain degree of clock synchronization is required.
Because the encryption needs to divide the signal into frames in the time domain, it is
necessary to synchronize the clock to determine the starting position of the frame when
decrypting. Compared with the clock of digital communication in general, the clock of this
product does not need very strict alignment. When performing voice collection, several
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adjacent points will all have the same magnitude of sound amplitude, and the collected
data are almost the same. Therefore, even if the clock is identified with a certain error, it
will not affect the decryption of the product. During the actual testing of this product, the
clock difference generally did not exceed 10 sampling points, which is about 10/≈0.2 ms,
and so does not affect the encryption and decryption at all. Thus, in the product design
process we can simply design the synchronous clock of the product [17].

This article adopts a synchronization method to calculate the number of fixed sine
waves: first, a sine wave with a fixed frequency and a fixed number of cycles is generated by
the transmitter. The frequency of the sine wave needs to be within the range of the human
voice, preferably 1000–2000 Hz. It is sent separately by the encryption equipment of both
parties. The encryption and decryption in this product is not performed synchronously,
but the sender’s encryption clock is the same as the receiver’s decryption clock, so both
parties need to send a piece of synchronization information. In one device, encryption and
decryption are performed in its two clocks. The encryption and decryption is performed
by the WM8731 audio chip.

After the receiver receives the synchronization information, it starts to generate the
corresponding synchronization clock. First of all, the synchronization clock cycle is agreed
upon, and is a fixed frequency. It only needs to know when the clock starts. As shown in
Figure 4, the receiving end reads the number of sine waves from the synchronization signal.
When the count of sine waves reaches the predetermined number to be sent, the clock is
generated, and the RST bit of the clock is activated to make the signal regenerate from its
beginning at this time, so that we get the same clock as the original synchronization signal.
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In the process of transmission, the synchronization signal passes through the voice
channel and is inevitably affected by noise. Calculating the number of sine wave cycles
to determine the clock can greatly reduce the impact of noise. We can count the number
of times at each peak of the sine wave, but due to the influence of noise, we are likely to
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have the following situation; namely, the noise interferes with the detection of the peak,
so that it is impossible to count accurately. Therefore, in order to recover the clock more
accurately, we also added a hysteresis comparator to filter the signal in the process of signal
processing. We set a threshold amplitude. When the transition amplitude is not greater
than the threshold, the output voltage value is stable. When the transition amplitude
exceeds the threshold, the reverse voltage is output to ensure that the synchronization
signal is not caused by noise. The number of sine waves is incorrectly calculated due to the
influence of noise, resulting in synchronization failure.

The synchronization signal needs to be sent before the voice call. After the call
is connected, the sender needs to manually press the synchronization button to send
a synchronization signal, so that a synchronization is completed, and the call can be
conducted normally. As long as the encryption devices on both sides are not powered off,
the clocks will always be synchronized.

3.3. Encryption Algorithm

This device is designed with an in-built encryption algorithm, and the voice signal is
transformed into ciphertext under the encryption algorithm for transmission in the channel
to protect the privacy of the user. The following details how to implement the in-built
encryption algorithm.

The voice signal passes in and out of the headset, microphone, and mobile phone to
the WM8731 chip. The WM8731 chip samples the data once every lrc clock, quantize it, and
converts it into 32-bit binary data left_data and right_data. For this product, two-channel
microphones are not used, so the data of the left and right channels are the same, and thus
only one side of the data needs to be processed.

For each datum collected by the lrc clock, an address generation module assigns
addresses to it in turn, and stores them in the SDRAM that comes with the chip. Because
these addresses are stored in accordance with the specified address generation rules, they
are used later. It is much more convenient when the FPGA chip encrypts the data.

The voice data collected by the WM8731 audio chip are stored in the SDRAM according
to the address number, grouped according to certain rules, and then encrypted by the
FPGA. The voice signal becomes 64-bit data after sampling by the WM8731 audio chip,
and the sampling frequency is 48 kHZ. The collected voice data is stored in the SDRAM
according to the address number, and every n adjacent datum forms a frame, where n
is the frame size. The m frames are combined into an encryption period, where m is the
number of frames in a period. Under normal circumstances, people’s speaking speed per
minute is roughly 100–200 words per minute, with an average of about 2–4 words per
second, or about 5–10 syllables. When we shorten the time to 50 ms or even lower [18], it is
difficult for us to understand what the sound is. The WM8731 chip in this system works
at a sampling rate of 48,000, which means that samples are taken 48,000 times per second.
We took 0.4 s as an encryption cycle, which contains 19,200 sampling points, and then
divided the 19,200 sampling points into 40 encrypted information segments on average.
Each encrypted information segment contains 480 sampling points and takes 10 ms. For
every 40 ms of sound, people cannot hear what the starting sound is. As shown in Figure 5,
our device shuffles the order of these 40 encrypted information segments, destroys the
voice information contained in the original sound, and protects its important content from
eavesdropping. The receiver can recover the original voice information according to the
pre-arranged scrambled order [19,20].



Information 2021, 12, 456 7 of 11Information 2021, 12, x FOR PEER REVIEW 7 of 11 
 

 

 

Figure 5. Disrupting the order of encrypted information segments. 

For the rearrangement method, we adopted the following methods: 

Input: n: The number of frames in a period 

X: Sound data for each frame 

Output: Y: Scrambling sound data for each frame 

Step 1: set k = 1 

Step 2: loop until k = n/2 

Step 2.1: set Y(k) = X(k) 

set Y(2k) = X(k + 1) 

Step 3: return Y 

In addition, before rearranging the time frames, the data in each frame is also en-

crypted; that is, the data stored in the SDRAM first is taken out last, and the subsequent 

data is taken out first. The whole process is completed by the address control module. The 

data address written into the SDRAM runs from low to high, and the read address runs 

from high to low. In this way, the reverse reading of the data is completed, and the voice 

security is further ensured. 

4. Test Results and Analysis 

In order to verify the effectiveness of the product design in this study for encrypted 

calls, we conducted the following tests on the voice encryption effect when using mobile 

phones for calls: 

4.1. Time Delay Analysis 

The collected voice data needs to be encrypted inside the device, and continues to be 

sent after the encryption is completed, so the encrypted device causes a certain delay. The 

most critical factor affecting the delay is the size and number of frames, because the en-

crypted information only continues to be sent after all the data processing in an encryption 

cycle is completed. For real-time voice call devices, the delay of voice greatly affects peo-

ple’s voice experience. When the delay was within 150 ms at that time, the sound heard 

by the human ear was found to be very smooth and there was no difference; when the 

delay reached 150 ms–400 ms, the voice heard by people was delayed, but it did not affect 

the normal call [21]; the delay was too high at that time. When the delay exceeds 1000 ms, 

the other party’s voice is slow during the call, which affects the normal call effect. The 

delay of our product is consistent with the encryption cycle, and the delay can be changed 

by adjusting the encryption cycle [22]. In a call environment that requires a good experi-

ence, the encryption cycle can be shortened to obtain a good call experience. The shortest 

possible encryption period is 0.1 s. If it continues to be shortened, the change in the audio 

Cryptographic 
cycle

Cryptographic 
information stage n

After 
encrypting

Sampling 
cycle   

Cryptographic 
information stage 1

Sampling 
cycle

  

Cryptographic 
information stage x

Cryptographic 
information stage x

Figure 5. Disrupting the order of encrypted information segments.

For the rearrangement method, we adopted the following methods:
Input: n: The number of frames in a period
X: Sound data for each frame
Output: Y: Scrambling sound data for each frame
Step 1: set k = 1
Step 2: loop until k = n/2
Step 2.1: set Y(k) = X(k)
set Y(2k) = X(k + 1)
Step 3: return Y
In addition, before rearranging the time frames, the data in each frame is also en-

crypted; that is, the data stored in the SDRAM first is taken out last, and the subsequent
data is taken out first. The whole process is completed by the address control module. The
data address written into the SDRAM runs from low to high, and the read address runs
from high to low. In this way, the reverse reading of the data is completed, and the voice
security is further ensured.

4. Test Results and Analysis

In order to verify the effectiveness of the product design in this study for encrypted
calls, we conducted the following tests on the voice encryption effect when using mobile
phones for calls:

4.1. Time Delay Analysis

The collected voice data needs to be encrypted inside the device, and continues to
be sent after the encryption is completed, so the encrypted device causes a certain delay.
The most critical factor affecting the delay is the size and number of frames, because
the encrypted information only continues to be sent after all the data processing in an
encryption cycle is completed. For real-time voice call devices, the delay of voice greatly
affects people’s voice experience. When the delay was within 150 ms at that time, the
sound heard by the human ear was found to be very smooth and there was no difference;
when the delay reached 150 ms–400 ms, the voice heard by people was delayed, but it
did not affect the normal call [21]; the delay was too high at that time. When the delay
exceeds 1000 ms, the other party’s voice is slow during the call, which affects the normal
call effect. The delay of our product is consistent with the encryption cycle, and the delay
can be changed by adjusting the encryption cycle [22]. In a call environment that requires a
good experience, the encryption cycle can be shortened to obtain a good call experience.
The shortest possible encryption period is 0.1 s. If it continues to be shortened, the change
in the audio frequency range increases, and the distortion is more obvious. If the total
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encryption time is too short, then there is not much difference in the sound of the same
tone, resulting in an unsatisfactory encryption effect. If one does not pay much attention to
the voice delay and requires more secure confidentiality, one can appropriately lengthen
the encryption period, extend the encryption time to 0.4 s, and increase the number of
encrypted information segments, which can greatly increase the difficulty of deciphering
and increase the confidentiality of the product [23]. The frame size and the number of
frames depend on the required encryption strength and delay. Increasing the frame size and
the number of frames can effectively increase the encryption strength, but it will increase
the delay of the product. The reasonable allocation of frame sizes and frame periods is
something that must be considered when setting the encryption parameters. Table 1 below
shows the received voice delay time under different encryption parameters:

Table 1. Voice delay time test.

Group Frame Length Number of Frames Time Delay/ms

1 600 4 50
2 600 8 100
3 1200 8 200
4 1200 16 400
5 2400 4 200
6 2400 8 400

4.2. Voice Quality Test

Because this design is based on the time sequence segmentation method, the voice
information is encrypted, and the waveform of the voice signal is retained to the greatest
extent, so that the loss of voice during the channel transmission and through the vocoder is
reduced to a minimum. However, due to the cutting of the voice signal, a sudden change
occurs in the voice signal that is continuous, and great changes occur in the frequency
domain, which exceed the frequency upper limit of the voice channel transmission, causing
the signal to be distorted. At that time, voice information that is different from the original
signal is inevitable [24]. In order to solve the above problems, we cannot cut the signal too
short, so as not to cause a large number of mutations in the signal. People are not sensitive
to small voice errors, and these do not affect normal voice calls. At the same time, because
people’s speech pitches are generally within a relatively stable range with little fluctuation,
the difference in sound loudness minimizes the impact on signal cutting and encryption.
However, for the sounds of music that has great changes in tones and requires high sound
quality, the sound quality of speech is more affected [25].

For the subjective analysis of the voice call quality, this study invited some people
to try the device and fill out a questionnaire to objectively evaluate the voice call quality.
As shown in Table 2, five people were invited to this subjective test to score the voice call
quality, with a full score of five. The results are shown in the Table 2. Everyone could hear
the original voice message clearly and the encryption did not affect the normal call; a small
number of people thought that there was still a certain amount of noise and the call quality
was not good enough, but it did not affect the call.

Table 2. Voice call quality test.

Tester ID Voice Quality Noise

A 5 None
B 4 Little
C 4 Little
D 3 Noisy
E 4 Little
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In addition, the design has a wide range of applications and strong portability. For
various voice call scenarios, such as voice call channels in communication apps and walkie-
talkies, it offers good call quality.

4.3. Encryption Strength Analysis

First of all, for the effect of anti-eavesdropping, during the transmission of the voice
signal, the intercepted signal is an encrypted signal, and the original voice cannot be heard
directly due to the segmentation and scrambling [26]. For greater encryption strength,
the encryption cycle is divided into several encrypted information segments, and then
scrambled, which greatly increases the encryption strength. As shown in Table 3, since
the encryption period can also be dynamically adjusted from 0.1 s to 1 s, the number of
encrypted information segments can also be adjusted according to need.

Table 3. Voice call encryption parameters range and step size.

Encryption Parameters Range Step Size

Encryption period 0.1–1 s None
Number of frames 4–40 1

Frame size 200–2000 10
Frame rearrangement Determined by different arrangements

If we want to decipher encrypted speech, we need to know the length and number
of encrypted frames. When the cracker does not know the detailed parameters, he needs
to constantly test the length and number of frames one by one. The size of frame length
selected was from 200 to 2000 and the number of frames selected was from 4 to 40. This
contains up to 6480 parameter choices. Furthermore, there are various frame arrangements,
each parameter can have 20 arrangements, and there can be about 12,960 encryption modes
in total.

In terms of hardware, when the cracker does not have a voice encryption device, he
also needs to build an FPGA development board with two WM8731 audio processing chips
and debug the device to meet the call and decryption needs.

In terms of software, to crack the encryption, the above parameters need to be com-
piled into a suitable program. Each time one tests the parameters, one needs to recompile
and download. In actual testing, it took at least 1 min to complete each time one down-
loaded the program and tested it, which effectively increased the need for cracking. Without
calculating the time required for software and hardware development, the time required to
test all parameters should be at least 200 h.

When the encryption parameters are leaked, we can also easily change the parameter
selection of the device. By regularly changing the internal parameters of the encryption
device, we can effectively prevent the leakage of important voice information.

Compared with other analog voice encryption devices, this device divides the voice
into frames and rearranges them, and encrypts the content of the frames, effectively solving
the large amount of voice information remaining in traditional voice encryption. By
changing the parameters, the encryption strength under the analog voice channel is greatly
improved. Although traditional digital encryption has a higher encryption strength than
this device, it is not suitable for analog voice channel calls due to factors such as bandwidth.

5. Conclusions

Aiming at the security problem of real-time voice encryption in mobile communication
systems, this paper proposes a voice encryption system based on dynamic timing cutting
and scrambling, which encrypts the signal before the voice channel is transmitted. This
article uses the Anlogic chip as the core, and the WM8731 audio chip for sound collection
and generation, which effectively reduces the cost, facilitates mass production, and enables
the device to be more widely used in commercial and civilian applications. The system
provides effective solutions to the noise of the voice channel, the limited bandwidth, and
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the interference of the vocoder, ensuring that the receiving end can receive the correct,
low-latency, and highly confidential voice signal. The test results show that the design
can be used normally, whether it is the mobile phone call channel, the voice channel of
various software apps, or the call channel of the walkie-talkie, and it has a wide range
of applicability. The design of the product also has some flaws: in order to balance the
delay and encryption effects, either the call experience or the degree of security is affected;
because the cutting in the time domain destroys the sound, the restored sound contains
some defects. Although the bottom noise does not affect the call, it still brings a bad
user experience.
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