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Abstract: Augmented reality (AR) has found application in online games, social media, interior
design, and other services since the success of the smartphone game Pokémon Go in 2016. With
recent news on the metaverse and the AR cloud, the contexts in which the technology is used become
more and more ubiquitous. This is problematic, since AR requires various different sensors gathering
real-time, context-specific personal information about the users, causing more severe and new privacy
threats compared to other technologies. These threats can have adverse consequences on information
self-determination and the freedom of choice and, thus, need to be investigated as long as AR is still
shapeable. This communication paper takes on a bird’s eye perspective and considers the ethical
concept of autonomy as the core principle to derive recommendations and measures to ensure
autonomy. These principles are supposed to guide future work on AR suggested in this article, which
is strongly needed in order to end up with privacy-friendly AR technologies in the future.

Keywords: augmented reality; information privacy; informational self-determination; behavior
modification; ethics of technologies

1. Introduction and Definition of the Problem Space

The market on immersive technologies, such as augmented reality (AR) or virtual
reality (VR), is facing an immense change with respect to competitors and technological
developments. The market for AR technologies in general was worth $1.8 billion in 2018,
$3.5 billion in 2019, and is expected to increase in value to $18 billion by 2023 [1]. In
addition, a quarter of the US population, 72.8 million people, used AR at least once a
month in 2019. A recent study estimated that this number will increase to 95.1 million
people in 2022 (representing 28.6% of the whole US population) [2]. However, technologies
such as AR and VR are embedded within a larger context that has seen its hype in the
recent rebranding of Facebook into Meta in late 2021 [3], namely, the so-called metaverse.
The metaverse basically represents a second layer on top of the real world in which every
individual joins with her or his avatar (basically a digital twin of the real world). AR and
VR technologies are one of the key technologies to bring the metaverse to individuals’
homes, while AR plays a special role in this development as its possibilities are less limited
than those of VR devices [4]. Furthermore, Meta is not the only company that aims at
creating a second digital layer on top of the real world. Niantic, a startup founded under
the umbrella of Google [5], announced the beta version of its AR cloud called Lightship
in November 2021 [6]. These developments are appearing to be more relevant in light of
the interest of other big technology companies such as Apple. For example, Tim Cook,
CEO of Apple, implied in 2016 that AR might become as ubiquitous and important as the
smartphone today:

“AR is going to take a while, because there are some really hard technology challenges
there. But it will happen, it will happen in a big way, and we will wonder when it does,
how we ever lived without it. Like we wonder how we lived without our phone today” [7].

Based on these insights on the relative importance of the type of immersive technology,
this work will primarily focus on AR in the following discussion. All of the changes in this
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current (AR) market make it imperative for us researchers to investigate these technologies
as early as possible in order to ensure that they do not harm our societal and democratic
developments. I argue that the sole investigation of the positive potential of these technolo-
gies is not sufficient to propose necessary changes in technologies to developers and policy
makers. Rather, we need to look at the “dark side” of the developments. Potential issues
for AR include a constant distraction from the real world, technostress [8,9], the possible
feelings of humans that they are “robots” controlled by the technology, and, finally, privacy
and security issues.

This work focuses on privacy, since this is one the most pressing issues of our time in
the context of AR with respect to individual self-determination and consumer protection
rights. On the one hand, individuals could potentially substitute their smartphone and
wear these devices at all time, constantly processing the environment around them. All of
the sensor data of the devices (camera, eye-tracking, etc.) would be a potential source of
so far unknown multidimensional privacy risks that are more severe than those known
from prior technologies. On the other hand, technology companies like Alphabet (Google),
Meta (Facebook), and Amazon dominate a large share of the market for personal data
in the world [10]. The primary business model of these companies consists of collecting
and processing personal information (Google, Meta) or it increasingly tends to move
towards this kind of revenue source (Amazon). In light of the success of these “surveillance
capitalists” [11], businesses all over the world continuously started to change their business
models to rely on the rationale of “big data” and gather as much personal information as
possible [12]. Oftentimes, the set goal in their cases is not only to use personal information
in order to improve products or provide products that are tailored to certain target groups,
but rather to modify the behavior towards the desired outcome of the companies [11].
Thus, privacy issues can lead to risking individuals” self-determination. The logic of
behavior modification might sound like a future dystopian possibility that does not have
any relevance in research and development today; however, this risk is now ample due
to the recent developments regarding the metaverse, the AR cloud, and the immersive
technologies themselves as they enable companies in previously unknown manners to
gather information on the human behavior and act accordingly based on it.

One of the most profound examples of this logic can be observed for the MAR app
Pokémon Go. The smartphone game was developed by the previously named company
Niantic, which earned USD 900 million in 2019 in player spending with the game Pokémon
Go [13]. However, there is another substantial stream of revenue for the company, namely,
the use of behavior modification to guide players to sponsored “PokeStops” where they
can get special perks in the game (e.g., rare Pokémon). For example, these sponsored
locations were Starbucks coffee shops or McDonald’s branches, which pay Niantic per
physical visit of a player. Numbers by late 2017 reported 35,000 sponsored locations with
roughly 500 million visits [14]. Augmenting the real world with digital information, as
well as consequently following the logic of behavior modification, enabled Niantic to push
users—most likely without their knowledge—to these stores in the actual real world and
convert information about them into revenue.

This logic of behavior modification is well summarized by John Hanke, CEO of Niantic,
and formerly the head of the Geo division of Google who was, among others, responsible
for a privacy scandal during the Street View project [15]:

“[...] could the products that they’re using cause them to walk a different path, drive a
different path, divert from the trajectory that they’re normally going to go on? If you could
do that through information services that you're offering to people, there’s tremendous
opportunity there for businesses that might want to change the behavior of people, to get
them to go places they wouldn’t otherwise go” [16].

I argue that this logic is especially relevant to consider when analyzing a technology
like AR, which is perfectly suited to implement this logic of human behavior change due to
the variety of sensors of the technology.
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Thus, the goal of this communication paper is to (1) elaborate on the risks of behavior
modification within the context of AR and differentiate it towards previously known ap-
proaches that change the human behavior (nudges), (2) discuss the relation of autonomy,
as a guiding principle for all research aimed at ensuring sustainable technological devel-
opments, to privacy, and (3) suggest approaches for ensuring autonomy in the era of AR
based on prior empirical findings and normative guidelines.

The remainder of the article is structured as follows. Section 2 provides an overview
of nudging and differentiates it from behavior modification. Section 3 discusses how
privacy issues relate to individual autonomy. Section 4 discusses three potential approaches
for protecting autonomy in light of rising privacy risks in the context of AR technologies.
Section 5 provides an outlook on the necessary future work to ensure individuals” autonomy
in the era of AR.

2. Nudging versus Behavior Modification

As discussed before, behavior modification with technologies like AR occur when
companies use that technology and respective user data to modify the behavior of the user
towards a desired outcome. It is therefore important to assess to what extent behavior
modification differs from related concepts involving the intentional change of the behavior
of individuals. One of the most prominent examples is the concept of “nudging”, which
originates from the work of Thaler and Sunstein [17]. Nudges are defined as “interventions
that steer people in particular directions but that also allow them to go their own way” [18].
The applications in which Thaler and Sunstein [15] propose these alterations of individual
choice architectures are, by definition, good-natured, such as moving people to a more
environmentally friendly behavior [19].

The idea of nudges is to partially overcome the problems associated with individual
decision making that is influenced by biases and heuristics [20,21]. For example, such
biases and heuristics can influence privacy-related decision making, especially in situations
in which individuals use little or no cognitive effort to make the decisions (system 1 deci-
sions) [22,23]. One could argue that interventions in the form of nudges are objectionable,
and there is a respective scientific debate on this question and related ethical aspects such as
autonomy [18,24,25]. However, one can generally say that an ethical assessment depends
on the kind of nudge that is used [18,26]. Cass Sunstein even argues that nudges can
“promote people’s autonomy—most obviously when they help people to have a better
understanding of the facts” [18]. Richard Thaler mentions three features in his plea for
“good nudges” in a New York Times article [27]. First, nudges “should be transparent and
never misleading”. Second, individuals must be given the opportunity to “opt out of the
nudge” with as little effort as possible. Third, Thaler argues that the intervention should
“improve the welfare of those being nudged” [27].

Besides the design of the nudge itself (e.g., hidden versus obvious, manipulative versus
informative), it also matters by whom it is implemented. Nudges are oftentimes tools for
governmental regulation [18]. Thus, one can assume a certain level of institutional trust in
governmental organizations and there are certain experiences indicating that governments
usually follow the three rules for “good nudges” outlined above [27]. The analysis of the
institution that does the nudging is especially relevant in the context of this work. I argue
that we cannot assume and rely on the general trustworthiness of commercial compared to
the case of governmental interventions. This claim is supported by the discussion about
nudges and that commercial companies usually hide the interventions and provide as little
transparency as possible [26]. In addition, the choice architectures in online environments
are oftentimes skewed towards choosing the option that benefits online companies (e.g., the
current design of cookie requests on websites, which provides an “accept all” button, but
requires multiple clicks for a more granular setting of what should be allowed [28]). Lastly,
I assume that commercial companies usually do not have the welfare of the individual
in mind, but aim at increasing shareholder value. An example from this work is the
mechanism of physically routing players of Pokémon Go to sponsored locations such as
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Starbucks or McDonald’s branches. Locating relevant spots for players to these sponsored
locations does not increase the welfare of the players in an obvious way compared to setting
them into a park. However, it generates millions of dollars in revenue for Niantic [14].

In summary, the risks for individuals when using “bad nudges” [27] resemble the
work mechanism described in the concept of behavior modification [11]. Thus, I evaluate
behavior modification based on the same standards that are used for evaluating nudges.
Behavior modification is based on the hidden manipulations of individuals, low levels
of transparency, and skewed choice architectures. Furthermore, it cannot be assumed
that online companies aim to increase the welfare of the users with their modifications.
Therefore, the evaluation of all of the risks of AR and the respective potential for behavior
modification leads to the conclusion that there are certain dangers for the individual
freedom associated with the current and future use of behavior modification in the context
of AR technologies, which need to be considered.

Based on this premise, I discuss the concept of autonomy in the following section.
Autonomy is a reoccurring theme in the debate on ethical values related to nudges, and I
argue that it is one of the most fundamental values that we should consider in the discussion
about technological developments and their impact on individuals. It is important to notice
that I do not aim to decide on the necessary degree of autonomy for an individual and on
the ultimate respective measures that need to be established to ensure autonomy. However,
if we were to consider autonomy to be an important criterion for individual development
and a flourishing society, certain technical and regulatory measures would be required to
protect autonomy.

3. Autonomy and the Relation to Privacy

Prior work on AR and privacy showed a variety of different privacy risks and their
perceived relevance for individuals” privacy concerns in the context of AR technologies
(e.g., AR wearables or MAR apps) [29-37]. What is considered to be a violation of privacy
is discussed extensively in the literature. It is common knowledge that privacy plays a
fundamental role in every human’s life, which was fortified by the European Union in
2000 when it stipulated that privacy is a fundamental right according to Article 8 of the
EU Charter [38]. However, this mere stipulation does—in the first place—not allow for
any concrete measures. One approach to theoretically analyze privacy is the framework
of contextual integrity (CI) [39]. Based on the framework of CI, privacy violations can be
judged according to certain prevailing norms in the respective society. One important aspect
of this evaluation consists of the ethical values that should accompany every discussion
about addressing potential privacy threats [40]. A core ethical concept in this context is the
autonomy of the individual. As discussed before, autonomy is a common ethical value in
the discussion on nudges, which underlines the importance of the concept. I explain the
concept of autonomy as well as the relation to privacy in the next subsection in more detail.
Afterwards, I use the established premises to elaborate on privacy threats and possible
solutions in the context of augmented reality on the supposition that autonomy is the key
criterion that “is a normative ideal that is widely shared by thinkers across the political and
ideological spectrum” [41].

Autonomy

Autonomy is given if a person can pursue her or his life based on her or his own ideas,
causes, and motivations in contrast to being manipulated by the extraneous factors that
drive life choices [42]. Considering this definition, autonomy is a kind of antecedent of
freedom in a way that freedom is oftentimes associated with a physical act itself, whereas
autonomy covers the inner feelings and thoughts of individuals (which are oftentimes
formed prior to acting) [43]. This link between thoughts and actions is considered to
be less distinct in other research domains in their accounts of autonomy compared to
the previously introduced one from the philosophy domain. Beauchamp and Childress
consider both thoughts and actions in their definition of autonomy in their book on ethics
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in the health profession [44]. For the sake of this essay article, I argue that this distinction,
although theoretically important, has no immediate effects on the discussion on privacy in
AR technologies and the potential threats to individual autonomy.

However, it is necessary to discuss the general prerequisites of autonomy, since this
provides a first step towards understanding the potential measures that help to ensure
individual autonomy in the era of augmented reality. There are two theoretical conditions
for ensuring autonomy in the literature [41]. First, individuals must be able to expose
themselves to a variety of different views and opinions on certain topics instead of only
obtaining information through a specific filter associated with a certain worldview. Second,
individuals must be able to seclude themselves and go into an “inner dialogue” with
themselves or others [41] and elaborate on the aforementioned ideas, causes, and motiva-
tions that impact their life choices. These conditions are especially interesting against the
backdrop of providing transparency for decisions related to technology use. In addition, it
is important to disentangle the relationship between the concept of privacy and autonomy
for the consequent discussion. Prior research on autonomy suggests “[...] that privacy
is a subset of autonomy” [45]. Based on this, privacy threats of technologies like AR are
assumed to negatively influence autonomy and, by extension, ultimately the freedom of
individuals if not carefully considered and included in a societal discourse related to the
development of such technologies. Such threats can, for example, arise due to a lack of
transparency or a manipulation of individual decision rights, which undermines auton-
omy [46]. This direct relation between threats to users’ privacy and autonomy is also shown
in other research in the context of online manipulation (e.g., in social networks) [26].

If one compares these insights on autonomy with the current logic of behavior mod-
ification, it is striking that the described practices of modifying individual behavior are
in stark contrast to the definition of autonomy, since they rely on covertly manipulating
individuals to make certain decisions that they would not have made otherwise. This
evaluation is supported by the insights from the discussion on “bad nudges” [27]. It be-
came apparent that the practices of behavior modification with AR technologies would not
fulfill the criteria of “good nudges”, which would make it objectionable with respect to
autonomy [18,27]. Therefore, the privacy threats of AR technologies should be addressed as
early as possible if autonomy serves as the basis of evaluating these risks and their impact
on individuals and society.

4. Approaches to Ensure Autonomy in the Era of AR

I will discuss different approaches for addressing the privacy and autonomy risks of
AR technologies in the following subsections. These three pillars are shown in Figure 1.

Three Approaches for Ensuring Autonomy in the Era of AR

Enable and Foster Learning Processes About AR

Creating Transparency for Individuals
Regulating Technological Developments

Figure 1. Three approaches for ensuring autonomy in the era of AR.
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4.1. Creating Transparency for Individuals

The first approach is based on the assumption that there is a significant information
asymmetry between online companies and users [11,47]. This makes it difficult for the
user to autonomously form opinions and make consequent decisions. Thus, I argue that
new technological approaches that foster information transparency are needed to close
the knowledge gap between the two parties. In the context of AR, it became apparent
that transparency is a crucial prerequisite for autonomy. Individuals need to be able to
make informed decisions with the possibility of taking all necessary facts into account that
constitute the benefits and risks. Prior work shows that this is not possible under the current
technical regime in the context of MAR applications [48]. Individuals usually have no idea
how much information is necessary to deanonymize them. Thus, each newly proposed
permission for AR technologies builds upon the idea of creating transparency related to
the personal information that is gathered and processed in a specific context at a certain
point in time. I argue that this context-dependent provisioning of transparency-enhancing
information is one way of addressing the problem of information asymmetry, which is
crucial for preserving autonomy in order to accompany the fast-paced developments of
AR technologies.

4.2. Enable and Foster Learning Processes about AR

The second approach acknowledges that, in the end, it is still the individual who makes
the decision about whether to use a service or not. Thus, all technological solutions can only
be seen as tools to support those who try to make deliberate and informed decisions related
to their online privacy. However, findings in the literature on online privacy suggest that
individuals who care about privacy and act upon it, for example, by spending money on
privacy-enhancing technologies or by disclosing less or no personal data in social networks,
represent the minority [49-51]. This is partly due to lack of interest, but also due to the
complexity of privacy combined with time constraints, which yield to intuitive decisions
related to privacy. Thus, many individuals rely on specific cues and heuristics to make
privacy-related decisions in online environments [23]. Based on this, I argue that measures
are needed to support individuals in these situations. It must be possible for individuals to
learn about new information-processing practices that are applied by companies. In the
past, individuals were able to learn about certain aspects of advertising on television over
time and can now accurately recognize and most likely judge it as a way of influencing
them [52,53]. However, this process of learning about influences over time might not
always be possible for pervasive information technologies due to the aforementioned high
levels of information asymmetry between companies and users. I would argue that the
process of learning about the possibilities and threats of AR will take at least as much time
as with comparable technological innovations like smartphones. However, there are three
threats that can hinder this learning process.

First, the rapid technological developments in the field of AR can outrun individuals
ability to grasp them and make it difficult for them to derive practical recommendations
for action in their daily lives. Second, there is always the risk that educational measures
(e.g., in schools) only reach specific groups of people in society. Thus, regulating this
educational aspect, e.g., by developing a “digital driver’s license for AR”, would be helpful
in overcoming these problems and ensuring that people have the opportunity to learn
about this technology if they wanted to. Third, certain practices of companies should
undergo specific scrutiny. By now, it is common knowledge that individuals pay for free
services with their data. Consequently, literature in the mobile app context shows that the
price of an app affects users’ privacy perceptions, as they tend to assume that free apps
generate revenue by selling personal user data and paid apps by selling the app itself [54].
However, technical analyses show that both types of apps gather almost the same amount
of personal data [55]. This scenario shows that the price cue would misguide an app user
even if she or he would have knowledge about the use of personal data in exchange for
free services.

7
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4.3. Regulating Technological Developments before They Are Widely Used

This observation leads to the final approach of regulation. Regulatory interventions are
required if the prior solutions do not achieve the desired effect, or if there are informational
cues that were shown to mislead users in specific scenarios. I argue that we must consider
the following aspects if autonomy serves as a guiding principle for evaluating possible
regulations. First, it must be possible for individuals to have a choice in the first place.
As discussed before, a loss of the ability to make decisions undermines the autonomy of
individuals. There are examples from non-technical domains that show that individuals
should be protected by regulatory authorities as soon as they are no longer able to decide
about trade-offs (e.g., air pollution).

In the case of privacy-related decisions, individuals must be able to receive opt-in
or opt-out options related to privacy-invasive practices. However, recent years showed
an alarming development regarding the availability of these options. A new paradigm
regarding the choice architecture about privacy-related decisions appears to gain traction.
The paradigm is crisply summarized by the quote: “Bend the knee or we degrade your pur-
chase” [11]. Such choice architectures deviate drastically from other “behavior-changing”
concepts like the previously discussed concept of nudging, since the choice itself is either
hidden or non-existent in the first place [26]. For example, iRobot, a manufacturer of robotic
vacuum cleaners, announced selling floor plans of users in 2017 with an opt-out option [56].
However, the vacuum cleaner loses substantial connectivity features when users decide to
protect their privacy and do not allow to share their floor plans (i.e., they opt out). This
kind of choice architecture is equally problematic for the autonomy of individuals when
they only have a skewed choice that appears as having freedom of choice about privacy
that they actually do not have. Thus, there are choices that must be made possible by
developers or that must be enforced in certain scenarios by regulators.

AR technologies use several sensitive permissions, which, alone, are perceived as
critical by the study participants [31]. However, there is a second dimension that is not
covered by the permission model, i.e., the combination of different pieces of information
from different permissions, posing a much greater threat to privacy than the individual
permission alone. Past research shows that a few pieces of information are usually enough
to deanonymize individuals with a large probability [57]. There is no individual choice
about the fact that companies combine such data in the current permission model. Thus,
regulations of information provisioning in this context could help to provide transparency
and fair choices. However, related work on privacy-enhancing technologies (PETs) and
user acceptance indicates that, even given the opportunity, a majority of users will not use
technologies to protect their privacy on the internet (especially if there is an explicit cost in
the form of money or an implicit cost in form of time or higher effort involved with the use
of PETs) [50,58-63]. Thus, we must rather think about combining the proposed measures
from before with clear regulations on what AR technologies are allowed to do. This, in turn,
can lead to a comprehensive approach to protect users’ privacy and autonomy. Although
there is always the threat that technological developments outrun regulatory interventions,
I still argue that—given the timely input by expert practitioners and researchers—it is still
possible to provide useful guidelines for privacy-friendly AR technologies.

5. Conclusions

To provide this input to practitioners and developers, a multidisciplinary research
agenda is needed for addressing the pressing issues of privacy and security related to AR.
First, the privacy risks associated with newest AR devices and their role within the context
of the coming digital twins of the real world (such as the metaverse) must be analyzed
based on technical analyses and expert interviews. For that purpose, our knowledge from
prior work on existing AR technologies, such as mobile AR apps [31,48], can serve as a
starting point to investigate newer types of AR technologies (e.g., AR wearables) for the
consumer market.
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These insights should be augmented with proposals for technical implementations
of transparency-enhancing technologies (TETs), as I identified that transparency is a key
principle for ensuring autonomy in the era of AR. These TETs must be especially designed
with the importance of context in mind (see the discussion on contextual integrity [39]) and
they need to consider how contextually relevant information can be shown to users while
keeping usability aspects in mind. Such implementations must be evaluated with large-
scale user studies to derive final technical, regulatory, and educational recommendations
in order to foster privacy-friendly AR systems for the end-user market. These large-scale
evaluations will be one of the key challenges researchers need to overcome when dealing
with a technology like AR that is not widely diffused in the mass market yet. The future of
augmented reality and all related concepts such as the metaverse will be decided in the
coming months, and it is up to us whether privacy and human autonomy will be part of
that future or not.
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