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Abstract

:

This paper presents the generalized information system theory, which is enlarged into pure quantum systems using wave probability functions. The novelty of this approach is based on analogies with electrical circuits and quantum physics. Information power was chosen as the relevant parameter, which guarantees the balance of both components—information flow and information content. Next, the principles of quantum resonance between individual information components, which can lead to emergent behavior, are analyzed. For such a system, adding more and more probabilistic information elements can lead to better convergence of the whole to the resulting trajectory due to phase parameters. The paper also offers an original interpretation of information “source–recipient” or “resource–demand” models, including not yet implemented “unused resources” and “unmet demands”. Finally, possible applications of these principles are shown in several examples from the quantum gyrator to the hypothetical possibility of explaining some properties of the consciousness.
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1. Introduction


Information theory was founded by Claude Shannon [1] and his colleagues in the 1940s and was associated with coding and data transmission, especially in the newly emerging field of radar systems.



Syntactic (Shannon) information was defined as the degree of probability of a given event and answered the question how often a message appears. The probability model of information [2] defined in this way has been used for the design of self-repairing codes, digital modulations and other technical applications.



Carnap and Bar-Hiller [3] firstly completed the model–theoretical work of semantic information. There are a number of other works on this topic, such as [4]. In this approach, semantic information asks how often a message is true. Zadeh [5] expanded this way of thinking to the theory of fuzzy sets, which is a specific tool that maps a value for which an element is or is not a member of a set, which is expressed as a number between zero and one.



Knowledge subsystems organized into various interconnections can lead to the controlled dissemination of macroscopic work [6]. There is a huge literature on self-organizing systems and their applications in biology, e.g., [7,8,9].



Quantum informatics employs Hilbert spaces for mixed quantum states [10]. A summary of this area is given, for example, in [11]. For pure quantum states, quantum informatics describes environmental properties as the phase space [12] of interconnected events. The entanglement [13] of quantum states leads to space–time synergies between particular events, which can be considered as a form of ordering.



It is clear that living organisms communicate with their environment to benefit from it. If their activities offer the possibility and opportunity to organize the environment for other organisms, too, we can speak of ethical dealing and collective intelligence [14].



In general, we deal with changes and events, i.e., what happened. Very little, rather not at all, we are dealing with what has not happened, something that can be called non-events. The monitoring of unrealized possibilities and opportunities in our environment is exploring its largest part.



What has not happened is a necessary complement to what has happened, and it is important to realize that it is sometimes more important than what has happened. Finding a method of creating a complement map of what has happened and what has not happened is a big task in finding a new, more comprehensive view of our environment. This is close to a description of the Frame Problem, which is probably the most famous task in Artificial Intelligence [14].



Section 2 and Section 3 summarize the basic definition of generalized system properties and generalized information systems. Section 4 enlarges this approach to generalized pure quantum systems with quantum emergent behavior. Section 5 shows the applicability of quantum emergent intelligence to explain complex system behavior. Section 6 includes a discussion of quantum consciousness and Section 7 concludes the paper.




2. Generalized System Properties


When modeling complex systems, generalized system properties describing an abstract view are often used. We can find a number of analogies in which generalized effort (strength, pressure, stress, etc.) and generalized flow (current, flow, velocity, etc.) play an important role. In Table 1, different examples of physical systems are presented.



The integral of a generalized flow is a generalized accumulation (electric charge, volume of fluid or gas, stretched spring, accumulated heat, etc.), and the integral of the generalized effort is the generalized momentum (kinetic energy, inertance). In Figure 1, parameters R, C and L represent proportionality constants between individual generalized system properties [15], which correspond to, e.g., resistance, capacitance or inductance.



The advantage of the proposed approach lies in the fact that the same principles as used in mechanics, electrical engineering, hydraulics, thermodynamics, etc. are applied for the modeling of generalized information systems. Extension to quantum models, where individual parameters are captured by complex functions, enables the modeling of various types of soft systems such as altruistic human behavior [16].



Thanks to the proposed analogies, it is possible to use many existing theories and procedures, such as the analysis and synthesis of electrical circuits, including positive or negative feedbacks, and thus describe emergent features of complex information systems.




3. Generalized Information Systems


3.1. Definition of Information Circuits


The concept of data means a change of state, for example from 0 to 1 or from 1 to 0, where the state vector is not necessarily only digital or one-dimensional. Every such change can be described with the use of a quantity of information in bits.



Information flow refers to the frequency of state/signal changes in bits per second or how often the change is carried out (quantity of information). Information content, on the other hand, characterizes the quality of information or how valuable the content is, which is measured in Joules per bit [15]. In information systems, we do not use the value Joules per bit but rather Success events per bit. Success event means the number of events or processes completed in the information system due to received bits of information. It is evident that a relation between the information flow and the information content can have a lot of time-dependent forms [17].



The concept of information power [15] has been constructed as a product of information flow and information content in order to study the problem of a system’s response to the certain information. The definition of information power may be obtained from generally known formulas: power is equal to the amount of work per time unit.



For the sake of simplicity, let us imagine an information subsystem as an input–output information gate, as shown in Figure 2, that issues from a matrix representation in the following form:


         I 2         ϕ 2        =        t a       t b         t c       t d        ·        I 1         ϕ 1        = T ·        I 1         ϕ 1         



(1)




where the matrix T is called the transmission matrix.



Between the input ports, input information content is available, and input information flow enters the system. Between the output ports, it is possible to obtain output information content, and output information flow leaves the system.



Let us now examine the input–output information gate we have created. Input quantities can describe purely intellectual operations. Input information content includes our existing knowledge, and input information flow describes the change to the environment in which our gate operates and the tasks that we want to be carried out (target behavior).



Long-term information gained in this way can be used for the targeted release of energy, where at the output of the input–output gate, there may be information content in the order of millions of Joules per bit (or profits in millions of dollars). The output information flow serves as a model for the provision of such services or knowledge.



The basis of generalized information systems is the ability to interconnect individual information subsystems, or in our case, input–output information gates. It is very easy to imagine the serial or parallel ordering of these subsystems into higher units. A very interesting model is the feedback of information subsystems, because this leads to non-linear characteristics, information systems defined at the limit of stability and other interesting properties.




3.2. Information Environment


In the theory of information physics, the link between the information source and the recipient must be better analyzed and generalized for the purposes of complex systems. On the side of the source, each event u can be described by information source content and flow    I S   u  ,  Φ S   u   .



The recipient tries to process the event u in its environment, providing its registration and its understanding. This process results in the representation of received information content and flow    I R   u  ,  Φ R   u    on the side of the recipient.



For a lot of events u, we can suppose that there is no difference between the information source and the received information. We rightfully suppose that:


     I S   u  =  I R   u       Φ S   u  =  Φ R   u     



(2)







For more complex events, this assumption is not valid. In social sciences, for example, we must have a lot of data available (information flow) to identify some social event (information content).



A typical information environment can be described with a gyrator matrix [18]:


         I S   u         I R   u        =      0    − D       + D    0      ·        Φ S   u         Φ R   u         



(3)







The first equation explains that the more information content    I S   u    the source contains, the greater the information flow    Φ R   u    to the recipient. A negative sign means that the information flow    Φ R   u    goes from the gate to the recipient and not in other way, as is commonly referred to in electrical circuits (Figure 2). The second equation states that the greater the information flow from the source    Φ S   u   , the higher the information content    I R   u    of the recipient.



If the information gyrator with tuning parameter D is connected to the information capacitors    C 1  ,  C 2    modeling both source and recipient knowledge (Figure 3), the resonance with frequency f can occur [18]:


  f =    D 2    2 · π ·    C 1  ·  C 2       



(4)







In the context of the gyrator, it is appropriate to deal with the problem of teaching, because the information subsystem called a teacher may be regarded as a source of information content    I 1   . The teacher has prepared this information content for years, so that the maximal information flow    Φ 2    can be passed on to a subsystem known as a student.



The students listen to the teacher’s information flow    Φ 1    influenced by his/her pedagogic skills, and it changes their information content    I 2   . If the students are not in a good mood, or if the information flow from the teacher    Φ 1    is confused, the students are unable to understand the information received and to process it in order to increase their information content    I 2   .




3.3. Information Alliances


It is hard to find an appropriate system to combine the characteristics of the different information subsystems, but it is possible to create a group of subsystems—a system alliance [19], where these characteristics can be combined appropriately. In this way, one can model a company or a society of people who together create information output that is very effective and varied, leading to improved chances for the survival and subsequent evolution of the given group.



To model generalized information systems, the multi-agent technologies can alternatively be used [20]. All requirements and resources are represented by demand agents and resource agents, which can negotiate among themselves. In a multi-agents environment, we can organize negotiations among agents through different modeling and simulation tools. Each model plays the role of a dynamical digital market place [14] with limited time-varying resources. Different demand agents negotiate in each time interval to capture requested resources. The best system structure is created to combine requests and resources to satisfy all the demands, so every match of the resource and demand will have their time slot.





4. Generalized Pure Quantum Systems


4.1. Definition of Pure Quantum System


Let us define N discrete events    A i  , i ∈   1 , 2 , … , N     of a sample space S, with defined time-dependent probabilities   P    A i  , t   , i ∈   1 , 2 , … , N    . The quantum state       ψ , t    η    represents a description of the pure quantum system given by the superposition of N discrete events at location  η  and time instant t:


      ψ , t    η  = ψ    A 1  , t   ·      A 1     η  + ψ    A 2  , t   ·      A 2     η  + … + ψ    A N  , t   ·      A N     η   



(5)




with N wave probabilistic functions defined as [21]:


  ψ    A i  , t   =  α i   t  ·  e  j ·  υ i   t    , i ∈   1 , 2 , … , N    



(6)




where    α i   t  =   P    A i  , t       is the modulus, and    υ i   t    is the phase of a wave probabilistic function. We suppose that the reference phase is assigned to event    A 1    at time t = 0 and typically is chosen as    υ 1   0  = 0  .



Mixed quantum systems generally employ Hilbert spaces, not only phase spaces, but for the simplicity, we will show our results only for pure quantum states. The extension from pure to mixed states can follow [11] or in matrix form [22].




4.2. Quantum Emergent Properties


In the simplest case, we can analyze the pure quantum system with two states A, B. The only difference compared to the classical probability union (7) is that in quantum case (8), the intersection   P   A ∩ B     can have both negative and positive signs due to the cosine function [17]:


  P   A ∪ B   = P  A  + P  B  − P   A ∩ B    



(7)






  P   A ∪ B   =       P  A    +   P  B    ·  e  j · φ      2  = P  A  + P  B  + 2 ·   P  A  · P  B    · cos  φ   



(8)







In system analysis, we examine various overlaps, correlations between subsets, and try to identify and eliminate the common intersection   P   A ∩ B     in (7). It makes sense when optimizing the frequency band, compressing data, etc. After such optimization, the probabilities   P  A    and   P  B    carry a unique and non-overlapping information.



In system synthesis, we can extend   P   A ∪ B     even if the probabilities   P  A    and   P  B    do not change. Let us assume that   P  A    and   P  B    represent the probability of two approaches A and B. Thanks to human creativity, we can assume the existence of a negative intersection   − P   A ∩ B     due to phase parameter  φ  to modify the probability union:


  P   A ∪ B   = P  A  + P  B  −   − P   A ∩ B     = P  A  + P  B  + P   A ∩ B    



(9)







It should be noted that without the existence of A, B, the   P   A ∪ B     could not be extended.




4.3. Quantum Resource—Demand Model


By Equation (8), the probability union   P   A ∪ B     can include both positive and negative probabilistic intersections   ± P   A ∩ B    . The resource corresponds according to Equation (8) to the positive probabilistic intersection   P   A ∩ B     representing phases  φ  in the left half of the complex plane. We obtain the same result as in (7). If the intersection is negative   − P   A ∩ B    , which corresponds to the right-half of complex plane, we can talk about the demand.



This easy example can be extended to the more dimensional set of components A, B, C, D,… among which some of them are positive and others are negative intersections. Within an encapsulated system, partial resources and demands cancel each other, but there still remains unused resources and unmet demands of a system as a whole.



The unification of ideas does not necessarily have to be limited to the consciousness of the individual but also works for a team of people who understand each other and listen to each other. Presenting the ideas of different participants can generate more and more ideas that would never have come up without a suitable environment. These methods are commonly known as brainstorming.



Quantum physics transforms this situation into an energy model of a whole system (square of wave probabilistic model), thus eliminating all positive and negative phases. The forecast of a quantum model is correct because it shows how the system evolves externally, taking into account all inner synergies between partial resources and demands.



Statistically, the external demands will sooner or later be satisfied (steady states), and thus, the quantum model predicts the system behavior well. Sometimes (with some probability), the demand is not fully satisfied due to, e.g., lack of energy or experiment set up. Such a situation still corresponds to the statistical expectation of quantum physics.



In our environment, there exists counterparts such as lack/surplus, demand/resource. For surplus or resources, statistics should not be used. It remains only a statistical description for lack or demand, which is indeed of probabilistic (intangible) origin in nature.



The presented concept can be applied to conscious reasoning. Information processing starts both by the identification of common similarities (critical analysis of positive intersections) and by looking for the demands (negative intersection) in order to broaden or supplement current knowledge. The more information we process (interconnect together), the greater demands for new knowledge will appear.



This principle can easily explain the emergent force caused by entropy non-equilibrium (similar to entropic field in hypothetical gravitation theory [23]) that leads us to constantly study and seek new and better theories for a greater understanding of the world around us.




4.4. Emergent Resonance in Pure Quantum Systems


With respect to generalized information systems, we can define the wave information flow and the wave information content as the wave probabilistic functions:


   ψ Φ  =  α  Φ , 1   ·    Φ 1    +  α  Φ , 2   ·    Φ 2    + … +  α  Φ , N   ·    Φ N     



(10)






   ψ I  =  α  I , 1   ·    I 1    +  α  I , 2   ·    I 2    + … +  α  I , N   ·    I N     



(11)




where    Φ 1  , … ,  Φ N    and    I 1  , … ,  I N    are possible values of information flow and information content, respectively. Complex parameters    α  Φ , 1   , … ,  α  Φ , N     and    α  I , 1   , … ,  α  I , N     represent wave probabilities.



The wave information power can be expressed through wave probabilistic functions as follows:


     ψ  P I   =  ψ Φ  ⊗  ψ I  =  α  Φ , 1   ·  α  I , 1   ·    Φ 1  ,  I 1    + … +  α  Φ , 1   ·  α  I , N   ·    Φ 1  ,  I N    + …     … +  α  Φ , N   ·  α  I , 1   ·    Φ N  ,  I 1    + … +  α  Φ , N   ·  α  I , N   ·    Φ N  ,  I N       



(12)




where symbol  ⊗  means Kronecker operation for vectors transformed into multiplication, while each i,j-th component      Φ i  ,  I j      represents a particular value of information power that characterizes the falling/measuring of the information flow    Φ i    and the information content    I j   .



The multiplication of different combinations of the information flows and contents,      Φ i  ,  I j    ,    Φ k  ,  I l      can achieve the same (or similar) information power    K r   :


   Φ i  ·  I j  ≈  Φ k  ·  I l  ≈  K r   



(13)







It can be seen that interferences of wave probabilities can emerge as a wave resonance. Finally, an information power in renormalized form can be expressed as:


   ψ  P I   =  β 1  ·    K 1    +  β 2  ·    K 2    + … +  β r  ·    K r    + …  



(14)







This approach yields to the wave resonance principle between the received/transmitted information flow and information content, which causes emergent behavior in generalized pure quantum systems [17].





5. Emergent Intelligence


5.1. Quantum Physics


Contemporary quantum physics [10] distinguishes between bosons and fermions. For bosons (with integer spin), the principle applies that they attract each other and cluster together into individual spatial areas and are a source of kinetic energy (generalized flow). Photons are canonical bosons and display no such behavior.



On the contrary, for fermions (with a half-numbered spin), the well-known Pauli Exclusion Principle applies. That is, it is not possible to find two fermions in the same place. Fermions therefore form spatial structures and are responsible for the formation of matter (generalized effort).



A photon is a boson (with a unit spin) and is itself an antiparticle. On the other hand, the electron has polarization, because otherwise, all electrons would cluster around the nucleus, could not be separated, and all atoms would have the same properties. A photon does not have mass, but it does have momentum. Feynman diagrams can accurately calculate the probabilities of the creation/dissolution—energy to matter conversion and vice versa [24]. It is to these relatively simple properties of electrons and photons that we owe the complexity and diversity of our world.



Several Nobel prizes have been awarded throughout history for demonstrating the breaking of the symmetry principle that is so popular with physicists. If there were no symmetry breaking, all electron–positron pairs would have been converted into photons at the origin of the universe and radiated their energy completely. We owe the principle of symmetry breaking to the fact that there is more matter than antimatter in the universe.



Stonier [25] compares the information content of a crystal and the genetic code and considers the impact of thermal energy as opposition to information. He demonstrates this principle on living organisms, which very consistently regulate their temperature in order to maintain their information content. In his predictions, he goes even further, claiming that there is a class of other hypothetical particles that consist only of information and call these particles infons.



Infons cannot manifest in physical experiments because they have neither matter nor energy, and their effect is manifested only by a change of orderliness. Here, you can see an analogy with our demand model, which also does not manifest itself in the physical world but leads to a new future arrangement.



In terms of information physics, even the absence of structure within the overall form can carry information as well as the structure itself. For example, a hole caused by the loss of an electron in the orbit of an atom creates a particle form of information.



Based on these principles and the relationships between particles and gaps in the structure, more general information laws can be considered at the borderline between the system and its environment. If we make a change in the system under study by taking away a part of it, that part then becomes part of its environment. Thus, the information in the system itself as well as in its surroundings is changed.



A Markov blanket seems to be an appropriate instrument to represent the boundaries of a system (e.g., a cell or a multi-cellular organism) in a statistical sense. It is a statistical partitioning of a system into internal and external states, where the blanket itself consists of the states that separate the two—external states are conditionally independent of internal states, and vice versa, as internal and external states can only influence each other via sensory and active states. The autonomous organization of living systems [26] can consist of the hierarchical assembly of Markov blankets through adaptive active inference.




5.2. Deterministic Chaos at the Quantum Borderline


Let us imagine a simple numerical problem: a mathematical equation that we plot on a two-dimensional graph. The graph (Figure 4) will have two maxima on the y-axis for two different values of the x-coordinate (x1, x2).



Let us use any numerical method to find the nearest maximum points of the given equation. Regardless of the complexity and sophistication of the numerical method used, we can say that absolutely every numerical method works in such a way that if we choose an initial arbitrary point on the x-axis, the algorithm gradually approaches the nearest maximum. The numerical method ends up recognizing that it is currently at the nearest maximum of the function, and the result of this method is the x-coordinate of the nearest maximum just found.



However, what happens if we have two maxima? For example, let us mark in blue the initial values of the x-coordinate, from which we run our numerical algorithm and which lead to finding the first nearest maximum—f(x1). Thus, for such a closest maximum, let us choose, for example, the first maximum from the left with respect to the x-axis. We can mark the initial values of the x-coordinate in red, for which our algorithm ends in the second nearest maximum—f(x2).



Let us try to investigate the x-axis marked in this way with color-coded initial conditions. Near the first maximum, the x-axis will only be blue. The same will apply to the neighborhood of the second maximum, where the x-axis will be colored red. This meets our expectations, as our algorithm always proceeds from the specified initial value to the nearest maximum where it ends.



However, what will the situation look like at the borderline of the two maxima, i.e., in places where we can no longer unambiguously determine that it is a part in full red or full blue? Here, we approach the theory of deterministic chaos. If we are to draw colored points on the x-axis, we must first choose a certain precision, resolution, or step on the x-axis. For example, let us start with one decimal place on the x-coordinate scale. An image of variously changing blue and red colors is created on our borderline for a given resolution level. If we increase the resolution accuracy, for example, from one decimal place to two, the image will change completely, and we will obtain a new reality and a new layout of the blue and red color combination. This can be repeated again and again, with each increase in the level of discrimination opening up a new reality and new knowledge about the given borderline. At each distinctive level, we obtain a completely unique distribution of blue and red colors. It is possible to prove mathematically that if we repeat this procedure to infinity, then even at infinity, we do not find a layout where two points next to each other have the same color [27]. If we go from a one-dimensional problem to a two-dimensional problem, it is possible to color spatial images at a given resolution level, which can have up to fractal complexity. Of course, a similar situation arises for 3D and other nD models.



An almost infinite sensitivity to initial conditions may lead to the assumption that the multiple-world existence of quantum physics arises from very rapid switching between different worlds on the brink of chaos, which we objectively perceive as parallel existing realities represented by probabilistic wave functions.



It can be seen that a large amount of information can be stored on the borderline. Here, it is also possible to combine different behaviors associated with differentiation levels and to use infinite variability to obtain new energy resources and emergent properties resulting from different variants of orderliness. This is a life-giving cocktail. After all, our brains also work by using properties on the brink of chaos to find new connections for much-needed creativity (variability of possibilities), from which, thanks to natural selection, a new non-traditional solution can emerge.




5.3. Quantum Natural Selection


Recall that quantum computers are based on mass-parallel computation, which means that all states/events are interconnected by phase parameters (the so-called quantum superposition), and thus, one operation can be applied to the whole set of mutually superposed states.



Assume the existence of two quantum agents defined by superposed states/events. Let the first one represent all possible superposed lock types (resource quantum agent) and the second one represent the superposition of all possible keys (demand quantum agent). When these two quantum agents meet or negotiate, they form a new quantum system that represents the mutual superposition of all phase-entangled combinations of locks and keys.



Suppose that if a particular key fits into the correct lock, the door opens, and a sequence of downstream processes is executed. Of course, the quantum approach can also be used for a multidimensional search, thus greatly speeding up natural selection, which can be called mass-parallel natural selection. For example, Grover’s quantum algorithm [28] can find an element with the desired property in a n-element list in    n    computations steps, which as a non-quantum algorithm requires at least n steps.



It is important to mention that, e.g., opening a door does not have to be quantum and can take place in the parallel many macro worlds. In this way, natural selection could be greatly accelerated and thus explains how living organisms could have come into existence through emergent quantum behavior.




5.4. Quantum Gyrator


Let us imagine the quantum example of the information gyrator given in Figure 3 with a set of superposed information flows and contents:


  ψ    Φ 1    =  α  1 , 1   ·    Φ  1 , 1     +  α  1 , 2   ·    Φ  1 , 2     + … +  α  1 , N   ·    Φ  1 , N      



(15)






  ψ    Φ 2    =  α  2 , 1   ·    Φ  2 , 1     +  α  2 , 2   ·    Φ  2 , 2     + … +  α  2 , N   ·    Φ  2 , N      



(16)






  ψ    I 1    =  β  1 , 1   ·    I  1 , 1     +  β  1 , 2   ·    I  1 , 2     + … +  β  1 , N   ·    I  1 , N      



(17)






  ψ    I 2    =  β  2 , 1   ·    I  2 , 1     +  β  2 , 2   ·    I  2 , 2     + … +  β  2 , N   ·    I  2 , N      



(18)




where    α  1 , 1   , … ,  α  1 , N   ,  α  2 , 1   , … ,  α  2 , N     and    β  1 , 1   , … ,  β  1 , N   ,  β  2 , 1   , … ,  β  2 , N     are wave probabilistic functions.



The gyrator input can be composed of a set of i-th input components    I  1 , i    Φ  1 , i     and the output of a set of j-th components    I  2 , j    Φ  2 , j    . Theoretically, the set of parallel working gyrators with their unique resonance frequencies is emerging [17]. Each resonance maximizes information content assigned to the combination    I  1 , i   ,  Φ  1 , i   ,  I  2 , j   ,  Φ  2 , j    .



In summary, it yields into the superposition of different resonance frequencies. From radio-electronics, it is recognized that except for pure resonance frequencies assigned to    I  1 , i   ,  Φ  1 , i   ,  I  2 , j   ,  Φ  2 , j    , combined frequencies known as higher harmonic components are also created. The more variants of gyrators    I  1 , i   ,  Φ  1 , i   ,  I  2 , j   ,  Φ  2 , j     the more different frequencies can occur and then the ability of information coding is increasing.



Considering all the frequencies’ variants, it is evident that a complex web of frequencies can be created. If we take each frequency as the carrier of modulated information, we can bring the speculative hypothesis that our consciousness is linked to this brain network.





6. Quantum Consciousness


Based on the theories known so far, the constructive idea is proposed that consciousness may be a multidimensional (internal) space in which we store states/events, acquired information or created knowledge, including their interrelationships captured by phase parameters. The interrelationships represent both four-dimensional space but also a variety of difficult-to-describe sensations such as color similarity, emotional context, characteristic smell, etc.



The different components of consciousness may be in different relationships to stories lived in certain circumstances or at other times in life. Other stories can be read from books or acquired through interactions with other people. This creates a plethora of often redundant components that our consciousness tries to sort into higher logical units, stories, symbols, etc.



It is possible to hypothesize that this sorting takes place in a purely quantum environment of brain microtubules, as suggested by Roger Penrose [29]. On the other hand, even without the need for a quantum environment, as it is proposed here, due to the highly redundant arrangement of all possibilities, each of the variants is physically stored in a neural network, including all phase relations to other components. It is the physical realization of the many-worlds interpretation of quantum physics [10].



In line with the many-worlds interpretation of quantum physics, extra dimensions represent possible subsystems. The main difference is that we can use our free will to select one of the possible subsystem, i.e., to move in these additional dimensions. Our will cannot change anything in the 3D world, but probably what we can do is to move between possible subsystems. Our free will can select in which of the possible worlds we will be in the future.



Some components of consciousness are naturally attracted to each other and are compatible with each other, are close to each other in some way, and can form a communicable and graspable story. Other components, on the other hand, repel each other, are incompatible and cannot be part of a common story. This corresponds to the presented theory of generalized quantum systems.



The degree of subjectivity of consciousness lies in the component from which consciousness starts to create its internal picture of the world and in what way other components are gradually selected for inclusion in this model. Hypothetically, we can assume the existence of the same components of consciousness for several people. The difference in the internal model of consciousness may be shaped simply by the fact that everyone has a different preference as to which component to start with. Moreover, each has a different path of gradual phase linkage to other components. This creates various complex and unique structures, which are available only to a specific individual (intrinsic model). Only he/she can correct, add to, go through and change the structure of the intrinsic model according to other knowledge and conditions.



The external observer (extrinsic model) does not see into this internal structure of consciousness and is dependent only on measuring and evaluating possibilities using probability functions, as the so-called Copenhagen interpretation of quantum physics teaches us [10]. This is reminiscent of Bayesian statistics [30], which also uses measured data to build a model, thereby gradually increasing knowledge of the system under study, which may be fully deterministic in nature. Unfortunately, the algorithm for its behavior is hidden from us, and we are therefore left to evaluate only the input–output statistical characteristics in a stepwise fashion.



Entanglement makes it possible to connect chains of states/events into higher and more complex components of consciousness in such a way that they can no longer be broken down into lower parts. We must take such indivisible components as wholes and work with them in this way. The more states/events an indecomposable component contains, the qualitatively higher the individual’s consciousness, as presented, for example, in the Integrated Information Theory of Consciousness [31]. In this way, virtual complex structures can emerge, where the partial states/events of different stories are newly entangled to create an entirely new hypothetical story.



Many references try to describe the consciousness phenomenon [32,33,34,35,36,37], or at least they come close to explaining it. In conclusion, no theory is largely accepted by the scientific community. The problem with contemporary science is that it is limited to an external observer (extrinsic model) and processing the results of his observations according to the Copenhagen interpretation of quantum physics. It should be noted that even Einstein was not reconciled to this interpretation and was still looking for hidden (intrinsic) parameters. His sentence that “God does not play dice” is well known. Ian Stewart and many others, on the contrary, have shown that God not only “plays dice” sometimes but that he is also a pretty big gambler [38].



If we include in our considerations an intrinsic observer (the intrinsic model), which represents a model of our consciousness based on demand/resource principle, we can assume switching between different virtual scenarios (different worlds with deterministic chaos at the borderline). Based on emotional states and other hidden parameters, it can lead to synchronicity demonstrated at the quantum level, e.g., orchestrated decoherence [39] or the emergence of a Noetic field [40]. These phenomena are virtually indistinguishable to existing quantum physics, and their functioning is still a mere hypothesis. It can be expected that as the accuracy of measuring and detection instruments increases, we will soon see a clarification of these phenomena.




7. Conclusions


In order to create a model of complex systems, we need to extract the necessary knowledge. These ideas raise the question of the relationship between our knowledge and real reality. As a partial problem, the question arises about the difference between the information form of the actual event and the information available on the part of the observer [17]. It can be seen that the observer can obtain information with either delay or distortion, which significantly disrupts his knowledge of the surrounding reality. Quantum models can partially correct these disproportions using phase parameters.



There is a significant hypothesis that if we had a good description of the information received and a good description of the structure of information circuits with all the feedback, we could quite successfully reconstruct the real events. At the end of this thought chain, there should be an attempt to acquire knowledge of reality itself. This process is very complicated, but fortunately, we have the opportunity to use simulation experiments in virtual space, which can represent for us a picture of the world of information at our current level of knowledge.



Going back in history, sometime around 600 BC, the Cretan philosopher Epimenidus declared, “All Cretans are liars”. Nevertheless, the statement becomes undecidable because Epimenides was a Cretan. Once we believe that the one who utters this sentence is telling the truth, then we must accept the fact that he is a liar. Moreover, if he is a liar, then he thinks the opposite of what he claims, and therefore tells the truth.



Thanks to this paradox of the liar, the foundations of such an untouchable field as mathematics trembled in the 20th century, when the Brno-born and brilliant mathematician Kurt Gödel concluded that if a system is initially described by axioms; we reach undecidable conclusions by formal logic within the system [41,42]. More precisely: in any axiomatic system that is at least so complex that it contains the axioms of arithmetic, a theorem can be formulated that is not provable in that system. In other words, Kurt Gödel is saying with this sentence that mathematical provability is a weaker notion than truth.



It is a fact that we are living in a revolutionary time full of paradigm shifts in our perceptions of our environment. It was a great adventure to navigate through different interdisciplinary worlds and find different forms of inspiration for connecting partial knowledge and trying to see the world as a complex system with all possible and impossible connections and emergencies.



It brings us back to the legendary Jewish “pardes” [43], the garden of knowledge, where different fields pose all sorts of challenges and pitfalls. These are the inner and outer worlds of the ‘obvious area of what is obvious’, ‘the obvious area of what is hidden’, ‘the hidden area of what is obvious’, and ‘the hidden area of what is hidden’. It is beautiful passing freely through these worlds, but it requires not only an open mind, but also a lot of learning and training [43]. However, it is one of the very few ways for a comprehensive holistic experience from the garden of knowledge.
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Figure 1. Generalized system properties: e—generalized effort, f—generalized flow, q—generalized accumulation, p—generalized momentum. 
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Figure 2. Information gate ( Φ —information flow of data measured in bits per second, I—information content measured in Joules per bit). 
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Figure 3. Gyrator with parameter D, input parameters    I 1  ,  Φ 1   , output parameters    I 2  ,  Φ 2   , information capacitors    C 1  ,  C 2   ,    I 1  =  I S   u   ,    Φ 1  =  Φ S   u   ,    I 2  =  I R   u    and    Φ 2  =  Φ R   u   . 
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Figure 4. Numerical method in the case of a function with two maxima (the method is started at a specific point and will be terminated when the maximum is reached). 
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Table 1. Physical systems.






Table 1. Physical systems.





	
Different Systems

	
Generalized Effort (e)

	
Generalized Flow (f)






	
Mechanical

	
Force

	
Velocity




	
Torque

	
Angular Speed




	
Electrical

	
Voltage

	
Electrical Current




	
Hydraulic

	
Pressure

	
Flow Rate




	
Thermodynamic

	
Temperature

	
Entropy Change




	
Chemical

	
Chemical Potential

	
Molar Flow




	
Magnetic

	
Magneto-motive Force

	
Magnetic Flux
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