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Abstract: Pattern recognition is a multidisciplinary area that received more scientific attraction during
this period of rapid technological innovation. Today, many real issues and scenarios require pattern
recognition to aid in the faster resolution of complicated problems, particularly those that cannot be
solved using traditional human heuristics. One common problem in pattern recognition is dealing
with multidimensional data, which is prominent in studies involving spectral data such as ultraviolet-
visible (UV/Vis), infrared (IR), and Raman spectroscopy data. UV/Vis, IR, and Raman spectroscopy
are well-known spectroscopic methods that are used to determine the atomic or molecular structure of
a sample in various fields. Typically, pattern recognition consists of two components: exploratory data
analysis and classification method. Exploratory data analysis is an approach that involves detecting
anomalies in data, extracting essential variables, and revealing the data’s underlying structure. On
the other hand, classification methods are techniques or algorithms used to group samples into a
predetermined category. This article discusses the fundamental assumptions, benefits, and limitations
of some well-known pattern recognition algorithms including Principal Component Analysis (PCA),
Kernel PCA, Successive Projection Algorithm (SPA), Genetic Algorithm (GA), Partial Least Square
Regression (PLS-R), Linear Discriminant Analysis (LDA), K-Nearest Neighbors (KNN), Decision Tree
(DT), Random Forest (RF), Support Vector Machine (SVM), Partial Least Square-Discriminant Analysis
(PLS-DA) and Artificial Neural Network (ANN). The use of UV/Vis, IR, and Raman spectroscopy for
disease classification is also highlighted. To conclude, many pattern recognition algorithms have the
potential to overcome each of their distinct limits, and there is also the option of combining all of
these algorithms to create an ensemble of methods.

Keywords: pattern recognition; ultraviolet-visible spectroscopy; infrared spectroscopy; Raman
spectroscopy; data classification

1. Introduction

In the era of technological growth, interest in data analysis techniques has increased
significantly, particularly computer-based approaches such as pattern recognition and
machine learning (ML). According to [1], pattern recognition is a discipline concerned
with automatically detecting patterns in data using computer algorithms and using those
patterns for purposes such as categorization or grouping. Ref. [2], on the other hand,
described machine learning as a computer program that gains knowledge via experience
(E) with respect to a set of tasks (T) and a performance parameter (P). This is true only if its
performance on tasks in (T), as determined by (P), increases over time (E). Chemometrics
employs both pattern recognition and machine learning. As defined by the International
Chemometrics Society, Chemometrics was founded in 1974. It is a chemical discipline that
employs mathematical and statistical methods to design or choose the optimal measurement
procedures and experiments to obtain the maximum amount of chemical information
through data analysis [3].
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A disease is defined as any abnormality or inability of the body to function properly
that may demand medical treatment. Each illness has specific features, including a cause,
associated clinical symptoms, a distinct course, as well as functional and morphological
changes in the patient. In 2007, a research study by [4] stated that spectroscopy is one
method for detecting biological changes in the human body. Spectroscopy methods provide
multidimensional spectra data that are densely packed with information. It entails the
generation, measurement, and analysis of spectra as a result of electromagnetic radiation’s
interaction with matter. Numerous spectroscopic approaches have been developed over
the years to categorize and characterize various types of illnesses, since this technique is in-
credibly informative and is often used for both quantitative and qualitative evaluations [5].

To the best of our knowledge, we believe that there is one article [6] that touches on
the topic of the use of pattern recognition algorithms in conjunction with spectroscopic
methods for illness categorization that have been examined. However, the emphasis was
on virology investigations from 2006 to 2016. The fact that humans have a diverse range
of viruses circulating in their bodies and that each person has a distinct microbiome adds
to the expected difficulties of using biospectroscopy in virology. The author’s goal is to
introduce an excellent tool to the virology community for identifying the biochemical
changes generated by the presence of viruses in biological materials.

The majority of the present study focuses on classical classification methods. Classifi-
cation and categorization of data is a typical issue in a variety of academic subjects. Even
with the emergence of more advanced classification techniques such as deep learning and
transfer learning, the classical approach is still relevant in the present day. The majority of
researchers, particularly those with no theoretical background in this field, will likely select
the classical technique since it is considerably simpler and more uncomplicated to compre-
hend. Initially, the purpose of this review is to provide a comprehensive overview and a
solid basis for newcomers, as well as to assist professionals in modifying the well-known
classification method in this area of research.

Hence, the purpose of this research is to demonstrate the assumptions, advantages,
and limitations of the most widely used pattern recognition approach in analyzing spectra
data together. This article will also discuss numerous algorithms and strategies and their
underlying ideas. Moreover, some insight and fundamental knowledge of the commonly
employed algorithm in this area of research are also discussed. As far as this research
is concerned, the discussion will portray and offers a decent understanding of how the
algorithm handles the classification issue since various algorithms tackle it in different ways.
The evaluation metric that is usually used to determine the performance of the classifier is
also provided. Then, this research will outline several previous studies that used ultraviolet-
visible (UV/Vis), infrared (IR), and Raman spectroscopy to use pattern recognition for
human illness categorization. Finally, an experiment using selected algorithms is also
included as an example of the steps for the classification of spectra data in general.

2. Exploratory Data Analysis (EDA)

In the majority of research investigations involving pattern recognition, Exploratory
Data Analysis (EDA) is often used prior to the classification technique. It is a technique
for doing a preliminary analysis of data that includes identifying anomalies, extracting
important variables, and showing the underlying structure of the data. Dimensionality Re-
duction is a significant technique in EDA. Typically, each dataset has its own set of features,
which are sometimes referred to as dimensions. A point with multiple dimensions in an
n-dimensional space may represent an item with n attributes. Consequently, transferring
an n-dimensional point to a k-dimensional space is known as dimensionality reduction [7].
Despite the fact that machine learning algorithms can handle enormous quantities of data,
their efficiency decreases as the number of dimensions in the data rises. By reducing the
dimensionality of the dataset, the algorithm’s complexity may be reduced, and it becomes
more effective due to the availability of just important data. Usually, dimensionality reduc-
tion methods are categorized as either linear or nonlinear. In a review article by [8], “linear
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dimensionality reduction” refers to data enclosed inside a linear subspace. Comparatively,
non-linear dimensionality reduction is used when the data in the original high-dimensional
data has a non-linear relationship.

2.1. Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is the most widely used and well-established
technique for dimensionality reduction. It is a linear approach for reducing data dimen-
sionality by determining the linear combination of the variables with the most significant
variance. PCA is a non-iterative technique that saves time and effectively eliminates over-
fitting. However, one critical disadvantage of PCA is that it does not perform well on
non-linear data due to the non-optimal subspace created. To keep in mind, data standard-
ization is required prior to using PCA. Otherwise, the ideal PCs would be difficult to be
acquired since the directions are very sensitive to the feature scales [9].

PCA is performed in the following steps [10]:

(i) Standardize the d-dimensional dataset
(ii) Compute the covariance matrix of the whole dataset using Equation (1):

cov(X, Y) =
1

n− 1 ∑n
i=1(Xi − x)(Yi − y) (1)

(iii) Compute the covariance matrix to obtain its eigenvectors and corresponding eigen-
values. A scalar λ is called an eigenvalue of a square matrix A if there is a non-zero
vector, called eigenvector [11]:

Av = λv (2)

And λ is an eigenvalue of matrix A if and only if λ is a solution to the characteristic
equation:

det(A− λI) = 0 (3)

where I = Identity matrix.

(iv) Sort the eigenvalues in decreasing order and choose the associated eigenvectors with
the biggest eigenvalues for a d × k dimensional matrix W

• PCA projects the feature space onto a smaller subspace, where the eigenvector
will form the axes of this new feature subspace.

• Remove the eigenvectors with the lowest eigenvalues since it bears the least
information about the data distribution.

(v) Construct a projection matrix, W, from the top k eigenvectors.
(vi) Transform the d-dimensional input dataset, X, using the projection matrix W to obtain

the new k-dimensional feature subspace:

X′ = XW (4)

To obtain valid, useful, and accurate findings, the PCA approach requires adherence
to previous assumptions. However, if the facts contradict specific assumptions, there is
typically a solution to resolve the conflict. Ref. [12] state the following assumptions of PCA:

(a) The dataset should have multiple continuous variables such as ratios or intervals. On
the other hand, Ordinal variables can also be employed as well.

(b) The chosen variables should be in a linear relationship since this approach is based on
Pearson correlation coefficients.

(c) The sample size should be sufficient and large enough to yield a valid result. The
Kaisere-Meyere-Olkin (KMO) and Bartlett’s test of Sphericity are two methods for
determining sample adequacy.

(d) Data reduction should be possible to be applied to the data. In order to reduce
variables to a smaller number of principal components, adequate correlations between
variables are required.
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(e) There should be no significant outliers in the data.

2.2. Kernel Principal Component Analysis (KPCA)

One of the disadvantages of the classical PCA mentioned before is that it does not
perform well on non-linear data. Thus, a modification of this approach namely Kernel
Principal Component Analysis (KPCA), is particularly beneficial because it employs kernel
to project data to a higher feature space ensuring the data is linearly separable. The inner
products of the data point are mapped into a feature space where linear PCA may be
utilized using the well-known kernel method [13]. The capacity to employ numerous
kernel mappings and potentially adapt to different nonlinearities is KPCA’s key feature. A
kernel matrix may be any symmetric positive definite matrix. KPCA reduces dimensionality
by using eigen-decomposition on the kernel matrix. It chooses the kernel matrix’s most
important eigenvectors and eigenvalues to generate a low-dimensional representation of
the data items. The goal of the approach is to transfer the non-linear data to a higher
dimensional space where it can be separated linearly [10].

KPCA can be performed as below [14]:

1. Compute φ = 1
N ∑ φ

(
Xj
)

and the centered kernel κ̃ using Equation (5).

κ̃(x, y) = κ(x, y)− 1
N

N

∑
j=1

κ
(
x, xj

)
− 1

N

N

∑
i=1

κ
(
xj, y

)
+

1
N2

N

∑
i=1

N

∑
j=1

κ
(
xi, yj

)
(5)

2. Compute the centered matrix K̃ as in Equation (6) and normalize so that ‖wi‖2 = λ−1
i

K̃ =
(
κ̃
(

xi, xj
))
∈ R (6)

3. Compute the eigenvectors, wi ∈ RN of K̃:

K̃wi = λiwi (7)

4. For every data point x, compute its ith nonlinear principal component using Equation
(8) for i = 1, 2, . . . , d.

yi = wi
T [κ̃(x1, x), . . . , κ̃(xN , x)]T (8)

KPCA may choose the kernel function to be utilized, which can be linear, polynomial,
or Gaussian. Kernels may be used to calculate the main components in high-dimensional
feature space effectively.

2.3. Successive Projection Algorithm (SPA)

According to Araujo et al. (2001), the Successive Projection Algorithm (SPA) is a
variable selection approach that employs basic operations in a vector space to minimize
variable collinearity. It is a forward selection strategy that begins with one variable and
integrates another variable in each interaction until it reaches a set of more discriminating
N variables. SPA chooses the wavelength with the least collinearity for spectral data to
combine to have the least duplicated information. This approach is efficient and easy, but
since the values of variables might be tiny and the variance is significant, the representation
of characteristic wavelength is weak.

SPA can be executed by the following steps [15]:

1. Before the first iteration (n = 1), let xj = jth column of Xcal ; j = 1, . . . , J.
2. Let S be the yet unselected set of wavelengths. That is,

S = {j such that 1 ≤ j ≤ J and j /∈ {k(0), . . . , k(n− 1)}}
3. Compute the projection of xj on the sub-space orthogonal to xk(n−1)

4. Let k(n) = arg
(
maxPxj, j ∈ S

)
5. Let xj = Pxj, j ∈ S
6. Let n = n + 1. If n < N, return to step 2.
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7. The resulting wavelength is {k(n); n = 0, . . . , N − 1}
The disadvantage of SPA is that the total number of wavelengths available cannot

exceed the total number of calibration samples. However, this was not a substantial
disadvantage in this case. Additionally, many calibration samples are needed if a high
number of spectral variables are needed.

2.4. Genetic Algorithm (GA)

J H. Holland (1992) presented the genetic algorithm (GA) as another approach for
variable selection. This method makes use of biological genetics and evolutionary processes.
A population is constructed using n subgroups, each of which has a random mix of variables.
Each subset is composed of m (the maximum number of variables that may be chosen),
1′s (variables picked by the model), and 0′s (unselected variables), which resulted in
each variable representing a gene in genetic terms, and a set of variables to represent a
chromosome [16].

The general steps to perform GA are as follow [17]:

1. Create initial population
2. Evaluate initial population
3. Select the subpopulation from the initial population
4. Produce offspring of these pairs using the genetic operator of crossover and mutation
5. Evaluate the offspring and replace the worst parents with the best offspring
6. Repeat until the stopping criteria are satisfied

The criteria for termination may be set in several different ways. For instance, it may
be defined simply as a maximum number of generations, a maximum objective result value
for fitness, or a fixed number of generations during which the fittest individual’s fitness
value remained constant [17].

2.5. Partial Least Square Regression (PLS-R)

Partial Least Square Regression (PLS-R) is a widely used chemometric technique
that tries to build a generic model that describes response variables in terms of observed
variables from a training data set. It reduces the dimension by repeatedly regressing the
response variable on each predictor: the response variable contributes to the dimensionality
reduction. The least-squares model is defined by an equation system with the measured
variables as its dependent variables. The independent variables are regressed against the
dependent variables using the regression parameter, resulting in adequate residuals for
assessing the predictive model’s quality and optimizing the model parameters [18].

According to [19], PLS-R is computed as follows where the input is two data matrices,
X and Y:

1. Set u to the first column of Y

2. Let w = XTu
uTu

3. Scale w to be of length one
4. Let t = Xw

5. Let c = YT t
tT t

6. Scale c to be of length one

7. u = YTc
cTc

8. If convergence then 9, else 2

9. X-loadings: p = XT t
tT t

10. Y-loadings: q = YTu
uTu

11. Regression (u upon t): b = uT t
tT t

12. Residual matrices: X → X− tpT and Y → Y− btcT

The new X and Y matrices as the residual matrices from the previous iteration are
used in the following set of iterations. Iterations can continue until a stopping criterion is
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reached or X becomes the zero matrix. The matrices may be scaled or centered before the
algorithm begins [19].

Both PLSR and PCA generate components entirely based on the variance of the data
matrix. In comparison, PLSR takes the goal and the data matrix into account, guaranteeing
that the components correlate with the target variable. In PLSR, the variables are regressed
concurrently, maximizing the covariance between the two matrices and directly correlating
the spectra and the goal [18].

The benefit of this strategy is that it is concerned with the constraints imposed by
principal component regression and discriminant analysis models. As a result, this model
may be used in situations where traditional models cannot. Again, this approach enables
the identification of outliers. It is the most appropriate technique when many predictors
are needed [20].

3. Classification Algorithm

Classification, sometimes referred to as supervised pattern recognition, is the process
of associating unknown samples with a previously determined sample class based on
their pattern of observed properties. The bulk of methods for pattern recognition is also
referred to as machine learning (ML) models. ML is a subset of Artificial Intelligence (AI),
which is typically described as the use and development of a computer system capable of
self-learning and adaptation. ML normally evaluates and infers according to the assigned
problem from data patterns using algorithms and mathematical models.

3.1. Linear Discriminant Analysis (LDA)

Linear Discriminant Analysis (LDA), usually referred to as Fisher’s linear discriminant,
is a supervised classification approach that maximizes the ratio of intra-class to inter-class
variability in a given collection of data. LDA is well-known for being a straightforward
and quick method. However, it requires that the features have a normal distribution. This
approach may be used to reduce the dimension of a dataset as well as to classify it. LDA
may be used to reduce the dimension of a dataset using the following procedures [1]:

1. Calculate the d-dimensional mean vectors, mi for the different classes from the dataset.
2. Construct and evaluate the scatter matrices:

• Interclass (within-class) scatter matrix, SW

SW =
c

∑
i=1

Si (9)

where the scatter matrix for each class, Si = ∑n
x∈Di

(x−mi)(x−mi)
T and the

mean vector, mi =
1
ni

∑n
x∈Di

xk

• Intraclass (between-class) scatter matrix SB

SB =
c

∑
i=c

Ni(mi −m)(mi −m)T (10)

where m is the overall mean, and mi and Ni are the sample mean and sizes of
each class.

3. Solve the generalized eigenvalue problem for the matrix S−1
W SB using Equation (2)

where A = S−1
W SB, λ is the eigenvalue and v is the eigenvector

4. Select the linear discriminant for the new feature subspace by arranging the eigenvec-
tor by decreasing the eigenvector and choose k eigenvectors with the most significant
eigenvalues

5. Transform into a new subspace:
Y = X×W (11)
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where X is the n× d− dimensional matrix is the n sample and Y is the transformed
n× k− dimensional samples in the new subspace.

On the other hand, classification in LDA relies on the Bayes theorem as shown below
according to [21]:

Pr(X = x|Y = k) =
fk(x)πk

∑K
l=1 πl fl(x)

(12)

From Equation (8), K is the number of classes. P(X = x|Y = k) is known as the
posterior probability, which gives the probability that the observation is in the kth class.
The overall or prior probability that a randomly chosen observation is represented by πk
originates from the kth class and fk(x) is the density function of X for an observation that
originates from the kth class. If there is just one predictor, it can be assumed that fk(x)
came from a normal distribution:

fk(x) =
1√

2πσ2
k

exp

(
− (x− µk)

2

2σ2
k

)
(13)

Once Equation (13) is plugged into Equation (12) and rearranging the terms,

δ̂k(x) = x· µ̂k
σ̂2 −

µ̂2
k

2σ̂2 + log(π̂k) (14)

where
µ̂k =

1
nk

∑
i:yi=k

xi (15)

σ̂2 =
1

n− K

K

∑
k=1

∑
i:yi=k

(xi − µ̂k)
2 (16)

The LDA classifier then assigns an observation X = x to the class for which Equation (14)
is the largest.

3.2. K-Nearest Neighbors (KNN)

The K-Nearest Neighbors (KNN) algorithm is a supervised classification technique.
It classifies objects by calculating the distance between their distinct feature values. It
is non-parametric since it makes no assumptions about the data distribution and is also
termed a lazy learning method. It generates models without requiring any training data
points. The notion is that if the majority of the k comparable samples or the sample’s closest
neighbors in the feature space belong to a certain category, the sample must likewise belong
to that category [22].

In general, KNN can be performed simply by the following steps [22]:

1. Calculate the distance metric between the new data and every training sample
2. Locate the k sample from the training samples nearest to the new data.

• Sort by distance to the new data in descending order and select the top k

3. Assign the new data to the majority class

In step (1), although classical KNNs frequently use Euclidean distance as their distance
metric, they are not limited to it; other distance metrics such as Manhattan distance,
Minkowski distance, Cosine distance, Jaccard distance, and Hamming distance can also be
used depending on the type of data being used [22].

Even though KNN makes no assumptions, the data must be free of outliers or samples
with uncertain classification. Furthermore, the classes should be roughly similar in size
to minimize bias when an unknown sample is allocated to a class. The simplest k is 1,
however, it may be advantageous to utilize many values of k. If changing k-values causes
changes in an object’s classification, the latter is clearly not a secure choice. In a more
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advanced version of this approach, other voting schemes beyond the simple majority can
be employed, which may be useful if, for example, the different classes in the training set
have very different variances [23].

3.3. Decision Tree (DT)

In general, a decision tree (DT) is a tree structure where each internal node reflects an
attribute judgment. Each branch indicates the outcome of a judgment. Each leaf node is the
classification result (Safavian et al., 1991). One variant of the decision tree commonly used
is the Classification and Regression Tree (CART). A CART tree is a binary decision tree that
builds a tree by repeatedly splitting nodes in half, resulting in two offspring nodes for each
split. The tree is built from the root node, which contains all of the learning samples. If the
data in a node is of mixed classes, it should be divided. The algorithm’s splitting method is
to find all potential variables and values in order to identify the optimum split that ensures
maximal homogeneity, or purity, in the data in child nodes [24].

The following are steps to perform the CART decision tree [24]:

1. Begin from the root node
2. Convert each ordered variable X to an unordered variable X′ by categorizing its

values in the node into a small number of intervals.

• If X is unordered, let X′ = X

3. Perform a chi-square test of independence of each X′ variable versus Y on the data in
the node and calculate its significance probability.

4. Choose the variable X∗ associated with the X′ that has the smallest significance
probability.

5. Search and split set {X∗ ∈ S∗} that minimizes the sum of Gini indexes and uses it to
split the node into two child nodes.

• Gini is a measure of impurity calculated by counting the frequency of events
that a randomly selected data instance is incorrectly labeled, assuming that that
instance is to be labeled randomly based on the distribution of class labels. For
binary classification with class positive and negative, ppos is the probability that
data instance in class positive is being chosen, and

(
1− ppos

)
is the probability

that that instance is incorrectly labeled as negative. Hence the Gini index can be
calculated as below:

Gini index = ppos
(
1− ppositive

)
+ pnegative

(
1− pnegative

)
(17)

6. If the stopping criterion is reached, break the loop. Otherwise, repeat steps 2–5 to
each child node until the stopping criterion is finally reached.

7. Prune the tree with the CART method.

• Occasionally in step (6), stopped splitting suffers from the horizon effect phe-
nomenon. In stopped splitting, a node may be deemed a leaf, preventing the
possibility of beneficial splits in subsequent nodes. As a result, a stopping condi-
tion may be satisfied “too soon” for overall optimal recognition accuracy. As a
result, pruning is done when a tree has reached full maturity and has the least
amount of impurity in its leaf nodes. Then, for elimination, all pairs of neighbor-
ing leaf nodes are evaluated. Any combination that results in an insignificant
increase in impurity is removed, and the shared antecedent node is deemed a
leaf [25].

When decision trees are condensed, they are self–explanatory and easy to understand.
In other words, if the decision tree has a significant number of leaves, non–professional
users will be able to comprehend it. Aside from that, it may be converted into a set of
rules. As a consequence, this portrayal is considered understandable. Decision trees can
accept both nominal and numeric input characteristics. Because decision trees are a non-
parametric approach, they make no assumptions about the distribution of space or the
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structure of the classifier. Because decision trees use the “divide and conquer” strategy,
they operate best when there are just a few highly relevant traits, but not so well when
there are many intricate relationships. The other classifiers may explain a classifier that
would be difficult to express using a decision tree in a more compact manner [26]. Another
disadvantage of decision trees is their greedy behavior due to their over-sensitivity to the
training set, irrelevant attributes, and noise [27].

3.4. Random Forest (RF)

The Random Forest (RF) algorithm consists of a collection of DTs that are unrelated to
one another. Once a classification job is executed, a fresh input sample is entered, and each
decision tree in the forest makes a choice independently. The conclusion will be chosen by
the classification choice that occurs the most often across all classification results. RF is also
a sort of ensemble modeling technique, more precisely, bagging, since it comprises many
DTs serving as base learners. RF has a lower likelihood of overfitting the data than DTs.

Steps to perform random forest are shown below [28]:

1. Let D = {(x1, y1), (x2, y2), . . . , (xN, yN)} denote the training data, with

xi =
(

xi,1, xi,2, . . . , xi,p
)T

2. For j = 1 to J: Take a bootstrap sample D of size N from D.
3. Using the bootstrap sample, Dj as the training data fit a tree.

• Start with all observations in a single node and recursively repeat the follow-
ing procedures for each node until the stopping criterion is reached: From the
p available predictors, choose m predictor at random.

4. Find the best binary split among all binary splits in the predictors from step (1).
5. split the node into two descendant nodes using the split from step (2).
6. Then predict a new point x using Equation (18).

f (x) = argmaxy

J

∑
j=1

I
(

ĥj(x)
)

(18)

where ĥj(x) is the prediction of the response variable at x using the jth tree.

3.5. Support Vector Machine (SVM)

The Support Vector Machine (SVM) is a supervised machine learning algorithm that is
widely regarded as one of the most significant classification techniques [29,30]. It classifies
data by determining a hyperplane, also known as a maximum margin hyperplane, that
satisfies the classification criteria and minimizes the distance between the nearest points in
each class [31]. The SVM is based on the linear function wTx + b. It is a non-probabilistic
function, which means that if the linear function is positive, the class will also be positive,
and vice versa [32].

According to [33], the SVM classifier rests on a five-step concept:

1. Identify the class function from which the decision boundary is to be chosen.

• For linear SVM, a linear function is used as follows:

H(w, b) =
{

x : wTx + b = 0
}

(19)

2. Define the margin that includes the minimal distance between a candidate decision
boundary and the point in each class as in Equation (20).

h(xi) =

{
+1 i f w·x + b ≥ 0
−1 i f w·x + b < 0

(20)

3. Choose the class’s decision boundary (usually the hyperplane) in step (1).
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4. Compute the performance of the chosen decision boundary on the training set.
5. Compute the expected classification performance on the new data point.

The data that must be processed, on the other hand, is not necessarily linearly separa-
ble. As a result, finding a hyperplane that meets the criteria is difficult. As a result, to tackle
non-linear issues, the technique is to choose a kernel function for the SVM. The kernel
function translates the input in low-dimensional space to high-dimensional space, known
as kernel space, where the data may be separated linearly. Table 1 shows the example of
kernels used in SVM together with its corresponding formula [34].

Table 1. Example of kernels used in SVM and its formula.

Kernel Formula

Linear K
(

xi, xj

)
= xi

T xj

Radial Basis Function (RBF) K
(

xi, xj

)
= exp

(
−γ‖xi − xj‖2

)
, γ > 0

Polynomial K
(

xi, xj

)
=
(
γ xi

T xj + r
)d

, γ > 0

Sigmoid K
(

xi, xj

)
= tanh

(
−γ xi

T xj + r
)

γ, r, and d are kernel parameters.

3.6. Partial Least Squares Discriminant Analysis (PLS-DA)

PLS-DA is a version of PLS-R that used the categorical response variable Y. Hence, the
steps to perform PLS-DA are similar to the steps for PLS-R in part 2.5. It is a compromise be-
tween traditional discriminant analysis and discriminant analysis on the main components
of the predictor variables. PLS-DA, for example, instead of locating hyperplanes of greatest
variance between the response and independent variables, discovers a linear regression
model by projecting the predicted and observed variables into a new space [35]. This
approach is intriguing since it can be used for dimensionality reduction, feature selection,
and even classification [36].

PLS-DA may be used in many situations when traditional DA cannot be used. For
example, when the number of observations is insignificant, and the number of explanatory
factors is significant. PLS-DA may be applied to the available data when there are missing
values. Furthermore, PLS-DA is a form of parametric approach that is used to data that is
known to have a normal distribution [37].

3.7. Artificial Neural Network (ANN)

Neural network learning techniques may estimate target functions that are real, dis-
crete, or vector values. Artificial neural networks (ANN) are among the most efficient
learning techniques presently accessible for certain tasks, such as learning to grasp compli-
cated real-world sensor data. The discovery that biological learning systems are composed
of highly intricate webs of linked neurons sparked interest in ANNs. In a rough analogy,
ANNs are made up of a heavily connected collection of basic units, each of which receives
several real-valued inputs that may be the outputs of other units and gives a single real-
valued output that could be the input to many other units [2]. To date, numerous different
types of ANN have been produced. Some networks are better at dealing with perceptual
difficulties, while others are better at data modeling and function approximation.

ANNs are made up of node layers comprised of an input layer, one or more hidden
layers, and an output layer. Each node, or artificial neuron linked to others, has its own
weight and threshold. If the output of the node surpasses a specified threshold value, the
node will be activated, and the data will be transferred to the network’s next tier. Otherwise,
no data is transferred to the next tier of the network. Some of the appealing aspects of ANN
are as follows [38]:

(i) Nonlinearity for a better fit to the data
(ii) Noise-insensitivity offers precise prediction in the existence of uncertain data and

measurement errors,
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(iii) High parallelism means rapid processing and hardware failure-tolerance
(iv) Learning and adaptivity enable the system to update its internal structure in response

to changing environment
(v) Generalization allows utilization of the model to be applied on unlearn data.

In practice, ANN is prone to overfitting because of the high number of training
parameters, which happens when the training sample size is limited or the complexity of
latent correlations between the input and output is low, as in a linear relationship. The
training parameters might be significantly increased if the input data is high dimensional.
The ANN model is incapable of directly processing high-dimensional sequences.

4. Performance Metrics for Classification Model

The criteria used to assess the machine learning model are critical because they deter-
mine how the performance of machine learning algorithms is evaluated and compared. An
important way to visualize the performance of a classification model is by constructing a
table layout known as a confusion matrix. An N × N matrix is used to evaluate a classifica-
tion model’s performance, with N being the number of target classes. The matrix compares
the actual target values to the prediction of the classification model [39]. A 2 × 2 confusion
matrix for binary or two-class classification will have four outcomes: true positive (TP),
true negative (TN), false positive (FP), and false-negative (FN).

TP is a result where the model predicts the positive class correctly and TN is an
outcome where the model predicts the negative class correctly. FP and FP on the other
hand are the vice versa for TP and TN respectively. The confusion matrix’s results are used
to construct a number of measures. The usual metrics used for calculating the performance
of classification models are mainly accuracy-focused and there are lots of other evaluation
metrics as well. However, this paper will discuss only accuracy, sensitivity, specificity,
precision, F1-score, and AUC curve.

4.1. Accuracy

Accuracy is one of the most utilized metrics for assessing the classification perfor-
mance, and it is defined as the number of accurate predictions produced by the model
across all sorts of predictions, as shown below [7]:

Accuracy =
TP + TN

TP + FP + FN + TN
(21)

The advantage of accuracy is that it is easy to compute with less complexity and easy
to understand by a human. When the target variable classes in the data are almost balanced,
it indicates a good measuring technique. However, aside from being unable to distinguish
between the type of error it makes (FP versus FN), if the data are skewed or imbalanced,
accuracy would not work well in such a situation and the use of other evaluation metrics
should be considered [40].

4.2. Sensitivity

Sensitivity, also known as the true positive rate, indicates how well a classification
algorithm classifies data points into the positive category. Sensitivity has the following
definitions [7]:

Sensitivity =
TP

TP + FN
(22)

Sensitivity is normally paired with specificity in certain domains to measure the
predictive performance of a classification model or a diagnostic test. For example, in
binary classification, sensitivity measures the fraction of obtaining positive examples while
specificity measures the fraction of obtaining negative examples [7].
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4.3. Specificity (Recall)

Specificity, also called true negative rate, indicates how well a classification algorithm
classifies data points into the negative category. The definition of specificity is as follows [7]:

Specificity =
TN

TN + FP
(23)

Recall is a metric normally used to select the best model when there is a high cost
associated with a false negative. However, unlike accuracy, specificity does not place any
judgment on whether the negative example in a binary classification is truly negative [40].

4.4. Precision

Precision is defined as a ratio of true positives and the total number of positives
predicted by a model. In general, it checks how precise the predictions are. Below shows
the definition of precision according to [7]:

Precision =
TP

TP + FP
(24)

Precision is a good measure for situations where False Positive’s costs are high when
using the classification model. Same as specificity, precision also does not place any
judgment on whether the negative example in a binary classification is truly negative [40].

4.5. F1-Score

F1-score, also known as F-measure, is a metric that represents the harmonic mean
between Recall and Precision values, sometimes also known as F-measure. It checks how
many patterns in a given class are correctly identified. Below shows how to calculate the
F1-score of a classifier [7]:

F1-Score =
2× precision× recall

precision + recall
(25)

F1-score is a better choice than accuracy when a balance between precision and recall
is needed and when there is an imbalanced class distribution. This indicates that a classifier
with a high F1-score has strong precision as well as recall. In practice, there is normally a
trade-off between precision and recall such as increasing recall at the expense of precision
by making the classifier more likely to predict positive, while increasing precision at the
expense of recall by making it less likely to predict positive [7].

4.6. Area under the ROC Curve (AUC)

Receiver Operating Characteristic (ROC) is the primary tool used in ROC analysis to
solve a range of problems such as [7]:

(i) Choosing a decision threshold that minimizes error rate or misclassification cost in a
particular class and cost distribution.

(ii) Finding a region where one classifier outperforms another
(iii) Identifying regions where classifiers perform worse than chance
(iv) Obtaining calibrated class posterior estimates

The area under the ROC curve (AUC) is one of the important and often used ranking
metrics related to the ROC curve. It was utilized to create an optimized learning model
and to compare different learning algorithms. The AUC values indicated a classifier’s
overall ranking performance. The AUC value for a binary problem can be determined as
follows [7,41]:

AUC =
S0 − n0(n0 + 1)/2

n1n1
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where, S0 is the sum of all positive (class 0) examples ranked, while n0 and n1 represents
the number of positive (class 0) and negative (class 1) examples respectively.

The AUC has been shown to be superior to the accuracy metric for measuring classifier
performance and discriminating an optimal solution during classification training, both
theoretically and experimentally [42].

5. Application of Pattern Recognition for Disease Classification in Spectral Analysis

The wavelength (λ) is the distance between one point on a wave (e.g., the peak or
trough) and the same position on the adjacent wave. Depending on the kind of radiation,
different length units are employed. When electromagnetic radiation touches a molecule,
it absorbs certain wavelengths. This is related to the fact that molecules have distinct
energy levels. Quantized, not continuous, are the energies associated with their electronic,
vibrational, and nuclear spin states. Light absorption in a medium results in a transition
from a low-energy ground state to a higher-energy excited state. In nature, excited states
may take on a wide variety of shapes and forms depending on the energy of the incident
light and the chemical makeup of the interacting substance [43]. The different quantum
changes associated with each area of the electromagnetic spectrum are shown in Figure 1.
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The infrared spectral range is used to excite rotations and vibrations. UV/Vis light
absorption generates electrical and vibrational excitations. Emission or luminescence may
occur as a consequence of the relaxation of excited states to their ground states, which can
be quantified spectroscopically [43].

There are other spectroscopic methods; however, only the pattern recognition algo-
rithms utilized in ultraviolet/visible (UV/Vis), infrared (IR), and Raman spectroscopy are
covered here, including its general theories and past study within this domain. Due to
the lack of relevant past studies on UV spectroscopy, Figure 2 only shows the algorithm
mentioned for disease classification using IR and Raman spectroscopy.
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5.1. Ultraviolet-Visible (UV/Vis) Spectroscopy

UV/Vis spectroscopy is used to determine the absorbance spectrum either in solution
or as a solid. In actuality, it detects the absorption of light energy or electromagnetic
radiation that excites electrons from their ground state to their initial singlet excited state.

5.1.1. General Theory of UV/Vis Spectroscopy

The ultraviolet/visible region of the electromagnetic spectrum spans 1.5–6.2 eV, corre-
sponding to a wavelength range of 800–200 nm. UV/Vis spectroscopy data may provide
qualitative and quantitative information about a particular substance or molecule. Regard-
less of whether quantitative or qualitative information is desired, it is critical to zero the
instrument for the solvent in which the molecule is dissolved. UV/Vis spectroscopy works
well on liquids and solutions, however, if the sample is a suspension of solid particles in a
liquid, the sample will scatter more light than it absorbs, resulting in highly skewed results.
UV/Vis equipment is often the most efficient in analyzing liquids and solutions.

5.1.2. Past Studies on UV/Vis Spectroscopy for Disease Classification

In contrast to other spectroscopy approaches, there has been a dearth of studies on
sickness classification using UV/Vis spectroscopy. However, in the presence of aggluti-
nating antibodies, this spectroscopic approach is often used to characterize blood, with
predictable changes in the UV and visible light spectra of blood identifying the blood
groups and types.

5.2. Infrared (IR) Spectroscopy

The infrared region of the mid- (fundamental) infrared (IR or MIR) has a wavenumber
ranging from 4000 cm−1 (2.5 m) to 400 cm−1 (25 m). It is bounded by the far-IR region (FIR)
spanning the wavelength range 400 cm−1 (25 m) to 10 cm−1 (1 mm) and the critical near-IR
region (NIR) spanning the wavelength range 12,500 cm−1 (800 nm) to 4000 cm−1 (2.5 m).
The most often used technique of spectroscopy is infrared spectroscopy. Numerous factors
contribute to its enormous popularity and spread. The approach is speedy, sensitive, and
simple to use, and it enables the sampling of gases, liquids, and solids using a variety of
various procedures. Notable characteristics include the ease with which the spectra may be
evaluated qualitatively and quantitatively [43].

5.2.1. General Theory of FTIR Spectroscopy

Infrared spectrometers or spectrophotometers of the modern era operated on a dif-
ferent principle. The architecture of the optical pathway creates a pattern. This is an inter-
ferogram because it is a complex signal with a wave-like pattern that spans the infrared
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spectrum. Individual absorption frequencies may be extracted from the interferogram
using a mathematical procedure called the Fourier transform (FT), producing a virtually
similar spectrum to that obtained by a dispersive spectrometer. A Fourier transform in-
frared (FTIR) spectrometer is a device that performs this function. The benefit of an FTIR
instrument is that it takes less than a second to obtain the interferogram. Thus, hundreds of
interferograms of the same sample may be collected and stored in a computer’s memory. A
spectrum with a higher signal-to-noise ratio may be displayed when a Fourier transform is
performed on the total of the collected interferograms. As a result, an FTIR instrument is
more sensitive and faster than a dispersion instrument.

5.2.2. Past Study on IR Spectroscopy for Disease Classification

Table 2 shows an overview of selected past studies on pattern recognition for disease
categorization through IR spectroscopy.

As shown in Table 2, almost all of the studies selected conduct exploratory data
analysis prior to classification, with the exception of Yue et al. (2020), who used three
deep learning models—a multilayer perceptron (MLP), a long-short-term memory network
(LSTM), and a convolutional neural network (CNN)—to enable rapid diagnosis of abnormal
thyroid function. As compared to typical machine learning algorithms, deep learning
algorithms do not need data to be extracted artificially for features and perform better
while processing big sample sets. The accuracy of the three models with the original data
was 91.3 percent, 88.6 percent, and 89.3 percent, while the accuracy of the three models
with the enhanced data was 92.7 percent, 93.6 percent, and 95.1 percent.

Ref. [16] researched the dengue virus’s concentration in blood and serum samples.
Three distinct dimensional reduction techniques were applied (PCA, SPA, and GA) in
conjunction with LDA. The research shows that, of the two samples, the blood sample
provides the most accurate result, with 100% specificity and sensitivity. This finding
prompted [45] to extend the work to the discrimination of various viruses in blood samples
using similar algorithms. The findings indicated that the sensitivity and specificity of the
healthy, dengue, and chikungunya classes were 100 percent, whereas zika had values close
to 90 percent.

Table 2. Overview of selected past studies on pattern recognition for disease classification using IR
spectroscopy.

Year Disease
(Sample) Aim of Research EDA

Algorithm
Classification

Algorithm Findings References

2017

Dengue
(Human blood

and human
sera)

Identification of
DENV-3 in different

concentrations in
blood and serum

PCA, SPA,
GA LDA

Blood samples yield the best
results with sensitivity and

specificity: 100%
[6]

2018

Dengue,
Chikungunya

and Zika
(Human blood)

Discrimination
between healthy vs.

dengue vs.
chikungunya vs.

zika clinical samples

PCA, SPA,
GA LDA

PCA-LDA
Sensitivity: 100%; Specificity:

92%SPA-LDASensitivity:
100%; Specificity: 92%

GA-LDA
Sensitivity: 92%;
Specificity: 86%

[45]

2019

Dengue
(Freeze-dried
human blood

serum)

Discrimination of
dengue positive and

healthy serum
samples by
biochemical

differences detected

PCA LDA
PLSR

Sensitivity: 89%;
Specificity: 95%;

R2 = 0.9980
[46]
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Table 2. Cont.

Year Disease
(Sample) Aim of Research EDA

Algorithm
Classification

Algorithm Findings References

2019

Hepatitis B and
Hepatitis C

(Human blood
serum)

Classification of
human serum

samples based on
the presence of

Hepatitis B virus
and Hepatitis C
virus infection

PLS-DA

Method 1
HBV vs. control

sensitivity: 69.4%
specificity: 73.7%
HCV vs. control

Sensitivity: 51.3%
Specificity: 90.9%

Method 2
HBV vs. control

Sensitivity: 84.4%
Specificity: 93.1%
HCV vs. control

Sensitivity: 80.0%
Specificity: 97.2%,

HBV vs. HCV
Sensitivity: 77.4%
Specificity: 83.3%

Method 3
HBV vs. control (high
molecular concentrate)

Sensitivity: 87.5%
Specificity: 94.9%

HCV vs. control (high
molecular concentrate)

Sensitivity: 81.6%
Specificity: 89.6%

[47]

2019
Oral cancer

(Saliva in pellet
form)

Discrimination of
FTIR spectra of

salivary exosomes
from oral cancer

patients and healthy
individuals

PCA LDASVM

LDAAccuracy: 95%;
Sensitivity: 100%;
Specificity: 89%

SVM
Training accuracy: 100%

Cross-validation
accuracy: 89%

[48]

2020

Abnormal
thyroid disease
specifically hy-
pothyroidism
and hyperthy-

roidism
(Human blood)

Diagnosis of
abnormal thyroid
disease in human

blood samples

None MLP, LSTM,
CNN

Accuracy (original data)
MLP: 91.3%, LSTM: 88.6%;

CNN: 89.3%, Accuracy (with
data enhancement)

MLP: 92.7%; LSTM: 93.6%;
CNN: 95.1%

[49]

2021
Human glioma
(Human blood

serum)

Identification of
patients with

gliomas
PCA PSO-SVM,

BPNN, DT

AccuracyPSO-SVM: 92.00%
BPNN: 91.83%

DT: 87.20%,
[50]

2021

Aspergillus
species (Human
blood plasma in
kBr pellet form)

Identification of
Aspergillus species

in human blood
plasma

Two models based on PLS-DA

Total accuracy of 84.4%, while
oversampling and

autoscaling improved this
accuracy to 93.3%.

[51]

2021

Typhoid and
Dengue

(Human blood
serum)

PCA LDA Accuracy: 100% [52]

2021

Alzheimer’s
Disease

(Human blood
serum)

Diagnosis of an
individual with

Alzheimer’s disease
PCA PLS-DA

NIR
Accuracy: 80.6%;
Sensitivity: 93.3%;
Specificity: 93.7%

MIR
Accuracy: 98.5%;
Sensitivity: 97.5%;
Specificity: 100%

[53]
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Ref. [47] conducted research on the diagnosis of Hepatitis B and Hepatitis C viruses by
using three sample preparation procedures. Although ATR-FTIR appears to be a promising
initial screening approach for detecting underlying infection and appears to be capable
of discriminating HBV and HCV infected samples, the authors noted that the approach
appears to detect the virus’s response to infection or the compounds synthesized by the
virus, rather than the virus itself. As a result, further research is needed to determine the
specificity of the response to various viruses and other infectious agents.

Ref. [48] use FTIR spectroscopy in conjunction with a machine learning approach to
evaluate the characteristic spectra of salivary exosomes from oral cancer (OC) patients and
healthy individuals (HI). This establishes a new platform for utilizing FTIR spectroscopy
for the early detection of oral cancer. With a sensitivity of 100%, specificity of 89%, and
accuracy of 95%, the PCA–LDA discrimination model accurately identified the samples,
while the SVM had a training accuracy of 100% and cross-validation accuracy of 89%.

Ref. [54] also conducted research on the use of FTIR for dengue diagnosis; this is
the first report of the use of freeze-dried human blood sera for FTIR analysis, according
to the authors. They employed PCA to extract features and LDA to classify, resulting
in a sensitivity and specificity of 89 and 95 percent, respectively. Following that, with
an R2 = 0.9980 accuracy, the PLSR model was effectively employed to predict infection
indications based on biochemical changes in blood samples. Then, in [52], another research
was undertaken to discriminate typhoid and dengue illness using the same methodologies
but without the PLSR, obtaining 100 percent accuracy between samples. Ref. [50] employed
PCA as a dimensionality reduction technique in conjunction with three models to develop
a method for rapidly detecting gliomas in human blood. In this research, a non-linear SVM
with a radial basis function (RBF) kernel was used in conjunction with a Back Propagation
Neural Network (BPNN) and DT. As a consequence, DT accuracy was determined to be
quite poor, but PSO-SVM performed the best, with an accuracy of 92.00 percent and an
AUC value of 0.919.

Ref. [51] uses two models based on PLS-DA to identify Aspergillus species in blood
plasma in the presence of potential confounders found in patients at risk of invasive blood
Aspergillosis, most notably the presence of commonly used drugs and common blood-
stream pathogens in these patients. The basic model performs well in terms of prediction
accuracy, with a total accuracy of 84.4 percent, while oversampling and autoscaling increase
this to 93.3 percent.

Ref. [53] study the possibility of diagnosing Alzheimer’s disease (AD) utilizing spectral
feature fusion technology and the PLS-DA classification approach. The accuracy, sensi-
tivity, and specificity of the NIR-based PLS-DA model are 80.6 percent, 93.3 percent, and
93.7 percent, respectively, while the MIR-based PLS-DA model has values of 98.5 percent,
97.5 percent, and 100 percent. The equivalents for the PLS-DA model based on NIR-MIR
spectral feature fusion are 100%, 97.5 percent, and 100%, respectively.

5.3. Raman Spectroscopy

Raman spectroscopy is a vibrational spectroscopic technique that is complementary to
IR spectroscopy. Both have a similar wavelength range, but unlike IR spectroscopy which
absorbs light by vibrating molecules, Raman on the other hand scatters light by vibrating
molecules [5].

5.3.1. General Theory of Raman Spectroscopy

Raman spectroscopy, like other spectroscopy methods, identifies specific light-matter
interactions. This approach, in particular, makes use of the fact that Stokes and anti-
Stokes scattering exist to investigate molecule structure. Raman spectroscopy quantifies
the energy difference between incoming and scattered photons caused by Stokes and anti-
Stokes transitions. This is commonly expressed as a shift in the incident light source’s
wavenumber. Because Raman detects changes in wavenumber, it may be utilized with
any wavelength of light; however, near infrared and visible light are often employed.
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Ultraviolet photons may also be used; however, they often result in photodecomposition
of the material. Infrared spectroscopy determines the wavenumber at which a functional
group exhibits a vibrational mode, while Raman spectroscopy measures the vibrational
shift caused by an incident source.

5.3.2. Past Studies on Raman Spectroscopy for Disease Classification

Table 3 shows the past studies on pattern recognition for disease classification using
Raman spectroscopy.

Table 3. Overview of selected past studies on pattern recognition for disease classification using
Raman spectroscopy.

Year Disease
(Sample) Aim of Research EDA

Algorithm
Classification

Algorithm Findings References

2016
Dengue Virus

(Human Blood
Sera)

Classification of
dengue infected

and normal healthy
sera.

PCA

SVM with three
different kernel
functions (RBF,

polynomial
function, and linear

function)

Best: SVM (RBF kernel
with the polynomial kernel

of order 1)
Accuracy: 85%;
Sensitivity: 73%;
Specificity: 93%

[55]

2017
Hepatitis C

(Human
Plasma)

Identify the
biochemical

changes associated
with the presence
of the Hepatitis C
virus in infected

human blood
plasma samples

and healthy
samples.

PCA LDA
PCA-LDA

Sensitivity: 98.8%;
Specificity: 98.6%

[18]

2018 Hepatitis B
(Human Blood)

Classification of
hepatitis B virus

infection in human
blood serum

PCA

SVM with two
different kernels,

each with two
different

implementation
methods has been

used.

Best: SVM (RBF kernel
with the polynomial kernel

of order 2)
Accuracy: 98%;

Sensitivity: 100%;
Specificity: 95%

[56]

2019
Hepatitis B

(Human Blood
Serum)

Classification of
normal sera and

pathological
(hepatitis B

infected) sera

None NNC
Accuracy: 99.3;
Sensitivity: 99.2;
Specificity: 99.4

[57]

2019

Dengue and
Typhoid

(Human Blood
Serum)

Differentiation
between typhoid

and dengue in
which both have
some symptom

similarity

PCA LDA

The PCA-LDA model
yielded sufficient

diagnostic accuracy and
sensitivity

[54]

2020
Hepatitis C

(Human Blood
Serum)

Classification of
three kinds of
serum Raman

spectra (healthy
people, hcv1

patients, and hcv2
patients)

None SVM Total Accuracy Rate: 91.1% [58]
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Table 3. Cont.

Year Disease
(Sample) Aim of Research EDA

Algorithm
Classification

Algorithm Findings References

2020
Hepatitis B

(Human Blood
Serum)

Identification of
patient infected
with hepatitis B
virus in human

blood serum

PCA LDA, KNN, SVM,
RF, ANN, MSCIR

Model (Accuracy)
LDA: 80.77%;
KNN: 77.69%;

SVM: 89.23%; RF: 86.92%;
ANN: 91.53%;

MSCIR: 96.15%

[59]

2021

Chronic Renal
Failure (CRF)

(Human Blood
Serum)

Classification of
normal blood

serum and CRF
infected blood

serum

None CNNImproved
AlexNet

Improved AlexNet
(Accuracy: 79.44%)

CNN (Accuracy: 95.22%)
[60]

2021

Echinococcosis
and liver
cirrhosis

(Human Blood
Serum)

Discrimination of
echinococcosis and
liver cirrhosis from
healthy volunteers

PCA LDA

Overall Accuracy: 87.7%
Healthy volunteers
Sensitivity: 92.5%;
Specificity: 93.2%,

Patients with
Echinococcosis

Sensitivity: 81.5%;
Specificity: 96.1%,

Liver Cirrhosis
Sensitivity: 89.1%;
Specificity: 92.4%

[61]

2021

Alzheimer’s
Disease

(Cerebrospinal
Fluid (CSF))

Differentiation of
CSF samples

obtained from
Alzheimer’s

Disease patients
and healthy

controls.

PCA
GA

ANN
SVM-DA

Sensitivity &
Specificity: 84% [62]

As is the case with other spectroscopic approaches, PCA continues to dominate the
EDA algorithm. Classification of Raman spectra data has been accomplished using a variety
of techniques. SVM and LDA lead the other algorithms in the publications listed in Table 3.

Ref. [54] used Raman spectroscopy and SVM to analyze dengue infection in human
blood sera. The SVM model was constructed using three distinct kernel functions: the
RBF, polynomial, and linear. The polynomial kernel of order 1 exhibits the highest perfor-
mance, with a diagnostic accuracy of around 85%, precision of 90%, sensitivity of 73%, and
specificity of 93%. Then, Ref. [57] did a research study to distinguish between two distinct
human pathogenic illnesses, typhoid, and dengue, that share certain clinical symptoms.
Although the precise numbers are not provided in the research, the PCA-LDA model seems
to provide adequate diagnostic accuracy and sensitivity.

Ref. [55] offers an investigation of hepatitis B virus (HBV) infection in human blood
serum using Raman spectroscopy in conjunction with an SVM model with two alterna-
tive kernels (polynomial function and RBF) and two different optimization techniques
(Quadratic programming and least square). The best classification performance is obtained
with a second-order polynomial kernel which has a diagnostic accuracy of around 98 per-
cent, precision of 97 percent, sensitivity of 100 percent, and specificity of 95 percent. Then,
using Raman spectroscopy, Ref. [56] also explains how to analyze biochemical changes
in human blood serum infected with HBV. The diagnostic accuracy of 99.3 percent, the
sensitivity of 99.2 percent, the specificity of 99.4 percent, the positive predictive value of
99.2 percent, and the negative predictive value of 99.4 percent are achieved when a neural
network classifier is used. Ref. [59] reported a technique for diagnosing HBV that incor-
porates serum Raman spectroscopy and a multiscale convolution independent circulation
neural network (MSCIR). PCA was used to reduce the dimensions, and then the LDA,
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KNN, SVM, RF, ANN, and MSCIR algorithms were used, with their respective accuracies
of 80.77%, 77.69%, 89.23%, 86.92%, 91.53%, and 96.15% demonstrating that the MSCIR is
superior to the other.

Ref. [18] employed the PCA, LDA, and PLSR to predict viral load in human plasma
samples for hepatitis C infection. Diagnostic sensitivity and specificity for the combined set
of normal and variable viral load samples were 98.8 percent and 98.6 percent, respectively,
for the combined set of normal and variable viral load samples, with a corresponding
Positive Predictive Value of 99.2 percent and Negative Predictive Value of 98 percent.

With 99.8 percent accuracy, the PLSR model predicts the viral loads of HCV-infected
plasma based on biochemical changes produced by viral infection. Another research was
done on the detection of Hepatitis C in human blood serum, using SVM as the classification
model. Despite the lack of an EDA method, the model achieves a total accuracy rate of
91.1 percent.

Ref. [60] performed a research study using Raman spectroscopy and a convolutional
neural network to detect chronic renal failure.

The spectra were classified using a CNN and an Improved AlexNet, with an accuracy
of 79.44% and 95.22%, respectively. Furthermore, the inclusion of noise had no discernible
effect on categorization accuracy. This resulted in a conclusion that the accuracy of CNN in
this research may be as high as 95.22 percent, a significant improvement above the previous
study’s accuracy and dependability of 89.7 percent. A research study was also undertaken
to distinguish echinococcosis and liver cirrhosis in healthy volunteers [21]. PCA and LDA
were applied, and the algorithm’s total diagnosis accuracy was 87.7 percent. The diagnostic
sensitivities to healthy volunteers, echinococcosis patients, and liver cirrhosis patients
were 92.5 percent, 81.5 percent, and 89.1 percent, respectively, while the specificities were
93.2 percent, 96.1 percent, and 92.4 percent.

The majority of studies for illness categorization using spectroscopy employ blood
or its components as the medium. However, different biofluids have also been employed.
Ref. [62] conducted research to diagnose Alzheimer’s disease by analyzing cerebrospinal
fluid. PCA and GA are employed as EDA algorithms, while ANN and SVM-DA are used
for classification, yielding a sensitivity and specificity of 84%.

6. Initial Experimental Analysis of the Classification of Spectra Data

In order to obtain the best model, the classification analysis requires more than one
step. The common pipeline used in classifying spectra data are data acquisition, data
preprocessing, dimensionality reduction, modeling, and evaluation. As an example of
the analysis of the classification algorithm in classifying spectral data, Attenuated Total
Reflectance (ATR) FTIR dataset for ovarian cancer in urine was used. The dataset used was
from a study by [63], which can be obtained from the publicly accessible data repository
Figshare (https://figshare.com/articles/Potential_of_mid-infrared_spectroscopy_as_a_
non-invasive_diagnostic_test_for_endometrial_or_ovarian_cancer_in_urine/5929516, ac-
cessed on 7 April 2022). The full data set consists of of 100 samples each from healthy
individuals, patients with ovarian cancer and patient with endometrial cancer. In this paper,
however, the preprocessed sample from healthy individuals and patients with ovarian
cancer are used.

Throughout the experiments, the dataset was divided into training (n = 120 samples,
60 percent) and testing (n = 80 samples, 40 percent) sets. The practitioner determined
the ratio of training to testing. In addition to the train-test split technique, any relevant
cross-validation methodology may be used as an alternative to dividing the data. Then
standard scaler was used on both sets in order to resize the distribution of data such that
the mean of the observed values was 0 and the standard deviation was 1 respectively. LDA,
SVM, and RF were selected among all classification models discussed in this study. PCA
was also used to reduce dimensionality. This was due to the fact that LDA also functions as
a dimensionality reduction method, PCA will only be done before SVM and RF. The RBF
kernel will be implemented for SVM in the experiment conducted, and 100 estimators will

https://figshare.com/articles/Potential_of_mid-infrared_spectroscopy_as_a_non-invasive_diagnostic_test_for_endometrial_or_ovarian_cancer_in_urine/5929516
https://figshare.com/articles/Potential_of_mid-infrared_spectroscopy_as_a_non-invasive_diagnostic_test_for_endometrial_or_ovarian_cancer_in_urine/5929516
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be used in RF. After model training was complete, the testing set was used to compare the
performance metrics of each model. Accuracy, sensitivity, and specificity were utilized as
performance indicators. The results are shown in Table 4.

Table 4. Classification performance obtained for LDA, PCA-SVM, and PCA-RF models.

Classification Model Accuracy (%) Sensitivity (%) Specificity (%)

LDA 98.75 100.00 97.50
PCA-SVM 97.50 97.50 97.50
PCA-RF 95.00 97.50 92.50

The classification performance achieved for the LDA, PCA-SVM, and PCA-RF models
is shown in Table 4, and its graphical representation is depicted in Figure 3. LDA achieved
98.75 percent accuracy, 100 percent sensitivity, and 97.50 percent specificity. The accuracy,
sensitivity, and specificity of PCA-SVM were all 97.50 percent. Finally, PCA-RF received a
95 percent accuracy rating, a 97.50 percent sensitivity rating, and a 92.50 percent specificity
rating. Based on the results, LDA was superior to the other two classification models,
PCA-SVM and PCA-RF, the latter being the weakest of the three.
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7. Conclusions

In recent years, the application of pattern recognition in classifying human diseases
using spectral analysis has increased. This study described a few of the most well-known
and widely used methods for exploratory data analysis and classification. The advantages
and disadvantages of the selected method were also briefly examined. Despite the fact that
new algorithms have been developed throughout time, the majority of academics continue
to employ the same set of algorithms that existed more than a decade ago. This is sensible,
considering that the vast majority of researchers, especially those who are not experts in
computer-related fields, would select a widespread and well-known technique.

A further justification for using the classical technique is that it performs better with
smaller data sets. Currently, the most modern techniques are more data efficient. However,
not all data are publicly accessible and may be accessed in vast quantities. Classical
procedures are preferred over more complex techniques in this circumstance. In conclusion,
classical methods are both computationally and financially inexpensive. The more complex
a method is, the more resources will be necessary to implement it, both in terms of the
amounts indicated before and the hardware used. This consists of a respectable high-end
GPU, speedier RAMs, and a huge SSD storage capacity that meets the algorithm’s needs.

Consider the use of basic or traditional machine learning. In this scenario, it is recom-
mended that the dimensionality of the data be decreased prior to enhancing the model’s
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overall performance using a classification technique. Dimensionality reduction may not be
necessary for classification techniques such as ANN and deep learning. Regarding the cate-
gorization aspect of the study, each model has its own set of assumptions; hence, not every
model will be appropriate for use with every dataset. Despite the fact that spectrum data
have their characteristics, whether or not the model complements the dataset ultimately
depends on the data.

Based on this review, a study to identify the presence of Coronavirus (COVID-19) posi-
tive utilizing spectrum analysis employing three spectroscopy techniques: IR Spectroscopy,
UV Spectroscopy, and Raman Spectroscopy, in combination with pattern recognition algo-
rithms, could be explored in the future. Each methodology revealed an excellent potential
for creating alternative methods for identifying the presence of disease by utilizing the
region of each radiation employed and classifying them using the best suitable algorithm
based on the data provided. Apart from the algorithms mentioned in this paper, there are
many other types of algorithms available today, resulting in an infinite number of ways
to supplement spectroscopic approaches. An idea for a new way to detect the presence of
COVID-19 disease would be a huge step forward in this field of research.
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