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Abstract: One of the challenges in machine learning is a classification in multi-modal data.
The problem needs a customized method as the data has a feature that spreads in several areas.
This study proposed a multi-codebook fuzzy neural network classifiers using clustering and
incremental learning approaches to deal with multi-modal data classification. The clustering methods
used are K-Means and GMM clustering. Experiment result, on a synthetic dataset, the proposed
method achieved the highest performance with 84.76% accuracy. Whereas on the benchmark dataset,
the proposed method has the highest performance with 79.94% accuracy. The proposed method has
24.9% and 4.7% improvements in synthetic and benchmark datasets respectively compared to the
original version. The proposed classifier has better accuracy compared to a popular neural network
with 10% and 4.7% margin in synthetic and benchmark dataset respectively.
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1. Introduction

Classification is a machine learning method that is used widely in various areas such as human
science, health, e-commerce, and robotics. The method is used to predict the output class label based on
the data feature. One of the open problems in classification is classification in multi-modal data [1]. In the
real world, the distribution of data is not always unimodal. In some cases, we will face multi-modal data
where the feature of the data is distributed in multiple areas. For example, several users in e-commerce
have different preference for the same choice (item). Another example is the prediction of an election
results. A candidate is voted by residents that aged below 30 (0–30) and in range (40–60). While the
other candidate is voted by residents in age (25–45) only. We can say that the first candidate (class)
has multi-modal data as its feature spreads in two areas. Gathering the data from such condition will
produce a multi-modal data, a data characteristic that has multiple peaks when its distribution is drawn.
In other words, we can say that the data has mixed multiple distribution. As the data has multiple
peaks it needs custom techniques to analyze the data itself [2,3]. The study of multi-modal data analysis
is conducted in the various area e.g., facial expression, sentiment analysis, medical image analysis,
video analysis, and surveillance [4–8]. The other researches have been conducted in the special case of
multi-modal classification such as large-scale and real-time multi-modal classification [9,10].There are
several approaches proposed to solve classification in multi-modal data, such as using a more complex
architecture classifier with kernel combination, incremental learning, and ensemble learning [11–13].

To deal with multi-modal data, the original (single-codebook) classifier is not able to fit the data
properly. The data feature spreads in multiple areas while the methods only approximated by using
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single preference (codebook). When the feature of the classes is not overlapping, then there is no
problem. But if the feature is overlapping, then It will cause misclassification. For example, in the
election case as mentioned above. Let class A has a feature in range (0–30) and (40–60) while class
B has a feature in range (25–45). The single preference (codebook) classifier will have one reference
for each class where class A is in range (0–60) and class B is in range (25–45). We know that (25–45)
is in (0–60) which means class A and B is highly overlapping. In this case, the classifier will find
difficulty to separate those classes. In multi-codebook approach, the classifier will have two references
for class A (0–30) and (40–60). It means in class A and B are less overlap in this case. According to
Baltrusaitis et al., the multi-modal can be represented by two representations as shown in Figure 1 [1].
One of the representations is the joint representation notated as xm = f (x1, x2, . . . xn). The function f is
a joint function that is computed by machine learning methods such as neural networks or restricted
Boltz-mann machine. The other representation is coordinated representation notated as f (x1) ∼ g(x2).
The function f and g are the mapping function that maps the unimodal distribution into multi-modal
distribution. The coordination between f and g is notated by the symbol (∼). The explanation aout the
idea and motivation of using multi-codebook to solve multi-modal data is written in Section 4.

In the previous study, we have been developed a method called Multi Codebook Learning
Vector Quantization (MC-LVQ), which is based on clustering technique [14]. The idea is developing
a simple neural network architecture by generating multiple reference vector (codebook) of each
class. The number of codebooks in each class is independent of other classes. The codebooks are
generated by using clustering in the codebook initiation before the training process. We tried three
clustering methods: K-Means [15], Gaussian Mixture Model (GMM) [16], and Intelligent K-Means
(IK-Means) [17]. IK-Means clustering is a non-parametric version of K-Means that the method does not
need the number of clusters as input. Although it’s convenient in the clustering process, for generating
codebook in neural network classifiers, it has lower performance than standard (parametric) K-Means.

This study is a continuation of our previous study [14]. First, In this study, we proposed further
observation of multi-codebook neural network using clustering. We investigate the number of clusters
to the number of peaks in the dataset. In this study, we also investigated the impact of cluster pruning
for classifier performance. Second, we proposed a new version of multi-codebook neural network
that is developed using incremental learning approaches. Third, we compare the multi-codebook
neural network using clustering and incremental learning in the synthetic dan benchmark dataset.
In addition, we also compared the proposed method with existing popular neural networks, such as
multi-layer perceptron (MLP), Deep Believe Network (DBN), Stack Auto Encoder (SAE), and Extreme
Learning Machine (ELM) [18–21].

This paper is written into six sections. The first section is the introduction of the study. The second
section is the related works. The third section is the method which contains explanations of preliminary
methods and our proposed method. The fourth section discusses the proposed method in detail. Then,
the fifth section is the experiment results also with the analysis. The last (sixth) section is the conclusion
of the study.

Figure 1. Multi-modal Representations.
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2. Related Work

Real-world data commonly comes in different characteristics or modalities. For example,
same class of images and textual data have different characteristics and statistical properties. Images
are represented in pixel intensities. Meanwhile, textual data is represented in sequences of words.
Integrating different sources of data is taken in order to obtain a better view on analyzing data.
Thus, it is very important to discover the correlation between different modalities. In another case,
multi-modality is produced by different atributes (features) for the same category (class). For example,
two patients of disease have different profiles. Multi-modal classification is one of the classification
tasks that analyzes multi-part models data. The data consist of multiple parts models that may overlap
or have deficient coverage.

Many types researches have been done to address the multi-modal data. Fluery et al. [22] proposed
an SVM based method to analyze the daily activities data acquired from multiple sensors. The acquired
data is extracted using PCA and the corresponding multiple-source data classified using multiclass
SVM. Molina et al. using incremental SVM to classify prostatic adenocarcinoma [12]. Zhang et al. study
on multi-modal classification of Alzheimer’s disease [11]. al Ortiz et al. using an ensemble deep
learning for Alzheimer’s disease classification [13]. Gomez-Chova et al. [23] observing the multi-modal
classification in remote sensing areas by employing some advanced methods such as kernel-based
method, dictionary learning method, and deep learning. Gallo et al. [24] exploring the multi-modal
classification fusion on textual and image data. Ignazio using bag of word feature on text data and
deep CNN feature that extracted from the image. Based on the experiment, the proposed method
performs better even the dataset contains ambiguity. In the biomedical area, Chambon et al. [25] using
deep learning for sleep stage classification.

Learning Vector Quantization (LVQ) [26] is a classification method that has a simple approach
and low running time. In the learning stage, each data is represented as a vector. Then, it will
compute the distance between the input vector and the reference vector and chooses the closest
vector as the winner. The winner vector will be updated in the epoch. Unfortunately, the reference
vector does not converge well, and it will degrade the LVQ performance. GLVQ [27] was proposed
to tackle the LVQ problem by using a cost function to approximate the reference vector. Many
researchers have proposed the extension of LVQ. Setiawan et al. [28] used a fuzzy membership
function into the LVQ learning stage (FNGLVQ). FNGLVQ (Fuzzy Neuro Generalized Learning Vector
Quantization) solved the overlapping distribution in arrhythmia data. Moreover, Rachmadi et al. [29]
proposed the combination of FNLVQ and PSO. PSO is employed for seeking the best cluster in
FNLVQ. Unfortunately, PSO will add the complexity of the network and learning time. LVQ based
method has been widely used in classification tasks such as in hyperspectral image classification,
arrhythmia classification, and handwritten recognition. Recently, multi-modal data is analyzed using
a neural network-based method. Parisi et al. [30] using neural network self-organization for analyzing
the multi-sensory information in an autonomous robot. Lu et al. [31] using Deep neural network
for diagnosing Alzheimer’s. In this work, we will compare our proposed method with the neural
network-based method such as Multi-Layer Perceptron (MLP), Stacked Auto Encoder (SAE), Deep
Belief Network (DBN), and Extreme Learning Machine (ELM).

As stated in the previous section, our proposed method is based on FNGLVQ. In the traditional
FNGLVQ, we build a single codebook from the input data. The codebook of the data will be build
based on the min, mean, and max of the data. This approach is fast and effective for a single peak
(uni-modal) dataset. However, the traditional approach has performance issues in the multi-modal
dataset as It can’t cover all the data distribution accordingly.

In this study, we use a multi-codebook approach in order to fit a multi-modal data. In the first
approach, we use clustering to generate a multi-codebook by clustering the input data. While in the
second apporach, we use incremental learning to generate a new codebook gradually during training
process. The new codebook is generated when the classifier find the condition to generate it. The detail
of the proposed method is explained in Section 4.
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3. LVQ-Based Neural Network

3.1. Learning Vector Quantization (LVQ)

Proposed by Kohonen [32] in 1986, Learning Vector Quantization (LVQ) is one of the supervised
learning based on a distance measure. The LVQ’s main idea is to pull the winner codebook closer to
the input vector if they are in a similar class. Meanwhile, the input vector and winner codebook is in
a different class, moved the winner codebook away from the input vector. The architecture of LVQ
consists of two layers: the input layer and the output layer. The illustration of the LVQ architecture
depicted in Figure 2.

Figure 2. The LVQ architecture.

Given input vector (x), class label (Y), and reference vector (wij) of class j for feature i. The input
vector is an instance of training data. In the beginning, the reference vector (wij) for each class is
initiated by random sampling from the training sample. Then the reference vector (wij) is updated
by using Equations (1) and (2). First, the method computes the distance between input and reference
vector of all class (all variation of j) by using Equation (1). Then the method finds the winner class.
Winner class is denoted as w and the reference vector (codebook) of winner class is denoted as ww.
The value of w is one of j possible values. For example if we have three classes j = 1, 2, 3 then w could
be 1, or 2 or 3. Winner class is a class that its distance is closest (minimal) to the input vector. Then the
reference vector of winner class (ww) is updated by using Equation (2). The process is conducted for
all input vectors (training instances) and It is conducted for a number of iteration (epoch).

d(j) =
N

∑
i=1

(xi − wij)
2 (1)

ww(t + 1) =

{
ww(t) + α(x− ww(t)), i f Y(ww) = Y(x)

ww(t)− α(x− ww(t)), i f Y(ww) 6= Y(x)
(2)

3.2. LVQ 2.1

LVQ 2.1 is the improvement of LVQ 1 by considering the runner up reference vector and winner
reference vector. This method uses a window constant (ω) for limiting the update phases. It has the
consequence that will juxtapose the winner reference vector and alienate the runner up reference vector
(wr) from the training sample. The update phases are conducted if the entire condition is sufficed.

Y(wr) 6= Y(wp), and
d(wp)

d(wr)
> (1−ω) (3)

Where d(wr) is the distance between runner up vector and training sample, whereas d(ww) is
the distance between the winner vector and training sample. Then wr and ww have to be updated
according to the formula (4) and (5).

ww(t + 1)← ww(t)− α(x− ww(t)) (4)
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wr(t + 1)← wr(t) + α(x− wr(t)) (5)

3.3. Generalized Learning Vector Quantization (GLVQ)

Generalized Learning Vector Quantization (GLVQ) is one of the LVQ improvement that widely
used. This method was proposed by Sato and Yamada [27] in 1998. During the learning process,
GLVQ minimizing the misclassification error and cost function. Supposed wa is the reference vector of
the input vector (class of wa = class of wx) and wb is the closest reference vector from dissimilar class
(class of wb 6= class of wx), the misclassification error is specified as formula (6) below.

e(x) =
(da − db)

da + db
(6)

where da and db is the distance between wa and wb to input vector x.
To enhance the classifier performance, the misclassification error should be decreased during the

learning process. So thus, the misclassification error should be minimized according to cost function in
formula (7).

M =
N

∑
i=1

f (e(x)) (7)

Sato et al. use sigmoid function as monotonically increasing function ( f ) [27]. Moreover,
the steepest descent method is employed to minimize M. Hence, the updating rules for wa and
wb are defined in formula (8).

wk(t + 1)← wk(t)− α
δM

δwk(t)
, k = a, b (8)

If Euclidean distance is employed, thus formula (8) can be composed as formulas (9) and (10).

δM
δwa

=
δM
δe

δe
δda

δda

δwa
= − δ f

δe
4db

(da + db)2 (x− wa) (9)

δM
δwb

=
δM
δe

δe
δdb

δdb
δwb

= − δ f
δe

4db
(da + db)2 (x− wb) (10)

As a result, the updated rules for wa is described in formulas (9) and (10). Meanwhile, the updated
rules for wb is described in formulas (11)–(14).

wa(t + 1)← wa(t) + α
δ f
δe

4db
(da + db)2 (x− wa(t)) (11)

wa(t + 1)← wa(t) + α f (ϕ, t)( f (ϕ, t))2 4db
(da + db)2 (x− wa(t)) (12)

wb(t + 1)← wb(t) + α
δ f
δe

4da

(da + db)2 (x− wb(t)) (13)

wb(t + 1)← wb(t) + α f (ϕ, t)( f (ϕ, t))2 4da

(da + db)2 (x− wb(t)) (14)

3.4. Fuzzy-Neuro Generalized Learning Vector Quantization (FNGLVQ)

Made Agus et al. proposed the improvement of GLVQ for tackling high intersection data by using
fuzzy logic [28]. The proposed method is Fuzzy-Neuro Generalized Learning Vector Quantization
(FNGLVQ). The illustration of FNGLVQ architecture can be seen in Figure 3.
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Figure 3. The FNGLVQ architecture illustration.

Supposed λ is the similarity value between the input vector and reference vector from a similar
class and λb is the similarity value between the input vector and the closest reference vector from
dissimilar class, then the distance can be defined into d = 1− λ. Furthermore, by substituting the
distance (d = 1− λ) into formula (6), the misclassification error can be defined to formula (15).

e(x) =
µb − µb

2− (µb + µa)
(15)

The misclassification error should be minimized to improve the classifier accuracy. Thus,
the learning criteria are formulated by deriving cost function toward wk.

δM
δwk

=
δM
δe

δe
δµ

δµ

δwk
, k = a, b (16)

In this paper we use triangular membership function w(wmin, wavg, wmax). The similarity value is
formulated as below.

λ =


0, ≤ x

x−wmin
wavg−wmin

, wmin ≤ x ≤ wavg

wmax−x
wmax−wavg

, wavg ≤ x ≤ wmax

0, ≥ x

(17)

Supposed wa is the reference vector of the input vector (class of wa = class of wx) and wb is the
closest reference vector from dissimilar class (classo f wb 6= classo f wx). The derivation of cost function
lead into 3 cases, i.e.,

• Case 1: wavg < x ≤ wavg

wa(t + 1)← wa(t)− α
δ f
δλ

2.(1− µb)

(2− µa − µb)2 (
x− wmin

(wavg − wmin)2 ) (18)

wb(t + 1)← wb(t) + α
δ f
δλ

2.(1− µa)

(2− µa − µb)2 (
x− wmin

(wavg − wmin)2 ) (19)
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• Case 2: wavg < x < wavg

wa(t + 1)← wa(t) + α
δ f
δϕ

2.(1− µb)

(2− µa − µb)2 (
wmax − x

(wmax − wavg)2 ) (20)

wb(t + 1)← wb(t)− α
δ f
δϕ

2.(1− µa)

(2− µa − µb)2 (
wmax − x

(wmax − wavg)2 ) (21)

• Case 3: x ≤ wmin and x ≥ wmax

wi(t + 1)← wi(t), i = a, b (22)

Then wmin and wmax is updated based on formulas (23) and (24).

wmin ← wavg(t + 1)− (wavg(t)− wmin(t)) (23)

wmax ← wavg(t + 1)− (wavg(t)− wmin(t)) (24)

The learning rate (0 ≤ α ≤ 1) value is decreasing along with the iteration (t). The learning rate
update is following the formula (25).

α(t + 1)← α0x(1− t
tmax

) (25)

In addition, the membership function w(wmin, wavg, wmax) should be adjust according 3
cases below.

• Case 1: ((µa > 0 or µb > 0) and e < 0), where β is constant (0 ≤ β ≤ 1)

wmin ← wavg − (wavg − wmin)(1 + (β.α)) (26)

wmax ← wavg + (wmax − wavg)(1 + (β.α)) (27)

• Case 2: e ≥ 0, where β is constant (0 ≤ β ≤ 1)

wmin ← wavg − (wavg − wmin)(1− (β.α)) (28)

wmax ← wavg + (wmax − wavg)(1− (β.α)) (29)

• Case 3: (µa = 0 and µb = 0). where γ is constant (0 ≤ γ ≤ 1)

wmin ← wavg − (wavg − wmin)(1− (γ.α)) (30)

wmax ← wavg + (wmax − wavg)(1− (γ.α)) (31)

4. Proposed Method: Multi-Codebook Fuzzy-Neuro Generalized Learning Vector Quantization
(MC-FNGLVQ)

In this paper, we proposed Multi Codebook Fuzzy Neuro Generalize Vector Quantization
(MC-FNGLVQ). There are two approaches to generate multi-codebook FNGLVQ. The first approach is
using clustering to initiate codebook, and the second approach is using incremental learning during
the training process. The details of the methods are explained in the subsections.

4.1. Problem, Motivation, and Idea

As mentioned in the introduction section, multi-modal data is data that its feature spreads in
multiple areas. Figure 4 ilustrates a simple dataset with multi-modal characteristic. Let’s focus on the
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feature-X (feature on x-axis). The figure shows the feature of class A (blue) spreads into two areas while
the feature of class B (red) spreads only in one area. Feature of class B is in an area between areas of the
featurea of class A. If we draw the distribution of each group of data, then we have two distribution
for class A and one distribution of class B. The reference (codebook) generated by neural network for
the feature of each class is ilustrated by triangle shape. The reference will accommodate the area of the
feature. A single-codebook approach is shown in the top diagram where the reference of class A and
class B are highly overlapping. While multi-codebook approach is shown in the bottom diagram where
It has less overlapping references. Therefore, in this study, we proposed a multi-codebook approach
for neural network to deal with multi-modal data.

Figure 4. Idea of Multicodebook Approach.

In this study, we proposed two approaches for generating multi-codebook. The first approach is
by using the clustering method. Before the training process, the data of each class is clustered. It will
produce several groups (clusters) of data. Each cluster is used to generate a codebook (reference vector)
for the associated class. During training process, the method will update the closest reference vector
to the input among all reference vectors produced before. The other method is using incremental
learning. The idea is gradually generating new codebook during training process when necessary.
Before training, the method generates single-codebook as in the original version. During the training
process, the method will check if It is necessary to generate a new codebook (reference vector). If yes,
then the method will generate a new codebook for class associated with input data (instance). The detail
of the methods is explained in the following sub-sections.

4.2. Architecture

The architecture of multi-codebook FNGLVQ is shown in Figure 5. From layer perspective,
the architecture of multi-codebook FNGLVQ is similar to original FNGLVQ, which uses a single
hidden layer. The input layer and the output layer have no different from the original FNGLVQ.
The basic idea of multi-codebook FNGLVQ is using multiple reference vector (multi-codebook) in
the hidden layer to approximate the multi-modal dataset. In the original FNGLVQ, each class has
only one reference vector (codebook), whereas, in multi-codebook FNGLVQ, each class has several
reference vectors.

In this study, the vectors are generated by using clustering and incremental learning. Therefore,
there are two versions of the multi-codebook FNGLVQ discussed in this paper. The first version
is using a clustering approach to generate a reference vector, and the second version is using an
incremental learning approach. The details of these versions are explained in the following sections.
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Figure 5. Multicodebook FNGLVQ Architecture.

4.3. Multi-Codebook Fuzzy-Neuro Generalized Learning Vector Quantization (MC-FNGLVQ) Using
Clustering Approach

One of the versions of the method is multi-codebook FNGLVQ using a clustering approach.
In this method, the reference vectors of each class are generated using the clustering method. The idea
of clustering is to divide the data into several groups. Then, each group will be approximated
using a reference vector. Therefore, before the training process, the clustering process is performed.
The clusters (a group of data) are used to generate reference vector candidates. The candidates will
be updated during the training process to approximate the group of data. By using this approach,
the classifier is expected to fit data with multi-modality. The clustering used in multi-codebook
FNGLVQ is K-Means and Gaussian Mixture Model (GMM) clustering.

There are several processes in multi-codebook FNGLVQ based on a clustering approach. First,
the dataset is divided by class label. Then, the data of each class is clustered into the C cluster.
Afterward, the cluster with a small member is pruned. The pruning process is optional. The clusters
(group data) of a particular class are used to generate reference vector candidates if the class by
performing fuzzification. Fuzzification is a process calculating min, mean, and max of the data.
If there are many attributes (features) in the data, then the calculation is performed to each attribute.
The training process of the proposed method is conducted using steps in Algorithm 1.

In the testing process, the clustering algorithm is not used. The testing method is the same as
the original FNGLVQ, which is found most similar (closets) reference vector. The label of the winner
vector is the predicted class label.
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Algorithm 1 Multi Codebook Fuzzy Neuro Generalized Vector Quantization Using Clustering.

1: procedure MC-FNGLVQ-CLUSTERING

2: denote x1, x2, . . . xn as instances
3: denote f 1, f 2, . . . f m as data features
4: denote c1, c2, . . . cy as class labels
5: for i = c1:cy do
6: C as number of cluster
7: denote f c = f 1, f 2, . . . f m of class i
8: Do Clustering to f c, #cluster=C
9: for j = 1:C do

10: denote Cj as member of cluster-j
11: find min, mean, max of Cj
12: generate codebook for class j in FNGLVQ method
13: end for
14: end for
15: for x = x1:xn do
16: train x in FNGLVQ method using Equations (17)–(31)
17: end for
18:

4.4. Multi-Codebook FNGLVQ Using Incremental Learning Approach

The second version of the method is Multi-Codebook FNGLVQ using an incremental learning
approach. In this version, the reference vector This section discusses multi-codebook FNGLVQ using
an incremental learning method. The difference from the previous version is that the reference vector
candidates are generated before the training process. In this method, the reference vectors are generated
during the training process.

The codebook (reference vector) of each class is generated as in the original FNGLVQ.
The initiation can be performed by using fuzzification of all data in each class, or fuzzification of
selected data. Selected data is chosen by random selection. After initiation, each class has only one
reference vector. During the training process, the method will decide if it is necessary to generate
a new codebook.

In training iteration, the method is given input vector x as in original FNGLVQ. Then, the method
measures the membership value of the input to existing reference vectors of its class. This measurement
is performed by using Equation (17). If the input vector is distant to the reference vector, then the
method will generate a new reference vector. The threshold of membership value to decide the
new codebook generation is set prior to the training process. If a new reference vector is generated,
then input value (x) is set as the mean of the new reference vector. Min and max values of the vector are
set based on Min-Mean distance and Mean-Max distance of the existing reference vectors. The training
process in multi-codebook FNGLVQ using incremental learning is shown in Algorithm 2.

For the testing process in muti-codebook FNGLVQ using incremental learning, the process is
the same as the testing process in original FNGLVQ and multi-codebook FNGLVQ using incremental
learning. The process is finding the winner (closets) reference vector, and state the label of the winner
vector as the predicted class label.
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Algorithm 2 Multi Codebook Fuzzy Neuro Generalized Vector Quantization Using Incremental
Learning.

1: procedure MC-FNGLVQ-CLUSTERING
2: denote x1, x2, . . . xn as instances
3: denote t as threshold
4: denote w1, w2, . . . wp as reference vector of class 1, 2, . . . p
5: initiate w1, w2, . . . wp
6: for x = x1:xn do
7: y as class label of x
8: compute λ of x using Equation (17)
9: if λ > t then

10: train x using Equations (18)–(31)
11: else
12: State wynew as new codebook for class y
13: wynewmean = x
14: wynewmin = x − average(wymean − wymin)
15: wynewmax = x + average(wymax − wymean)
16: end for
17:

5. Experiment Result and Analysis

5.1. Dataset

In this paper, we used a synthetic dataset and benchmark dataset to measure the performance
of the proposed method. There are nine synthetic datasets used in this research. The dataset has
two peaks, three peaks, and five peaks, each of which has two classes, three classes, and five classes.
While the benchmark datasets are datasets used were taken from the UCI database, and several taken
from previous research. The details of the datasets are given in Table 1.

Table 1. Detail of datasets.

No. Dataset #Features #Instances #Classes Source

1 2Peak-2Class 5 4.000 2 Synthetic
2 2Peak-3Class 5 6.000 3 Synthetic
3 2peak-5Class 5 10.000 5 Synthetic
4 3Peak-2Class 5 6.000 2 Synthetic
5 3Peak-3Class 5 9.000 3 Synthetic
6 3peak-5Class 5 15.000 5 Synthetic
7 5Peak-2Class 5 10.000 2 Synthetic
8 5Peak-3Class 5 15.000 3 Synthetic
9 5peak-5Class 5 25.000 5 Synthetic
10 Glass 9 214 6 UCI
11 Ionosphere 33 351 2 UCI
12 Fertility 6 1299 4 UCI
13 Pima 13 175 3 UCI
14 SPECTF 5 1000 4 UCI
15 Pinwheel 2 5000 5 -
16 EEG 2 540 4 UCI

5.2. Experiment Setup

The proposed method is implemented in Matlab programming. The proposed method is evaluated
by using the following parameters: alpha = 0.05, gamma = 0.00005, beta = 0.00005, delta = 0.1 and
epoch = 100. Our preliminary try and error is conducted to find the best combination of alpha,
beta, delta, and gamma for FNGLVQ. The experiment is conducted by using 2Peak-2Class synthetic
dataset. Table 2 shows that for epoch = 100, the chosen value of alpha, beta, and gamma achieved
good accuracy among the tested combinations of parameters. Therefore the values are used in the
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following experiments. In following the experiments, we concerned more about cluster parameters
and threshold for incremental learning parameters. The number of clusters is tested as described in
scenario 1. As a comparison, the existing method DBN, SAE, and ELM are also implemented in Matlab
by using deep learning toolkit. DBN and SAE are tested by using epoch = 100 and hidden layer = 50,
75, 100. The result will be taken from the best layer. We stop on 100 layers because increasing layers
from 25 to 100 does not improve performance significantly. Rather, in some cases, the performance is
decreasing when the number of layers is increasing. ELM is tested by using epoch = 100. The MLP
is also used as comparison. The MLP is implemented in Weka software by using the default setting
as follow alpha = 0.3, momentum = 0.2 and epoch = 500. The experiment is conducted by using
5-folds cross-validation.

Table 2. FNGLVQ Setup parameters.

Alpha Betha Gamma Accuracy

0.1 0.00005 0.00005 75.175
0.1 0.00005 0.00001 71.325
0.1 0.00001 0.00005 75.175
0.1 0.00001 0.00001 75.175
0.05 0.00005 0.00005 78.78
0.05 0.00005 0.00001 74.22
0.05 0.00001 0.00005 78.78
0.05 0.00001 0.00001 74.22

5.3. Result of Scenario 1: The Impact of Cluster Number

In the first scenario, we measure the performance of the proposed methods with a different
number of cluster in the dataset with multi-peak. In this scenario, the number of clusters used is
from 5 to 30. The experiment result of the multi-codebook classifier using K-Means clustering is
shown in Figure 6. Figure 6 shows that for multi-codebook using K-Means clustering in the 2-peak
dataset, 10 cluster has the highest accuracy with 82.75%. In the 3-peak dataset, 15 cluster has the
highest accuracy with 85.56% accuracy. In the 5 peak dataset, the highest performance is achieved by
25 clusters with 84.02% accuracy.

Figure 6. The impact of number of cluster on K-Means clustering.

The experiment result of multi-codebook classifier using GMM clustering is shown in Figure 7.
Figure 7 shows that for multi-codebook using GMM clustering in the 2-peak dataset, the highest
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accuracy is achieved by 5 clusters with 83.30% accuracy. Similar to the occurrence in the 2-peak dataset,
in the case of the 3-peak dataset, the highest performance is achieved by 5 clusters with 86.38%. In the
5-peak dataset, the highest accuracy is achieved by 10 clusters with 85.35% accuracy.

Figure 7. The impact of number of cluster on GMM Clustering.

5.4. Result of Scenario 2: The Impact of Prunning

This scenario is used to observe the impact of pruning on the performance of the proposed
algorithm. Before generating a codebook, the clusters are evaluated. If the cluster member is less than
the minimum threshold, then the cluster is removed, and there is no codebook generated from the
removed cluster. The idea if the pruned scenario is to remove the abnormal (outlier) cluster. In this
scenario, there are several threshold values used for pruning: 0% (no pruning), 2.5%, 5%, and 10%.
The percentage is based on the number of class instances before clustered. The number of clusters used
in this scenario is 5 clusters. The result of this scenario is shown in Figures 8 and 9. Figure 8 shows that
in multi-codebook FNGLVQ using K-Means clustering. The 2.5% threshold has better accuracy than 0%
(no pruning) threshold with approximately 0.7% margin 2-peak, 3-peak, and 5-peak dataset. However,
the 5% and 10% threshold have lower accuracy than 0% (no pruning) threshold. Figure 9 shows that
in multi-codebookVQ using GMM clustering. The 2.5% threshold has better accuracy than 0% (no
pruning) threshold with approximately 0.1–0.6% margin. The 5% threshold also has slightly better
accuracy for 3-peak and 5-peak dataset. However, it has lower accuracy than no pruning version in
the 2-peak dataset. Similar to the case in multi-codebook using K-Means clustering, the 10% threshold
has lower accuracy than no pruning version.

Figures 10 and 11 summarize the best performance of multi-codebook using K-Means and
GMM clustering in synthetic dataset. In 2peak, 3peak, and 5peak dataset multi-codebook FNGLVQ
using GMM clustering has better accuracy than multi-codebook FNGLVQ using K-Means clustering.
The multi-codebook using GMM clustering achieves 83.30%, 86.38%, and 85.35% for 2peak, 3peak,
and 5peak, respectively. Whereas, the multi-codebook using K-Means clustering achieves 82.75%,
85.56%, and 84.02% for those three datasets. Figure 11 shows the ratio of the number of clusters to the
number of peaks when achieving their best accuracy, as shown in Figure 10. Figure 11 shows that the
ratio of the number of clusters to the number of peaks for multi-codebook using GMM clustering is 3
for 2peak dataset, and 2 for 3peak, and 5peak dataset. Whereas for multi-codebook using K-Means
clustering, the ratio is 5 for those three datasets. This analysis suggests that dealing with a multi-modal
dataset, the number of the cluster for multi-codebook using GMM clustering is two times or three
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times the number of peak (modal), and the number of clusters for multi-codebook using K-Means
clustering is five times the number of the peak (modal).

Figure 8. The impact of prunning on K-Means Clustering.

Figure 9. The impact of prunning on GMM Clustering.

Figure 10. Best Accuracy.
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Figure 11. Best Number of Cluster.

5.5. Result of Scenario 3: Result of Incremental Learning in Synthetic Dataset

This scenario is used to measure the performance of multi-codebook FNGLVQ using incremental
learning in the synthetic dataset. In this multi-codebook version, initially, the classifier has one
codebook. Then during the training process, when the classifier decides to need to generate a new
codebook, then the new codebook is generated. The decision to generate a new codebook is based on
the membership value that is shown in Equation (17). If the membership value from respecting class is
lower than the threshold, then a new codebook is generated. In this scenario, the threshold used is 0.25
and 0.5. Besides, there are two approaches to codebook initiation: using randomized and using all
data. Using all data means that the method read all data to generate its initial codebook for each class,
whereas a randomized approach reads randomized sampling data to generate an initial codebook for
each class. Figure 12 shows the performance of multi-codebook FNGLVQ using incremental learning in
synthetic datasets. Figure 12 shows that the best performance in the 2peak, 3peak, and 5peak synthetic
dataset is achieved by the multi-codebook FNGLVQ using incremental learning with 0.5 thresholds
and all data initiation. Figure 12 also shows that in the synthetic dataset, for the same initiation method,
0.5 threshold value has better performance than the 0.25 threshold value. Furthermore, Figure 12 shows
that in the synthetic dataset, for the same threshold value, random initiation has better performance
than all data initiation.

Figure 12. Result of Incremental Learning.
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5.6. Comparison of Proposed Method to Existing Methods in Synthetic Data

In this sub-section, the proposed methods are compared to existing neural network classifiers such
as MLP, SAE, DBN, ELM, and previous LVQ based classifier. Table 3 shows the comparison of proposed
methods to the existing methods. Overall, the multi-codebook FNGLVQ using GMM clustering has
the best performance in the synthetic dataset, followed by multi-codebook FNGLVQ using K-Means
clustering, MLP, multi-codebook FNGLVQ using incremental learning, DBN, SAE, GLVQ, LVQ2-1,
FNGLVQ, and ELM. There are several insights shown in this comparison. First, It is normal that
the multi-codebook FNGLVQ using GMM has better performance than the multi-codebook using
K-Means clustering because the synthetic dataset used in this experiment has Gaussian distribution.
Second, the original FNGLVQ has lower performance than GLVQ and LVQ-21. It shows that to deal
with multi-modal data, using fuzzy membership function in the classifier is not always improve
its performance. Third, in the synthetic dataset, the MLP has the best accuracy among existing
classifiers, and ELM has surprisingly low accuracy compared to others. Fourth, the proposed method
achieved 24.9%, 24%, and 13% improvements for multi-codebook FNGLVQ using GMM, K-Means,
and incremental learning respectively compared to original FNGLVQ. Compared to MLP that has the
best performance among existing methods in the synthetic dataset, the proposed methods have 10%
and 9% for multi-codebook FNGLVQ using GMM and K-Means respectively. Whereas, multi-codebook
FNGLVQ using incremental learning has slightly lower accuracy than MLP with 0.24% margin.

Table 3. Comparison on Synthetic Dataset.

Dataset LVQ2-1 GLVQ FNGLVQ
MC

FNGLVQ

GMM

MC

FNGLVQ

KMeans

MC

FNGLVQ

IL

MLP SAE DBN ELM

2peak-2class 75.37 76.80 78.78 85.20 85.40 84.83 81.50 75.78 76.80 53.52

2peak-3class 67.12 68.25 62.51 86.82 87.23 83.92 78.20 67.52 70.63 51.56

2peak-5class 44.58 37.37 46.26 76.02 74.65 58.87 67.10 31.72 37.54 23.77

3peak-2class 78.18 82.61 77.53 91.55 90.98 89.07 87.60 81.87 82.83 53.61

3peak-3class 63.24 60.87 58.14 88.02 88.63 81.72 74.53 59.57 66.43 36.75

3peak-5class 41.88 35.50 35.64 77.37 76.88 67.46 51.51 33.77 35.03 31.62

5peak-2class 73.64 77.21 77.59 90.60 88.77 74.28 85.02 76.81 78.28 38.33

5peak-3class 54.97 67.03 60.49 85.29 81.63 68.68 76.80 68.72 78.78 39.63

5peak-5class 40.99 49.84 41.04 81.96 80.83 54.98 63.61 59.89 61.41 21.31

Average 2peak 62.36 60.81 62.52 82.68 82.43 75.87 75.60 58.34 61.66 42.95

Average 3peak 61.10 59.66 57.10 85.65 85.50 79.42 71.21 58.40 61.43 40.66

Average 5peak 56.53 64.69 59.71 85.95 83.74 65.98 75.14 68.47 72.82 33.09

Average all 60.00 61.72 59.78 84.76 83.89 73.75 73.99 61.74 65.31 38.90

5.7. Result in Benchmark Dataset

Beside tested in the synthetic multi-modal dataset, the classifiers are also tested in a benchmark
dataset that has multi-modal distribution in its features the benchmark dataset are pinwheel and dataset
were taken from UCI database as shown in Table 4. In the benchmark dataset, the multi-codebook
FNGLVQ using K-Means has better accuracy followed by multi-codebook FNGLVQ using incremental
learning, multi-codebook FNGLVQ using GMM, MLP, FNGLVQ, LVQ2-1, ELM, GLVQ, DBN, and SAE.
In the benchmark dataset, the proposed methods have 4.7%, 2.8% and 2.4% improvement for
multi-codebook using K-Means, incremental learning, and GMM, respectively. In the benchmark
dataset, MLP once again achieves the best accuracy among existing methods with 75.82% average
accuracy. In this dataset, ELM has better accuracy compared to other existing methods except for
MLP with 73.96% average accuracy even tough It has the lowest performance in synthetic dataset.
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Compared to MLP that has the best accuracy among existing methods, the proposed methods have
4.1%, 2.1% and 1.7% for multi-codebook using K-Means, incremental learning, and GMM, respectively.

Table 4. Comparison on Benchmark Dataset.

Dataset LVQ2-1 GLVQ FNGLVQ
MC

FNGLVQ

GMM

MC

FNGLVQ

KMeans

MC

FNGLVQ

IL

MLP SAE DBN ELM

Ionosphere 83.76 87.75 85.47 91.74 92.59 93.44 90.31 64.00 87.43 87.43

Glass 55.14 64.00 56.00 60.34 62.19 65.05 59.34 36.67 12.86 48.10

Fertility 86.00 87.00 87.00 88.08 88.00 83.97 84.00 58.00 88.00 83.00

Pima 66.88 63.67 71.09 49.75 72.52 70.96 76.23 75.55 65.10 66.01

SPECTF 79.40 67.39 79.40 79.40 80.52 79.74 78.28 80.00 80.75 79.62

Pinwheel 92.22 87.78 92.04 96.32 96.20 99.62 89.54 23.48 95.80 98.44

EEG 59.93 49.42 55.21 57.77 67.58 53.06 53.06 51.09 55.12 55.12

Average 74.76 72.43 75.17 77.60 79.94 77.98 75.82 55.54 69.29 73.96

5.8. Scoring

In this study, scoring is used to evaluate all classifiers, both in synthetic and benchmark datasets.
All ten classifiers were evaluated in each dataset instance. In each dataset instance, the highest
accuracy gets 10 points. The second place gets 9 points, third place gets 8 points, and so on, until the
lowest classifier gets 1 point. The classifiers that have the same accuracy in a dataset instance get
the same points. The scoring table is shown in Table 5. Overall, the highest score is achieved
by multi-codebook FNGLVQ using K-Means, followed by multi-codebook FNGLVQ using GMM,
multi-codebook FNGLVQ using incremental learning, MLP, DBN, FNGLVQ, LVQ2-1, SAE, and ELM.
Multi-codebook FNGLVQ using GMM has a slight lower score compare to multi-codebook FNGLVQ
using K-Means with a 0.44 points margin. One performs better in the synthetic dataset while the other
performs better in the benchmark dataset.

Table 5. Scoring.

Dataset LVQ2-1 GLVQ FNGLVQ
MC

FNGLVQ

GMM

MC

FNGLVQ

KMeans

MC

FNGLVQ

IL

MLP SAE DBN ELM

2peak-2class 2 5 6 9 10 8 7 3 5 1

2peak-3class 3 5 2 9 10 8 7 4 6 1

2peak-5class 5 3 6 10 9 7 8 2 4 1

3peak-2class 3 5 2 10 9 8 7 4 6 1

3peak-3class 5 4 2 9 10 8 7 3 6 1

3peak-5class 6 4 5 10 9 8 7 2 3 1

5peak-2class 2 5 6 10 9 3 8 4 7 1

5peak-3class 2 4 3 10 9 5 7 6 8 1

5peak-5class 2 4 3 10 9 5 8 6 7 1

Ionosphere 2 6 3 8 9 10 7 1 5 4

Glass 4 9 5 7 8 10 6 2 1 3

Fertility 5 7 7 10 9 3 4 1 9 2

Pima 5 2 7 1 8 6 10 9 3 4

SPECTF 5 1 5 5 9 7 2 8 10 6

Pinwheel 5 2 4 8 7 10 3 1 6 9

EEG 8 1 7 10 9 4 4 2 6 6

Average Score 4.00 4.19 4.56 8.50 8.94 6.88 6.38 3.63 5.75 2.69
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5.9. Discussion

The proposed method is tested both in the synthetic and benchmark datasets. The synthetic
dataset the dataset that all feature of the data has multi-modal distribution. The amount of the
modals is two, three and five. Furthermore, the overlapping between classes is high. It is shown
in the Appendix A that the distribution of each class highly overlaps with other classes. In the
synthetic dataset case, the experiment result shows that the proposed methods improve significantly
compared to the original version. Both multi-codebook based on clustering and incremental learning
have higher performance compared to the original version on each dataset instances. On synthetic
dataset, the proposed method achieved 84.76%, 83.89% and 73.75% for multi-codebook by using
GMM clustering, K-Means clustering, and incremental learning respectively, while the original version
achieved 59.78%. The multi-codebook by using the GMM clustering version achieved better in this
case because the synthetic dataset is generated by using Gaussian distribution. The performance of the
proposed methods is indeed still below 90%. For some applications such as medical analysis, It may be
not acceptable. However, this study concerns to show that the proposed method improves the original
method significantly with improvement up to 24%. Furthermore, the popular classifiers’ achievements
on this dataset are also below the proposed method. It shows that the dataset is difficult to classify.
However, the good news is the proposed method has room for improvements.

The proposed methods are also tested in the benchmark dataset. The aim of the experiment is
to test the method in real dataset. The ionosphere, glass, fertility, spectf, and pinwheel have a sign of
multi-modal on their features (but not all features). It shows in appendix figures. While pima and EEG
have uni-modal characteristic but the features highly overlap. The experiment result shows that overall
the proposed methods achieved better performance than the original version. The best performance
is achieved by a multi-codebook by using K-Means clustering with 4.7% improvement compared to
the original version. In teh case of pima and eeg dataset, the performance of the proposed methods
achieved only small improvement compared to the original. It means that the proposed methods are
not recommended for a uni-modal dataset. Instead, the authors recommend the original FNGLVQ for
uni-modal classification

6. Conclusions

In this paper, multi-codebook fuzzy neural network classifiers using clustering and incremental
learning approach have been proposed. There are two variations of the classifiers have been developed.
The tree variation is multi-codebook FNGLVQ using K-Means clustering, multi-codebook FNGLVQ
using GMM clustering, and multi-codebook FNGLVQ using incremental learning. Experiment result,
on synthetic dataset multi codebook FNGLVQ using GMM clustering, has the highest performance
with 84.76% mean accuracy. Whereas on benchmark dataset multi-codebook FNGLVQ using K-Means
clustering has the highest achievement with 79.94% mean accuracy. The multi-codebook FNGLVQ
using GMM has 24.9% and 4.7% improvements in synthetic and benchmark datasets, respectively.
The multi-codebook FNGLVQ using K-Means classifier has better accuracy compared to other popular
neural networks with 10% and 4.7% margin in synthetic and benchmark dataset respectively.
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Appendix A. Synthetic and Benchmark Dataset Visualization

Figure A1 visualizes the histogram and distribution of the synthetic dataset. Figures A2–A8
visualizes scatter and histogram of the benchmark dataset.

(a) 2 class 2 peak feature-1 (b) 2 class 2 peak feature-2

(c) 3 class 2 peak feature-1 (d) 3 class 2 peak feature-2

(e) 3 class 3 peak feature-1 (f) 3 class 3 peak feature-2

(g) 2 class 5 peak feature-1 (h) 3 class 5 peak feature-2

Figure A1. Histogram and Distribution of Synthetic Dataset.

Figure A2. Scatter and Histogram of Ionosphere Dataset.
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Figure A3. Scatter and Histogram of Glass Dataset.

Figure A4. Scatter and Histogram of Fertility Dataset.

Figure A5. Scatter and Histogram of SPECTF Dataset.

Figure A6. Scatter and Histogram of Pinwheel Dataset.

Figure A7. Scatter and Histogram of Pima Dataset.
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Figure A8. Scatter and Histogram of EEG Dataset.
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