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Abstract: The media plays an important role in disseminating facts and knowledge to the public
at critical times, and the COVID-19 pandemic is a good example of such a period. This research is
devoted to performing a comparative analysis of the representation of topics connected with the
pandemic in the internet media of Kazakhstan and the Russian Federation. The main goal of the
research is to propose a method that would make it possible to analyze the correlation between
mass media dynamic indicators and the World Health Organization COVID-19 data. In order to
solve the task, three approaches related to the representation of mass media dynamics in numerical
form—automatically obtained topics, average sentiment, and dynamic indicators—were proposed
and applied according to a manually selected list of search queries. The results of the analysis
indicate similarities and differences in the ways in which the epidemiological situation is reflected in
publications in Russia and in Kazakhstan. In particular, the publication activity in both countries
correlates with the absolute indicators, such as the daily number of new infections, and the daily
number of deaths. However, mass media tend to ignore the positive rate of confirmed cases and
the virus reproduction rate. If we consider strictness of quarantine measures, mass media in Russia
show a rather high correlation, while in Kazakhstan, the correlation is much lower. Analysis of
search queries revealed that in Kazakhstan the problem of fake news and disinformation is more
acute during periods of deterioration of the epidemiological situation, when the level of crime and
poverty increase. The novelty of this work is the proposal and implementation of a method that
allows the performing of a comparative analysis of objective COVID-19 statistics and several mass
media indicators. In addition, it is the first time that such a comparative analysis, between different
countries, has been performed on a corpus in a language other than English.

Keywords: COVID-19; topic modeling; BigARTM; latent Dirichlet analysis; mass media analysis

1. Introduction

COVID-19 has highlighted the relative inefficiency and low productivity in the health
sector, which in turn have contributed to increased social tension and a steady decline in
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the economic growth in most countries during the pandemic [1]. The healthcare system
can be considered as one of the main factors determining the sustainable growth of welfare
in many countries including Kazakhstan. However, healthcare systems in Kazakhstan
and throughout the world face multiple problems, which cause an increased demand for
health services, high public expectations, and higher expenses [2]. Not only economic
but also social and medical efficiency is important in the healthcare system; “medical
measures of therapeutic and preventive nature may be economically unprofitable, but
medical and social effects require them” [3]. According to the authors of [4], a fundamental
transformation of healthcare systems, based on Artificial Intelligence (AI) technology, is
necessary. The economic impact of AI on healthcare in Europe is estimated at 200 billion
euros [5]. The effect is associated with savings in time and an increase in the number of
lives saved.

One of the technologies related to AI is Natural Language Processing (NLP) [6],
which effectively uses machine learning techniques to process natural language texts and
speech; it is used in healthcare to extract information from clinical records [7], to process
speech messages, and to create question answering systems [8,9]. NLP methods can be
used not only to address the direct healthcare objectives but also to assess how the mass
media (media) reflect the public health situation during the pandemic. Mass media and
social networks have a substantial influence on the informational environment of society.
Nowadays, the media not only act as a source of information on current events, but often
shape the information agenda and form the discourse of socially important topics [10,11].
The inadequate presentation of health authorities in the media may contribute to the spread
of rumors and misinformation [12], and affect the mental health of the population [13].
Topic modeling in combination with sentiment analysis is often used to evaluate media
texts [14–16].

The severity of the COVID-19 pandemic in Kazakhstan and Russia [17] is significantly
higher than for an average nation. While Russia is the ninth largest country by population
in the world, the total number of COVID-19 cases made Russia the third–fifth largest
pandemic nation. Kazakhstan is in 63rd place in terms of population, and holds 36th–39th
place according to the number of new cases. This makes these two nations an interesting
target for this kind of research, especially since mass media in both countries is primarily
in the same language (Russian).

In this paper, we aimed to achieve two research objectives: to identify the differences
in the publication activities of the two countries regarding the COVID-19 pandemic and to
assess the correlation of publication activity with the COVID-19 pandemic indicators.

The main contribution of this study was the development of a new method to compare
and analyze real statistical data on COVID-19 (published by the WHO) and the responses of
mass media specified in the study. These responses were evaluated by new indicators that
are elaborated and introduced in the study. The indicators were developed based on three
approaches used in the evaluation of mass media dynamics—automatically obtained topics,
average sentiment, and dynamic indicators—according to manually selected search queries.

This study also represents the first time such a comparative analysis of COVID-19’s
representation in mass media was performed for languages other than English.

The obtained results showed the substantial differences in the representation of the
pandemic in the media of Russia and Kazakhstan, as well as providing several insights on
how the internet media tended to react to changes in epidemiological situations.

In this work, we used topic modeling for a comparative analysis of the corpus of
media publications on the COVID-19 pandemic in two countries, and we also assessed the
correlation of publication activities with the statistics of the pandemic. The work consisted
of the following parts.

The first part of this study examined the existing research on media publications
during the COVID-19 pandemic. The analysis showed the lack of comparative studies of
the pandemic publication corpora in languages other than English.
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In the second part, we considered the publication corpus and the method of pro-
cessing this corpus; this made it possible to obtain three types of mass media dynamic
indicators describing the different aspects of the representation of the COVID-19 situation
by mass media.

In the third part, we described and discussed the obtained results. The main result of
the experiments was a quantitative comparison of the coefficients of correlation between
the mass media indicators and the indicators of the COVID-19 epidemiological situation, as
well as the analysis of these coefficients. We also briefly described the system architecture
of the proposed method of data collection and processing.

In the end, we briefly described the advantages and limitations of the proposed
approach, and formulated the future research objectives.

2. Related Work

Evaluation of the media content is a focus of many research studies due to its practical
importance for advertising companies, news agencies and governmental bodies. Based on
the analysis of media content, it is possible to predict the possible popularity of news [18]
and to plan PR strategies for the promotion of products and services [19,20]. Government
sectors can use tools for the promotion of their opinions, as well as to improve the planning
of publication activities (i.e., which topics and events should be emphasized) and to identify
negative content.

According to the Edelman Trust Barometer [21], the trust in information presented by
government and media channels remains low. The gap between the informed and general
public is growing [21]. When people do not have reliable information or experience to
comprehend what is going on, they become dependent on the information accessible via
the mass media sources [22]. According to previous studies [23,24], mass media and social
network sources employ manipulative techniques to form public opinion, or to focus the
audience on specific topics. An additional factor affecting public perception is the increased
availability of various news items on the Internet, which can create confusion due to the
usage of personal, often unchecked sources of information, such as personal blogs, video
streaming, and unverified news [25]. Hence, many researchers focus on the possibilities of
assessing the negative effects of media and facilitating its positive effects [26].

During the COVID-19 pandemic, media messages have significantly affected people’s
emotions and their psychological stability [27]. During this period, more than 51% of news
headlines in English-language media have had a negative sentiment and only about 30%
of them were found to be positive [28]. Such information can cause anxiety, fear, anger,
longing, sadness, etc. in a great number of people [29].

Public reactions to the implemented measures, assessed via the analysis of large
volumes of documents, permits the adjustment of the restrictions imposed by government
agencies. In particular, the positive attitudes of the population to the measures of the
governments of South Korea [30] and Singapore [31] were revealed. There is some evidence
of increasing confidence in traditional media in the United States [32] and in India [33].
During the pandemic, the amount of misinformation and rumors circulating on social
media increased significantly; some of them could be detected automatically [34].

The analysis of mass media, social media, and publicly available datasets is important
to encourage analytical efforts and to provide data for pandemic mitigation planning [35].
Such an analysis can also be used as one of the possible proxy indicators and even predictors
of the economic situation in the country [36,37]. The list of analyzed indicators can include
the level of inflation, unemployment, poverty, economic development, etc.

One of the main tools used to analyze large corpora of texts is topic modeling. The
topic model determines the quantitative relationships between documents and topics, as
well as between topics and words or phrases. Clusters of terms and phrases formed in
the process of topic modeling, in particular, allow the solving of problems of synonymy
and polysemy of terms [38]. To build a topic model of a document corpus, the following
methods are generally used: Probabilistic Latent Semantic Analysis (PLSA), ARTM (Addi-
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tive Regularization of Topic Models) [39] and, very commonly, Latent Dirichlet Allocation
(LDA) [40].

Many studies that use LDA as a primary tool focus on identifying the list of topics
prevalent in publications and further analyzing the sentiment of the messages [41]. For
example, the authors of [42] identified several main topics on Twitter, including “news on
new confirmed cases”, “COVID-19-related deaths”, “cases outside China (worldwide)”,
“COVID-19 outbreak in South Korea”, “early signs of outbreak in New York”, “Diamond
Princess cruise”, “economic impact”, “preventive measures”, “authorities”, and “supply
chain”. However, topics related to treatment and symptoms are not as important on
Twitter. In [43], the topics of the publications are summarized as follows: “work and
life under pandemic conditions”, “social problems”, “understanding the nature of the
virus”, and “methods of prevention”. The authors of the paper [44] determined that users
in South Africa focus their attention on the following topics: “sale and consumption of
alcohol”, “staying at home”, “daily tracking of statistics”, “police brutality”, “5G”, “spread
of disease”, “testing”, “doctors”, and “conspiracy theories” about vaccines. An analysis
of publications in different countries revealed common themes widely covered in the UK,
India, Japan, and South Korea: “education”, “economy”, “USA”, and “sports” [14].

LDA is a prevalent method of topic modeling (see Table 1). The most frequent
language of the text corpora is English. Most of the publications are based on the social
networks Twitter, Sina Weibo, and Facebook. The most frequently considered corpus type
is publications on the situation in a particular country.

Table 1. Some examples of objectives and methods of research of publications about COVID-19.

Purpose of Research Method Data Source The Language of the
Corpus of Publications

The impact of news about COVID-19
on people’s emotional state [27] Statistical analysis Online survey English

Analysis of social media information
during a pandemic [45] LDA, Random Forest Twitter, Sina Weibo English, Chinese

Testing the hypothesis that COVID-19
is more likely to spread between
regions with closer ties in social

networks [46].

Statistical analysis Facebook data

Understanding the discourse and
psychological reactions of Twitter

users to COVID-19 [42].
LDA, sentiment analysis Twitter data

Identifying predominant themes and
accompanying emotions [43] LDA Twitter English

Identifying what topics are discussed
by the public and how they affect the
implementation of measures taken by

the government [44]

LDA Papers English

Analysis of PubMed® publication
topics and their evolution over time
during the COVID-19 pandemic [47]

LDA PubMed English
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Table 1. Cont.

Purpose of Research Method Data Source The Language of the
Corpus of Publications

Identification of the most
representative themes and sentiment

analysis [14]

Top2vec [48],
RoBERTa [49] The media English

Assessing social media sentiment
toward coronavirus [41] LDA, sentiment analysis Twitter English

Analysis of Indian online users’
tweets during the COVID-19

lockdown to identify texts containing
fear, sadness, anger, and joy [50]

Sentiment analysis based on
BERT Twitter English

Sentiment predictions on Covid-19
data [51]

Sentiment analysis based on
LSTM Twitter English

Therefore, there is a certain lack of research on corpora of publications about COVID-19
in languages other than English. We did not identify the studies devoted to a comparative
analysis of corpora of texts from the traditional internet media either. It is not clear how the
sentiment of statements in social networks and mass media correlates with the objective
indicators of the pandemic (the number of infected and sick people, the mortality rate, etc.).

One of the main aims of the research is to reduce the above-mentioned gap in studies;
this paper performs a comparative analysis of the Russian-language media in Russia and
Kazakhstan based on the corpus of texts we collected earlier.

We evaluated the correlations between the sentiment expressed in the media, and
the number of publications on certain topics with objective indicators of the COVID-19
epidemic in Russia and Kazakhstan.

In this work, we define media as “traditional” mass media (newspapers, magazines,
and TV-channels) presented in electronic form as well as purely electronic news websites
and social networks represented by widespread services such as Twitter, Sina Weibo,
Telegram, VK., etc. Attention is mainly paid to the mass media in the traditional sense,
which continues to play an important role in shaping the opinions of the population. The
media readership behavior in Kazakhstan and in Russia is very similar, although the lists of
popular news sources are obviously different and generally have almost no intersections.

3. Methods and Data

The employed methods included the following steps (Figure 1): text corpus collection
(a), text corpus processing (b), and correlation analysis using the objective data on the
epidemiological situation (c).

(a) Data collection. Mass media and social network news publications were gathered
using automatic scrapping tools.

(b) Text corpus processing was necessary to extract meaningful dynamic indicators of
mass media publication activity. Three types of indicators were proposed; they were
described in the section below: topics were obtained by a cascade of topic models,
sentiment analysis, and analysis of full-text search queries.

(c) Correlation analysis. We performed the assessment of pairwise correlation between
two groups of dynamic indicators—mass media indicators obtained in step (b) and
COVID-10 epidemiological indicators. We used COVID-19 indicators, which were
processed and prepared by the Center for Systems Science and Engineering at Johns
Hopkins University (JHU CSSE) [52].
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Figure 1. Main steps of the method for correlation analysis of mass media indicators and COVID-19 data.

Finally, the proposed method assumed the performance of manual analysis of the
obtained correlation coefficients in order to draw conclusions about the similarities and
differences of the pandemic reflection in different countries.

A corpus of news publications from media in Russia and in Kazakhstan was used
for the research [53]. It included social networks (VK.com, YouTube, Instagram, and
Telegram) and more than 20 news websites. The total numbers of news items were
as follows: 4,233,990 documents, received from various sources in Kazakhstan, and
2,027,963 documents from various sources in Russia; the date span of the publications
was from 2000 to 2021 (see Figure 2). The data mainly contained news publications from
traditional news web sites or from official groups/channels of those web sites and resources
on social networks. There was a small number of news publications from independent
bloggers or slightly moderated social network groups.

The data were collected using the Python library Scrapy, for which a custom con-
figurable Spider (crawler) was developed. The scraper was run regularly according to a
source-by-source schedule, which ranged from hourly to daily execution based on source
priority. The scheduling was implemented using Apache Airflow DAGs. The scraping pro-
cess was started in late 2019 and subsequently worked according to the schedule; hence, the
date and time of collection for each news publication were very close to its publication date.
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3.1. COVID-19 Data

Data from JHU CSSE [52] were used is order to analyze the objectivity of the represen-
tation of the COVID-19 epidemiological situation in media in Kazakhstan and in Russia.
The daily analyzed indicators are presented in Table 2.

Table 2. COVID-19 epidemiological indicators that were used in the analysis.

Indicator Description

Number of new tests Daily number of new tests for COVID-19

Positive rate The share of COVID-19 tests that are positive, given as a rolling 7-day
average (this is the inverse of tests per case indicator)

Number of new cases smoothed New confirmed cases of COVID-19 (7-day smoothed)

Number of new deaths smoothed New deaths attributed to COVID-19 (7-day smoothed)

Tests per case Tests conducted per new confirmed case of COVID-19, given as a rolling
7-day average (this is the inverse of positive rate indicator)

Virus reproduction rate Real-time estimate of the effective reproduction rate (R) of COVID-19 [54]

Stringency index
Government Response Stringency Index: composite measure based on 9
response indicators including school closures, workplace closures, and
travel bans, rescaled to a value from 0 to 100 (100 = strictest response)

3.2. Methods

We proposed the use of three main approaches to analyzing media data:

• Topic-modeling approach;
• Sentiment analysis;
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• Analysis by search queries.

The first approach applies Topic Modeling (TM). TM is a method that allows the
automatic finding of the hidden latent structures of corpora based on the statistical charac-
teristics of document collections. TM is often used in humanitarian research, since it allows
the efficient representation of large volumes of textual data in the form of a distribution of
a set of terms over documents (D) and a distribution of documents over topics (T) [55].

LDA [40,56] is often used as a method for building topic models. There is also a
popular generalization of LDA, which employs a set of ARTM. We use an ARTM in the
form of the BigARTM library [39] in this research.

The probabilistic thematic model is based on the assumption that each document is
a set of words generated randomly and independently from the conditional probability
distribution of words (w) in documents (d) [55]:

p(w|d) = ∑
t∈T

p(w | t, d) p(t | d) = ∑
t∈T

ϕwtθtd (1)

which represents the sum of mixed conditional distributions on all T-set topics, where
p(w | t) is the conditional distribution of words (w) in topics (t), and p(t | d) is the condi-
tional distribution of topics in the documents (d), w defines the distribution of words and d
represents the documents, ϕwt is a matrix representing distribution of words over topics
and θtd is a matrix representing the distribution of topics over documents. This ratio is
true, based on the assumption that there is no need to maintain the order of documents
in the corpus and the order of words in the documents. The LDA method assumes that
the components ϕwt and θtd. are generated by Dirichle’s continuous multidimensional
probability distribution. The aim of the algorithm is to search for parameters ϕwt and θtd
by maximizing the likelihood function with appropriate regularization:

∑
d∈M

∑
w∈d

ndwln ∑
t∈T

ϕwtθtd + R(ϕ, θ)→ max (2)

where ndw is the number of occurrences of the word w in the document d, and R(ϕ, θ) is a
logarithmic regularizer. To determine the optimal number of topics (clusters) T, the method
of maximizing the coherence value with the use of UMass metrics is often applied [57].

BigARTM is an open-source library for the simultaneous calculation of topic models
on large text corpora, the implementation of which is based on the additive regularization
approach (ARTM), in which the maximization of the logarithm of plausibility, restoring
the original distribution of W words on documents D, is added to a weighted sum of
regularizers, by many criteria:

R(ϕ, θ) = ∑
i=1

τiRi(ϕ, θ) (3)

This summand is a weighted linear combination of regularizers, with non-negative
τi weights.

BigARTM offers a set of regularizers:

1. The smoothing regularizer, based on the assumption that the matrix columns ϕ and θ
are generated by Dirichlet distributions with hyperparameters β0βt and α0αt (iden-
tical to the implementation of the LDA model, in which hyperparameters can only
be positive);

R(ϕ, θ) = β0 ∑
t∈T

∑
w∈W

βwtlnϕwt + α0 ∑
d∈D

∑
w∈W

αtdlnθtd → max (4)

In this way we can highlight the background topics, defining the vocabulary of the
language, or calculate the general vocabulary in the section of each document.
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2. By decreasing the regularizer coefficients, the reverse smoothing regularizer can
be obtained:

(ϕ, θ) = −β0 ∑
t∈T

∑
w∈W

βwtlnϕwt − α0 ∑
d∈D

∑
w∈W

αtdlnθtd → max (5)

This aims to identify the significant subject words, so-called lexical kernels, in addition
to subject topics in each document, zeroing out small probabilities.

3. The decorrelator Phi regularizer makes topics more “different”. The selection of topics
allows the model to discard small, uninformative, duplicate, and dependent topics:

(ϕ, θ) = −0.5 ∗ τ ∑
t∈T

∑
s∈ T

t

cov(ϕt ϕs)→ max, cov(ϕt ϕs) = ∑
w∈W

ϕwt (6)

This regularizer is independent of matrix θ. The estimation of differences in the dis-
crete distributions is implemented by ϕwt = p(w|t) , in which the measure is the covariance
of the current distribution of words in the topics ϕt versus the calculated distributions
ϕs, where s ∈ T/t.

The BigARTM topic model was applied to a corpus of over a million texts (news)
published from 1 January 2020 to 25 February 2021 from over 30 major internet media
sources in Russia and in Kazakhstan. Concatenation of news titles and article bodies was
used to extract the topics.

The analyzed media sources publish news articles in three different languages: Rus-
sian, English, and Kazakh. For the purpose of comparing Kazakhstani and Russian media,
only the news in Russian was considered. Since all three languages use distinctly different
alphabets, the filtering was based on simple character-frequency statistics. Next, the news
in the Russian language was lemmatized using the PyMyStem3 library [58]. A list of stop
words provided by the stop-words Python library [59] was applied.

A cascade of topic models was used in this research, since the preliminary experiments
showed that a single topic model is not capable of providing the required details. First, a
topic model with 200 topics was built; we refer to it as level-0 (initial) model. Then, experts
manually chose and labelled the topics related to medicine, the pandemic, and healthcare.
This labelling was used to filter a sub-corpus of documents that had relative weights, in
relation to the selected topics (from θ-matrix), above a constant threshold, which was set
to 0.05, empirically determined based on experiments. Then, a level-1 topic model (150
topics) was calculated based on the text document from the sub-corpus. However, the
analysis of the level-1 topic model showed that the accuracy of results of medicine-related
filtration was not high enough, and parts of the topics were irrelevant. Hence, the described
process was re-iterated in order to obtain two more models (Level 2 and Level 3). Each
time, the number of topics was chosen empirically based on quality metrics (perplexity,
coherence, and contrast [39]), as presented in Table 3. Let us discuss the metrics used for
the assessment of the models:

Table 3. Main information on the obtained topic models.

Topic Model # Topics # Documents Membership
Threshold Perplexity Contrast Purity

Level-0 200 1679803 - 3165 0.48 0.203
Level-1 150 285564 0.05 1853 0.505 0.207
Level-2 100 241536 0.04 1895 0.509 0.244
Level-3 50 194392 0.1 1859 0.503 0.284
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Perplexity is an indicator from information theory, which defines how well a proba-
bility model predicts a sample. Lower values indicate that the model predicts the sample
better. The perplexity of a probability model (topic model) can be defined as:

PP(p) = 2H(p) = 2−∑x p(x)log2 p(x) = ∏
x

p(x)−p(x)

where H(p) is the information entropy of the distribution, and x represents an iterator over
the samples (documents). Perplexity value does not have a minimum value; hence, it is
usually used to compare different models over the same set of data or to detect the “elbow
effect” to determine the optimal number of topics [60].

Contrast of the topics is defined by the formula 1
|Wt | ∑w∈wt p(t|w), where wt is a

topic kernel, i.e., the words from the topic with relation weight greater than or equal to a
given threshold.

Purity is defined by the formula ∑w∈wt p(w|t), where wt is also a topic kernel [60].
Finally, the following list of topic models was used for analysis:

• The level-0 topic model, which mainly consisted of general topics, such as economy,
medicine (in general), education, etc.

• The level-2 topic model comprised the topics related to medicine including the ones
somehow related to medicine and the epidemiological situation, such as quarantine
limitations in education, sport events and public life, the economic situation in the
context of the pandemic, etc. (Figure 3)

• The level-3 topic model provided very high accuracy in classifying medicine- and
healthcare-related topics and documents

Figure 3. Distribution of topics by relative volume in the second level of the thematic model.

Table 3 illustrates number of topics, membership thresholds, and quality metrics for
the obtained models.

The level-1 topic model did not provide the required level of accuracy; therefore, it
was excluded from the analysis. It only served as an intermediate model, which allowed
the obtaining of the more accurate models.

The obtained topic models were used in order to calculate the relative weight of each
of the topics. The relative weight was calculated daily in order to be able to analyze the
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topics’ dynamics within the publication activity. The relative weight of a topic is a ratio of
a column of the θ-matrix, representing the given topic in relation to the sum of the whole
θ-matrix. The relative weight ranges from 0 to 1 and shows the ratio of information related
to the given topic in the information field described by the corpus under analysis. Figures
4–6 show the dynamics of weekly relative weight of 3 of 100 topics within the level-2
topic model.

Figure 4. Weekly smoothed dynamics of “Vaccine, Drug, Sputnik-V, Russian, Test” topic relative weight.

Figure 5. Weekly smoothed dynamics of “Case, Number, Day, Coronavirus, Reveal” topic relative weight.

Figure 6. Weekly smoothed dynamics of “China, Coronavirus, New, Chinese, Wuhan” topic relative weight.

The topic model made it possible to exclude the personal bias from the process of anal-
ysis; it enhanced the model’s utility in the task of assessing the reflection of epidemiological
situation by mass media. However, this approach was found to have two main limitations:

1. It considers the dynamic weight of only single topic, while it might be possible that
some combination of topics according to other criteria may be more representative;

2. Topic modelling cannot consider the expert opinion, and certain topics, which are
considered to be important by experts, may not be distinguished automatically by the
topic model, depending on its meta-parameters.

In order to resolve this limitations, two other approaches were proposed. Sentiment
analysis was based on MMA (Mass Media Assessment) method [15], which required expert
labelling of topics by sentiment. This approach allowed the analysis of some combinations
of topics grouped by their sentiment. It also allowed the creation of effective classification
models with low volume high-level manual labeling—in this case, labeling topics by
sentiment in the range from −1 to +1. Then, the result for each document was obtained
by a summation of expert labeling results weighted by document related to each topic.
Another aggregation method could also be used, as described in [15]. On test data, this
approach made it possible to achieve an ROC AUC of 0.93, which is comparable to modern
deep learning classifiers.
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It also should be noted that, in this case, the definition of sentiment differed from the
conventional definition: we did not define sentiment as an author’s opinion on some issue,
but rather the general positivity or negativity of the described event for the society. Journal-
ism ethics requires news publications to be neutral and objective; hence, the conventional
definition of sentiment does not seem to apply to the problem.

The third approach aimed to perform an analysis of specific search queries constructed
by experts. It allowed the testing of the specific hypothesis by manually defined search
queries without relying on the topic model to distinguish the corresponding topics. The
list was composed based on the assumption that the COVID-19 pandemic had significantly
affected almost all areas of human activities [61], including healthcare, the economy (un-
employment, crisis, poverty) [62], remote work and education [63], crime rate [64], and the
abundance of fake news [65]. In the list, we attempted to encompass the most important
areas that might have been affected by the COVID-19 pandemic according to common
sense and literature review.

The translated list of queries used for the analysis is presented below:

• Fake, disinformation, anti-vax;
• Unemployment, poverty;
• Crisis, economic decline;
• Famine, starvation, homeless, poverty;
• Remote education;
• Freelance, remote work, brain drain;
• Criminal, robbery, theft, homicide;
• Crisis, lending, debt, microcredits;
• Healthcare, hospitals, issues, healthcare scandals;
• Vaccination, COVID-19 vaccines.

This list was composed manually in order to address the main hypothesis: what areas
of human activity were most affected by the COVID-19 pandemic. The list was based
on the opinion of populations of Kazakhstan and Russia as perceived by experts. The
population was mainly concerned with the economic impact of the pandemic, including
unemployment and poverty, the potential growth of criminal activity due to the economic
decline, impacts on education and healthcare, and also vaccination and how fake news and
disinformation can affect public opinion on the COVID-19 vaccination.

These queries (in Russian) were searched via ElasticSearch with the employment of a
multi-match full-text search method, which returned a list of matching documents with
relative weights. Then, a daily average of these relative weights was calculated for analysis.

ElasticSearch is a NoSQL in-memory storage database, which uses the Apache Lucene
engine for full text search and provides REST API to index (create), modify, and access
(search) different types of data, including texts of arbitrary lengths [66]. ElasticSearch
makes it possible to effectively perform full-text search queries on large volumes of textual
data and is able to assess document relevance based on search queries using built-in
algorithms implemented in the Apache Lucene engine [67].

Distribution of media by the top negative and top positive criteria is presented in
Appendix A.

The next step was calculating the Pearson correlation coefficient and Spearman correla-
tion coefficient between the three groups of indicators described above and the COVID-19
data (Table 2). The use of these two correlation coefficients was justified by the neces-
sity to verify the results using two fundamentally different statistics (parametric and
non-parametric). The Pearson correlation assesses the linear dependency between two vari-
ables, while the Spearman coefficient assesses how well the relationship of two variables
can be described using a monotonic function (which may or may not be linear). These
coefficients can be applied to assess the correlation between two time series. Usually, such
research is performed under the hypothesis that one of the time series is an independent
variable and another is a dependent variable. Such a method of analysis allows the perfor-
mance of an automatic dependency search between hundreds of variables (time series);
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however, the results must be manually analyzed and verified by experts, since correlation
analysis may produce inadequate results, especially when there are too many different
indicators under consideration. The following experimental procedure was proposed:

• Experiments should be performed for Russia and Kazakhstan separately;
• Experiments should be performed for each of the topic models’ average daily senti-

ments using the level-2 topic model, and for each of the search queries separately;
• Experiments should be performed for each of seven COVID-19 indicators selected

for analysis.

Below is a description of the system architecture, which implemented the proposed
methods for data collection, processing and analysis. During the development of the data
processing architecture, the following key needs were identified [68]:

• The possibility of simultaneous calculations with the employment of several machines;
• Ability to flexibly plan the various data processing tasks;
• Ability to monitor tasks in real time, including prompt notification of exceptions;
• Flexibility in using the tools and technologies.

The Apache Airflow open-source software platform was chosen to meet all these
needs that were identified in the analysis.

The system components (see Figure 7) were organized as Docker containers [68].

Figure 7. Multilayer system architecture.

The containers had access to the same virtual network, which provided the ability
to exchange data using standard network protocols (TCP). This system implementation
ensured the operation of subsystems as independent components, and each of them could
be replaced if necessary. The interaction of the system layers—the visualization layer and
the data processing layer—was carried out with the help of the storage system.
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There were three types of storage in the system:

• PostgreSQL—performed the role of a persistent storage medium for structured data;
• ElasticSearch—in-memory NoSQL storage, dedicated to storing unstructured or

poorly structured data, as well as fast search (including full-text), filtering, and stream-
ing access;

• Redis—fast key-value storage, used for caching individual pages and elements, and
for caching authorization sessions. Redis stored service data as well as page and
element caches, which were often accessed.

The general scheme of component interaction was organized according to the ETL
(extract, transform, load) principle: the user makes a request for data in ElasticSearch (if
data are rarely used) or in Redis (if data are often used). Text processing algorithms were
implemented as Airflow-tasks. The processing subsystem used Airflow-scheduler, which
writes information about the distribution of tasks by workers to Redis; they, in turn, report
to Redis about the status of their tasks. The subsystem interface was an HTML + CSS
+ JS website accessible via the HTTP protocol. The web application was implemented
on the Python Django framework, the webserver was Gunicorn, and the reverse proxy
was Nginx. The web application had access to both the persistent storage PostgreSQL
and ElasticSearch.

4. Results and Discussion

The proposed method was applied to the obtained topic models over the course of 42
experiments in which analysis was performed across two countries, three topic models and
seven indicators. Then, the results of the experiments were analyzed by experts. Table 4
illustrates an example of data obtained during the experiments, and shows the topics with
top correlation.

Table 4. Correlation between the number of new deaths from COVID-19 and topics from the initial topic model.

Correlation (Pearson/Spearman) Topic Name (Top-Words) Topic Volume
(Documents)

0.91/0.87 Vaccine, Vaccination, Drug, Coronavirus, Test, Sputnik-V, Russian 15,434

0.86/0.85 Petersburg, Saint Petersburg, Petersburg, Leningrad region,
Moscow, report deaths, COVID 1495

0.77/0.69 Health, Product, Doctor, Alcohol, Organism, Nutrition, Healthy 8318
0.74/0.63 Tell, Photo, Arrive, Depart, Tourism, Return, Go 2693
0.67/0.49 Temperature, Degree, Night, Snow, Weather, Air, Strong 8196

The implemented research allowed us to propose some results and recommendations.
The numbers of daily deaths and daily new cases had higher maximum correlations

in all of the experiments (typically 0.6–0.8). However, more informative relative indicators,
such as the positive test rate, reproduction rate, and number of tests per positive result (an
indicator, reversed to the “positive test rate” indicator) had lower maximum correlations
(typically 0.4–0.6). Hence, the media in Kazakhstan and in Russia focused too much on
absolute numbers, which can be argued to be biased and less informative. For example, the
absolute number of new identified COVID-19 cases does not reflect the situation accurately,
since the number of performed tests may vary drastically. Such types of analysis can lead
to situations when, although the overall epidemiological situation is steady, media start
to inflate the public opinion and cause panic due to an increase in the number of tests,
which leads to an increase in the absolute number of new cases, and the reverse situation is
also possible. However, media agencies in Kazakhstan and in Russia seemed to ignore the
relative indicators.

The index of the stringency of quarantine restrictions seemed to have high correlation
with topics in media in Russia (0.75, Figure 8), while media in Kazakhstan did not seem to
focus on stringency, and the highest correlation was only 0.43 (Figure 9). This may indicate
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that in Kazakhstan, there was a divergence between restrictions due to the pandemic and
their reflection in the media, which can be considered as a problem, since mass media are
one of the main tools for government to broadcast information about current the situation
and related restrictions.

Figure 8. Blue line shows quarantine limitations index in Russia over time, orange line shows dynamic weight of topic with
the highest correlation (0.75) over time. The topic is related to the reports on newly identified COVID-19 cases across the
different regions of the country.

Figure 9. Blue line shows quarantine limitations index in Kazakhstan over time, orange line shows dynamic weight of topic
with the highest correlation (0.43) over time. The topic is related to the reports on newly identified COVID-19 cases across
the different regions of the country.

A topic from the Kazakhstani news corpus with main associated words being “oxy-
gen, investigation, embezzlement” had the highest correlation with the number of daily
deaths from COVID-19 (0.8). This correlation was one of the highest among all topics and
COVID-19 indicators for Kazakhstan. It could be argued that this proves that criminal
embezzlements of liquid oxygen, required for critical cases of lung damage induced by
COVID-19, might be a reason for the increase in the number of deaths. Topics related to the
coronavirus vaccination had the highest correlation with the number of deaths in Russia
(0.82–0.84). This could be interpreted as an attempt to mitigate the risks of panic among
the population by informing them about new methods of stopping the epidemic.

One counterintuitive outcome of the series of experiments was that there was a strong
negative correlation between the number of deaths and newly identified cases and topics
related to the economy and banking (−0.3, −0.4). Although the negative impact of the
pandemic on the world economy is obvious, the deterioration of the epidemiological
situation did not cause the sudden increases in information on politics- and economics-
related topics; at the same time, neutral topics, such as culture, art, celebrities, and lifestyle,
do not correlate considerably with epidemiological indicators.

Tables 5–7 show the correlation coefficients between COVID-19 indicators and senti-
ment in the media in Russia and in Kazakhstan. It is important to note that most topics that
were labelled by experts to be positive according to the level-2 topic model were related
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to vaccination, COVID-related scientific research, and medical development. There were
also several topics on positive COVID-19 dynamics occurring as a result of compliance
with quarantine conditions, as well as a topic about governmental support of small busi-
nesses. Hence, this explains why there was a high correlation between positive news and
overall average sentiment and such indicators as numbers of new deaths and numbers of
new cases.

Table 5. Correlation between average sentiment and COVID-19 indicators.

Russia Kazakhstan

Indicator Correlation Coefficient
(Pearson/Spearman) Indicator Correlation Coefficient

(Pearson/Spearman)

New deaths smoothed 0.81/0.77 New tests 0.55/0.54
New cases smoothed 0.66/0.67 New cases smoothed 0.51/0.76

Positive test rate 0.57/0.54 Positive test rate 0.23/0.62
New tests 0.36/0.49 New deaths smoothed 0.22/0.58

Reproduction rate −0.007/−0.11 Reproduction rate −0.18/−0.43
Stringency index −0.12/−0.16 Stringency index −0.53/−0.56

Tests per case −0.13/−0.05 Tests per case −0.54/−0.58

Table 6. Correlation between numbers of news stories with negative sentiment and COVID-19 indicators.

Russia Kazakhstan

Indicator Correlation Coefficient
(Pearson/Spearman) Indicator Correlation Coefficient

(Pearson/Spearman)

Reproduction rate 0.71/0.72 Tests per case 0.42/0.36
Stringency index 0.65/0.57 Stringency index 0.41/0.75

Tests per case 0.08/0.26 Reproduction rate 0.16/0.42
Positive test rate 0.02/0.17 Positive test rate 0.14/−0.40

New tests −0.11/0.10 New deaths smoothed −0.29/−0.47
New cases smoothed −0.18/0.08 New cases smoothed −0.35/−0.47

New deaths smoothed −0.32/−0.10 New tests −0.56/−0.50

Table 7. Correlation between numbers of news stories with positive sentiment and COVID-19 indicators.

Russia Kazakhstan

Indicator Correlation Coefficient
(Pearson/Spearman) Indicator Correlation Coefficient

(Pearson/Spearman)

New deaths smoothed 0.84/0.71 New cases smoothed 0.50/0.63
New cases smoothed 0.70/0.68 Positive test rate 0.36/0.67

Positive test rate 0.68/0.62 New deaths smoothed 0.29/0.54
New tests 0.47/0.48 New tests 0.20/0.13

Reproduction rate 0.25/0.14 Reproduction rate −0.06/−0.43
Stringency index 0.05/−0.06 Stringency index −0.21/−0.11

Tests per case −0.14/−0.11 Tests per case −0.5/−0.63

These data make it possible to draw some conclusions, which are presented below.
This results obtained using this approach support the hypothesis that the media in

Russia reflected COVID-19 situation more accurately.
Moreover, the number of negative news stories in media in Russian strongly correlated

with two very representative parameters—the virus reproduction rate and the quaran-
tine stringency index—which also indicates that the mass media in Russia presented the
situation in an objective and accurate manner.

Rankings according to the Pearson and Spearman correlation coefficients were iden-
tical to the data obtained for the Russian Federation and very similar to the data for
Kazakhstan. This might indicate that, in the Russian Federation, mass media publication
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activity was responsive the changes in the epidemiological situation in a more linear way,
as compared to the media in Kazakhstan.

Generally, there was a moderate correlation between the number of deaths, new cases,
and new tests, and the number of positive news stories (which was also considerably higher
in the Russian media). This might indicate that the media generally tend to smooth out the
negative psychological effects caused by the pandemic situation, rather than inflating fear.
Specifically, when the epidemiological situation deteriorated, the media tended to publish
more information about the latest research on—and benefits of—vaccines.

Lastly, we consider the results of the manually constructed full-text search query
analysis. There were several options for obtaining the time series from the query results. In
this case, the average daily relative weights of the documents were used (the results are
presented in Table 8).

Table 8. Correlation between average relative weights of queries and indicators with the highest correlations.

Russia Kazakhstan

Query Top Indicator
(Pearson/Spearman)

Correlation
Coefficient

(Pearson/Spearman)
Query Top Indicator

(Pearson/Spearman)

Correlation
Coefficient

(Pearson/Spearman)

Vaccination,
COVID-19 vaccines

Positive rate/Positive
rate 0.76/0.78

Healthcare, hospitals,
issues, healthcare

scandals

Stringency
index/Stringency

index
0.42/0.32

Healthcare, hospitals,
issues, healthcare

scandals

Positive
rate/Reproduction

rate
0.67/0.53 Crisis, lending, debt,

microcredits

Tests per
case/Stringency

index
0.41/0.46

Crisis, lending, debt,
microcredits

Reproduction
rate/Stringency

index
0.56/0.54 Vaccination,

COVID-19 vaccines

Reproduction
rate/Stringency

index
0.38/0.52

Unemployment,
poverty

Stringency
index/Stringency

ondex
0.56/0.48 Fake, disinformation,

anti-vax

Tests per
case/Reproduction

rate
0.33/0.21

Crisis, economic
decline

Tests per
case/Stringency

index
0.49/0.44 Crisis, economic

decline

Tests per
case/Stringency

index
0.29/0.47

Freelance, remote
work, brain drain

Stringency
index/Stringency

index
0.39/0.35 Remote education New tests/Positive

rate 0.29/0.38

Famine, starvation,
homeless, poverty

Stringency
index/Stringency

index
0.35/0.47 Unemployment,

poverty

Tests per
case/Reproduction

rate
0.27/0.29

Fake, disinformation,
anti-vax

Tests per case/Tests
per case 0.33/0.39 Freelance, remote

work, brain drain

Stringency
index/Stringency

index
0.26/0.46

Remote education Reproduction
rate/Tests per case 0.11/0.39 Criminal, robbery,

theft, homicide New tests/New tests 0.20/0.15

Criminal, robbery,
theft, homicide

New deaths/Positive
rate 0.07/0.10 Famine, starvation,

homeless, poverty
New tests/Positive

rate 0.09/0.16

These experiments also demonstrated that the Russian media reflected the COVID-19
situation more objectively.

The rankings that were constructed according to the Pearson and Spearman correlation
coefficients were also identical for the Russian Federation, while for Kazakhstan, there was
considerable inconsistency.

In the cases of both sentiment and query correlation, the most inconsistent COVID-19
indicator, which accounted for the most of the differences in ranking, was the stringency in-
dex of Kazakhstan. According to the analysis, this might indicate that the stringency index
in Kazakhstan changed non-linearly and it was less responsive to changes in the epidemio-
logical situation as compared to the stringency index in Russia. Figures 8 and 9 illustrate
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this difference, since it is visible that the spread of the stringency index was much lower in
Kazakhstan (while the epidemiological situation’s spread seemed to be comparable).

In both countries, the Healthcare, Crisis, and Vaccination queries showed the highest
correlation, while Crime and Famine/Starvation were ranked much lower, even in the me-
dia in Russia, which might indicate that the fears that the pandemic critically damaged the
economy and led to severe problems such as crime and extreme poverty were not justified.

In Kazakhstan, the query about fake news and disinformation was ranked much
higher than in Russia, which might indicate that these were significantly more acute
problems for Kazakhstan.

The queries about remote education, freelancing, and unemployment showed moder-
ate correlations in both countries.

The hypothesis that there might be a lag between COVID-19 indicators and mass
media reaction was already addressed in a number of computational experiments. Different
lags between −10 and +10 days were tested. The experiments showed that mass media
and COVID-19 indicators steadily demonstrated maximum correlation at close to zero
lag, while increases in the lag (either positive or negative) led to monotonic decreases
in the maximum and average correlation coefficients. This regularity was observed in
both countries. Although it might intuitively be assumed that mass media should react
to COVID-19 indicators with some delay, in practice, this idea is not supported. Two
explanations can be considered in this regard:

• Mass media received actual information rather promptly, and react to it operatively;
• There was some inherent lag in the analyzed COVID-19 indicators. For example,

daily statistics may have actually contained some sort of aggregated information over
several days due to imperfections in statistical data collection processes in Kazakhstan
and Russia.

The main contribution of this work is the proposal of a model to perform a comparative
analysis of the representation of the COVID-19 pandemic by mass media in two different
countries, where English was not used as the language of communication, taking into
account multiple points of view—automatically obtained topics, average sentiment, and
dynamic indicators—according to manually selected search queries.

5. Conclusions and Future Research

The COVID-19 pandemic has had a great impact on the life of society in almost all
countries of the world. The analysis of media texts allows us to evaluate the public reaction
to the non-standard situation and the measures taken by national governments.

We proposed a method that, in this study, made it possible to analyze how statistical
indicators related to COVID-19 were reflected in mass media. The method assumes the
application of BigARTM or another topic model in order to obtain the topical structure of
the corpus, which can then be used to calculate the topics’ dynamics. Those dynamical indi-
cators of publication activity can be compared with COVID-19 indicators, such as numbers
of new cases, positive test rates, stringency indexes, and others, in order to perform the
correlation analysis. In this study, sentiment analysis based on topic embeddings [14] was
also conducted, as well as an analysis of correlation in which the daily average relevance
weights were obtained from 10 full-text search queries constructed manually by experts.

The main advantage of the proposed method is that it combines the analysis the
dynamics of unbiased and automatically obtained topics, sentiment analysis based on
expert labelling, and manual queries. It can be argued that an such approach may produce
more objective results and conclusions through the comparative analysis of the results of
three groups of computational experiments.

The proposed method can potentially be used to obtain insights on how COVID-19 is
presented in the media, and on which statistical indicators describe the media activities.
For example, it was found that the media in Russia and in Kazakhstan focused on absolute
values, while more informative relative indicators such as positive test rates and virus
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reproduction rates were generally ignored, since such indicators showed much lower
correlations with publishing activities on several topics as well as with sentiment.

The method might also be applied to estimate how the stringency of quarantine
limitations is reflected in the media. Such an analysis may help indicate reasons for
deteriorations in the epidemiological situation, since quarantine restrictions must not only
be introduced, but also enforced and broadcasted.

The limitations of the current study include the fact that only daily aggregations
were used, while valuable insights could theoretically also have been obtained at different
degrees of granularity. Time-lagged correlation was not considered in the study; however,
this is not a limitation of the method.

One obvious methodological limitation, which is inherent to all correlation-based
approaches, is the possibility of sporadic correlations. However, the proposed method
attempts to avoid this problem by using small (daily) granularity, which makes the chances
of sporadic random correlation much lower, and also by including three different groups
of experiments into the analysis to make it possible to cross-check the findings.

It should also be noted that, in the study, the cross-national effects were not taken into
account; thus, the lack of generalizability to a global perspective is a limitation of this study.

Directions of further research include:

• Attempt to build a model for the recognition of inaccuracies in official statistical
indicators regarding the COVID-19 pandemic using mass media data as a reference;

• Conduct an analysis of the topical profile of the COVID-19 pandemic in different
countries and explore how it evolved over time. Such an analysis can be used to assess
its impact on the economy, education, politics, tourism, etc.
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Appendix A

Visualization of the topic modeling and sentiment analysis results for the corpus of
media publications.
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Figure A1. The dynamics of sentiment.

Figure A2. Number of positive and negative articles.

Figure A3. Negative media.

Figure A4. Top negative news.

Figure A5. Top positive news.
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