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Figure S1. (a) Various annealing conditions used for optimization of the glucose sensor. “Day 11 
testing” was performed to evaluate the sensor stability (referred to as day 7 after initial testing in 
the main text). “Annealing” refers to ambient annealing at 150°C for one hour. (b) The signals re-
sulting from the various annealing conditions. 

  



 
Figure S2. SEM images of (a) bare Ni, and (b) Cu nanostructures deposited on Ni surface. Scale bar: 
10 μm. 

 
Figure S3. X-ray photoelectron spectra (XPS) for Cu 2p. Based on the position of the peaks, it is 
determined that Cu is mainly oxidized as CuO. 

Limit of detection calculation: 
Each data point in Figure 5a of the main text contains contributions from 3 distinct 

sensors. First, the average baseline (I0, avg.), i.e., 0.1 M Na2SO4 without glucose, is calculated 
for each sensor using 3 distinct CV scans after the sample is stabilized. “Stabilized” means 
the current CV curve traces the previous scan very closely and no apparent shift in the 
voltammogram features is observed. With I0, avg. calculated at a potential of 0.21 V for each 
sensor, we then subtract the corresponding I0, avg. from the peak current (I) at each glucose 
concentration for each sensor, ∆𝐼 = 𝐼௚௟௨௖௢௦௘,௦௘௡௦௢௥ ௜ െ 𝐼଴,௔௩௚,௦௘௡௦௢௥ ௜  (1) 
where 𝑖 = 1, 2, 𝑜𝑟 3 corresponding to the 3 distinct sensors tested. For each sensor at each 
concentration of glucose, 3 CV scans are recorded. The data in Figure 5a represent the 
mean and standard error of ∆𝐼 at each glucose concentration. The data are then fitted to 
obtain a slope (i.e., sensitivity) and intercept. In Figure 5a, the fitting equation (R2= 0.948) 
is, ∆𝐼 ሾ𝜇𝐴ሿ = 1.71 + 0.172 ∗ logଵ଴ሺ𝜌 ሾ𝑀ሿሻ (2) 



where 𝜌 is the glucose concentration. For the fitting, we only include concentrations with 
an average ∆𝐼 > 0. This limits the input data to 5 nM and above. 

To obtain a limit of detection (LOD), we first calculate the standard deviation of the 
blank solutions (𝜎஻) as described above. The average of 7 blank CV scans is calculated for 
each distinct sensor. In this case, “blank” refers to the 0.1 M Na2SO4 without any glucose 
added. The corresponding average values are subtracted from each individual blank CV 
scan for a given sensor. This is carried out for each of the 3 distinct sensors, yielding 21 
blank measurements. Seven scans are included for each sensor to ensure the number of 
blank measurements is > 20 [1]. The average value of these 21 measurements is ~ 0 (9.5E-
7) and the standard deviation 𝜎஻ is 0.082 𝜇𝐴. The LOD is calculated as the glucose concen-
tration at the intersection of the fit (Eq. 2) and the line ∆𝐼 = 3.3 ∗ 𝜎஻.[2, 3]. In other words, 3.3 ∗ 0.082 = 1.71 + 0.172 ∗ logଵ଴ሺ𝜌௅ை஽ ሾ𝑀ሿሻ (3) 
where 𝜌௅ை஽ is the LOD. From here, we obtain a LOD = 4.2 nM. As a more conservative 
estimate, we also calculate the limit of quantitation (LOQ). The LOQ is commonly defined 
as 10 times the standard deviation of the blanks (10 ∗ 𝜎஻). Using the same approach look-
ing at the intersection of the calibration curve and the line ∆𝐼 = 10 ∗ 𝜎஻, we obtain a LOQ 
of 6.7 𝜇M.  

Stability calculation: 
The data points in Figure 6 are calculated from 3 scans at each glucose concentration 

at a potential of 0.21 V. First, the average baseline I0,avg (0.1 M Na2SO4, [glucose] = 0) is 
calculated from 3 distinct CV scans for each sensor (3 sensors for Cu-Ni, 2 sensors for Cu-
Ni-PBS) and each day (0 and 7). Then, I0,avg is used to calculate ΔI/I0,avg at each concentra-
tion (5 nM-20 mM) for each of 3 independent scans. This calculation is carried out for each 
sensor on day 0 and day 7. After that, an average ΔI/I0,avg is calculated for day 0 and day 7 
for each scan (e.g. (ΔI/I0,avg)day 0, scan 1, Sensors 1-3). These values are then used to calculate the 
normalized signal for each scan, ୼୍/୍బ,౗౬ౝหౚ౗౯ ళ,౩ౙ౗౤ భ,౏౛౤౩౥౨౩ భషయ୼୍/୍బ,౗౬ౝหౚ౗౯ బ,౩ౙ౗౤ భ,౏౛౤౩౥౨౩ భషయ (4) 

Finally, an average normalized signal is calculated for each concentration from scans 
1-3 and error bars represent the standard error of this average. 
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