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Abstract: Critical infrastructure is a complex system whose disruption or failure results in significant
impacts on state interests, i.e., territorial security, economy, and the basic needs of the population.
The current European Critical Infrastructure Protection Model does not allow the direct identification
of critical elements at the regional level. Based on this, the paper brings a proposal for a unified
system of critical infrastructure design based on a bottom-up approach. It is a progressive approach,
utilizing contemporary trends in the application of science-based knowledge to critical infrastructure.
A holistic view of this issue allows us to take into account the needs and preferences of the population,
the preferences of the stakeholders and the local conditions of the region under consideration.
The novelty of this approach is seen, in particular, in the identification of regional critical infrastructure
elements through an integral assessment of these elements’ failure impact, not only on the dependent
subsectors, but also on the population (population equivalent) in the assessed region. The final part
of the paper presents a case study demonstrating the practical application of the proposed system to
the road infrastructure in the Pardubice Region of the Czech Republic.
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1. Introduction

The provision of a continuous supply of commodities and services through an infrastructure
system is the basic requirement for sustaining and developing state economies (not only in the
European Union) and for maintaining the required level of security and welfare in society [1]. The
functionality of these infrastructures and the provision of a continual supply of products and services
are constantly exposed to the impacts of natural and anthropogenic threats [2]. The extent of the
unacceptable impact depends mainly on the severity of the failure, its cause (the nature of the threat)
and the importance (criticality) of the affected element or sector. This impact is often expressed by
economic loss, the number of people affected, the size of the affected area and other similar factors [3].
By exceeding the socially defined limit values of unacceptable impact (sectoral and cross-sectional
criteria), these infrastructures are referred to as critical and together they form the so-called critical
infrastructure system [4].

That is why considerable attention has increasingly been dedicated to selected vital and critical
infrastructures [5], including methods of risk analysis [6], critical elements evaluation [7] and its
protection [8], and impact assessment of their failure [9]. The focus is now exclusively devoted to
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critical infrastructure elements1 at the European and national levels [10], while the regional level
is largely neglected. Different criteria may be used in subdividing national territory into regions.
These are normally divided into normative and analytical criteria [11]. For the purposes of this article,
a normative criterion, expressed as “normative regions are the expression of political will; their limits
are fixed according to the tasks allocated to the territorial communities, according to the sizes of
population necessary to carry out these tasks efficiently and economically, and according to historical,
cultural and other factors“ is chosen. In the context of this criterion, NUTS 3 territories are considered
as regions in this article.

Some elements that do not meet the criteria for the European or national level may be critical for
the region as their disruption or failure would have a significant impact on the regional population [12].
In contrast, elements in the region that are of national/European relevance are already identified as
elements of national/European critical infrastructure (e.g., nuclear power plants). For this reason, it is
necessary to continually analyse not only elements at the European and national level, but also at the
regional level, and to identify critical elements based on the results of the analysis. These elements
must then be subject to comprehensive security measures to strengthen their resilience [13].

An analysis of existing approaches to identifying regional critical infrastructure worldwide is also
a solid basis for the subsequent development of a system of identifying a regional critical infrastructure
that would be universally applicable not only in the Czech Republic but also generally in European
countries. The selection of countries was based on two criteria. The first is the practical application of
a systemic approach based on the consideration of cross-sectoral dependencies in the infrastructure
system. The second criterion of the selection of approach is to allow at least the identification of key
elements at the regional level. Based on the results of the intersection of these two criteria, a total
of three European countries (i.e., Switzerland, the Netherlands, and the United Kingdom) and one
outside Europe (i.e., New Zealand) of the 18 countries analysed were selected.

The first system examined was the approach to identifying regional critical infrastructure in
Switzerland [14,15], which closely focused on a bottom-up approach. Here, as a basis for the
identification, three types of data were applied [16]: a quantitative approach, a qualitative approach,
and an assessment of the potential to cause damage. On the other hand, the approach in the Netherlands
was first based on political decisions [17,18] and only later focused more on the scientific approach [19].
This is a combination of the bottom-up and top-down approach, i.e., top-level requirements combined
with local-level requirements. The United Kingdom has the third relevant approach to identifying
regional critical infrastructure. This is a very traditional “top-down” approach based on the close
cooperation of the public and private sectors [20–22]. Its peculiar feature is the possibility of identifying
so-called “Infrastructure Assets” [23–25]. These are specific objects or elements (security networks,
elements of cultural heritage, etc.).

The most recently analysed system is the non-European approach to identifying regional critical
infrastructure in New Zealand. This approach was analysed to compare the established system in
New Zealand with traditional approaches in Europe. This is a bottom-up approach, which, as the only
one of the analysed approaches, uses the assessment of the object’s significance for the region [26,27].
At the same time, this approach assesses the consequences of the failure of the infrastructure function
on society as well as the economic consequences. The system also allows the inclusion of so-called
“assets” [26], i.e., key elements or elements of cultural heritage, or “infrastructure hotspots” [28],
places which accumulate interest infrastructures or key elements.

As a part of an analysis of approaches to identifying regional critical infrastructure in selected
countries, basic information for developing the proposal has been identified. In general, it has been
found that the level of a comprehensive perception of critical infrastructure protection is higher in

1 Critical Infrastructure Element is in particular understood as the construction, the equipment, the facility or public
infrastructure identified by cross-cutting and sectoral criteria [4].
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these countries than in the Czech Republic. From the point of view of identifying the elements at
the regional level, it was found that Switzerland has an approach based on detailed process analyses
using a set of different criteria [16]. On the other hand, the Netherlands places the primary emphasis
on the so-called vital products and services that make up the core of the infrastructure system2 [29].
Secondary emphasis is then placed on products and services that support this important part of the
system. Element identification in the United Kingdom is based on a traditional top-down approach.
This approach relies on the National Risk Register [23], the outcomes of which are the basis for risk
assessment and the identification of critical infrastructure elements at the regional level. The latest
approach used in New Zealand allows the projection of vital infrastructure priorities into territorial
systems [27] and the direct identification of their key elements.

Considering the facts above, there is currently no uniform approach in the European Union
countries for identifying critical infrastructure elements at the regional level. As a result, most European
Union states lack the system of identifying and subsequently protecting regionally significant elements.
The results of the analysis of selected countries indicate that the analysed approaches provide a suitable
basis for developing a unified approach that would be applicable not only in EU countries. At the
same time, it is important to point out that existing approaches to identifying critical infrastructure
elements at the national level cannot be used at the regional level as they do not allow for the variability
of national criteria and the possibility of regional element analysis. Another reason is the need to
accept sectoral criteria3, which are inappropriate for the regional level as they have been set at the
national level of distinction. The last major obstacle to the use of these approaches for identifying
regional critical infrastructure elements is that they are oriented solely to impact assessment in the
critical infrastructure system and do not take into account the impacts on the population of the region
under assessment.

Based on the above, the paper aims to develop a simple and effective tool for identifying critical
regional infrastructure elements and analysis of suitable techniques and tools that will be the main
methodological apparatus of this proposed tool. Implementing this approach in practice would not
only contribute to improving the continuity of service delivery [30], but it will also strengthen the
preparedness of the authorities responsible for preparing the territory for crisis situations; and improve
the security of the area as a whole. The identification of critical infrastructure components is an
initial step in protecting critical infrastructure. The follow-up steps are the analysis of the resilience of
elements of these infrastructures [13], risk analysis [31,32], and the last step is the implementation of
adequate measures to increase safety [33,34]. The practical application of the proposed approach is
demonstrated at the end of the paper in the form of a case study.

2. Methodology: Techniques and Tools of Infrastructure Analysis at the Regional Level

This part of the paper focuses on the selection of techniques and tools suitable for infrastructure
analysis at the regional level. Attention is particularly paid to such techniques and tools that are publicly
available, user-friendly and well-known (although not too specific) and suitable for analysing the critical
infrastructure system in the context of the regional analysis. Firstly, the issue of identifying regional
critical infrastructure is set into an appropriate framework for critical infrastructure analysis. As a
suitable framework, the classification for critical infrastructure analysis by Ghorbani and Bagheri [35]
appears to be appropriate, as it uses the classification elaborated in Rinaldi et al. [36]. This classification
enables us to carry out the analysis at the necessary width while taking into account the specific
dimensions of the critical infrastructure. This part also states techniques and tools that appear to be

2 In this context, vital elements are perceived as synonymous with critical infrastructure elements.
3 Sectoral criteria mean technical or operational values to determine the critical infrastructure element in the various sectors,

i.e. energy, water, food and agriculture, health, transport, communication and information systems, the financial market and
currency, emergency services and public administration.
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most applicable and suitable in the framework of the analysis of techniques and tools for the design of
a system of regional critical infrastructure elements.

The area of critical infrastructure should be viewed as a complex adaptive system, which can
be aptly described as a ‘socio-technical system’ [37,38]. Various aspects of the legitimacy of such
system categorization can be analysed and described from different perspectives. The classification of
perspectives may prove beneficial and practical in terms of infrastructure analysis. It will certainly be
useful to divide the issue of critical infrastructure into five dimensions [35]: system analysis, behavior
analysis, knowledge discovery, visualization and knowledge sharing. Based on this classification,
a lot of valuable information about the entire system can be obtained. Moreover, this framework
corresponds with the defined characteristics of infrastructure interdependencies according to Rinaldi
et al. [36]. See Figure 1 below for a representation of said critical infrastructure framework.
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The first dimension concerns system analysis. The analysis is required to better understand how
the infrastructure is organized and to identify its basic components. The applied risk analysis models
help determine the types of threats, risks, and vulnerabilities that compromise the proper functioning of
the infrastructure. These may include infrastructure profiling [39] based on the correct understanding
of infrastructure organization; the IRAM model [40] designed to identify, model, assess and control
significant risks threatening the infrastructure system; hybrid system modelling [41] derived from a
mathematical methodology for complex system modelling and simulation, and other useful techniques
and tools (for more details see [35], see other examples specified in [42,43]). This area also includes
Risk Management, which will be addressed separately.

With its focus on behavior analysis, the second dimension can provide a good deal of information
based on action sequence monitoring (simulations). The outcome may then include information on
infrastructure behaviour within itself as well as concerning the whole system. Furthermore, it is possible
to obtain useful information on the functioning of a specific element within the given infrastructure.
Examples of applicable techniques and tools include Monte Carlo Simulation [44], the Scenario Building
set of tools [45] designed to create alternative scenarios, the Cascade tool [46] presenting scenarios
of functioning and interacting components, and the CARVER2 method [47]. Other effective tools
include TRAGIS4 [48], designed exclusively for transportation network simulation, various multi-agent
systems [49] facilitating the general understanding of exceedingly complex systems, and numerous
other techniques and tools. The final representative of this dimension is the Input-Output Model of
Wassilly Leontief, which will also be discussed in a separate section.

Knowledge discovery as part of the third dimension in the aforementioned framework stems
from the fact that human mechanisms may not always be capable of detecting all dependencies
and behavioural patterns [35]. Even though the results of long-term observation may be equally

4 TRAGIS—Transportation Routing Analysis Geographic Information System. For more information visit: https://webtragis.
ornl.gov.
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reliable, the use of simulation tools significantly reduces the time required for such observation.
Knowledge discovery may be further supplemented based on the outcomes of different hypothesis
testing or analytical studies. Of particular interest are the Hypothesis Testing model [50], based on
specific assumptions about the behaviour of structures under certain conditions, and the Bayesian
network model [51], derived from probability theory, where probabilistic relationships are formed
between individual phenomena. Additional effective methods include Exploratory Data Analysis [52],
focused on the systematic identification of hidden dependencies.

Visualisation constitutes a significant component of the framework and, as such, represents the
fourth dimension. While the preceding dimensions offer a range of options, they may not always be
able to reveal all properties, dependencies, and behavioural patterns. They are, above all, monitoring
tools, ensuring that all relevant information has been revealed and no omission has occurred. Therefore,
visualisation facilitates the identification of patterns in order to detect errors in the preceding phases.
One of the advantages of visualisation techniques and tools is that they are readily applicable for
revealing the visual structure of infrastructure and organizing it [53]. Other models worthy of note
include the graph theory [54] and the widely used geographical information systems [55,56].

The last dimension of the presented framework is information sharing. Information sharing
across all dimensions should facilitate the detection and possibly the management of unpredictable
catastrophic scenarios. Information sharing is a prerequisite for the entire risk management system [6]
and is also one of the bases for resilience building [57]. At the same time, it may provide new
opportunities for improving the function of the entire system.

2.1. System Analysis

As part of ‘system analysis’, risk management is covered in general terms here [6,58], although these
processes can also be applied to system analysis (infrastructure) or as a part of the critical infrastructure
protection process [59,60]. The aim of all of the adopted procedures is to provide the data required to
address specific risks and to select suitable solution alternatives. It is also necessary to define the key
parameters of the examined system and to set the scope of applicability and the criteria [61].

General risk management methods are used to identify and assess the degree of risk involved in a
process or event, and normally include three basic stages [62] of risk assessment, i.e., identification,
analysis, and evaluation.

Risks related to critical infrastructure elements or processes can arise from many different
causes or scenarios [63]. In order to properly analyse, assess and consider individual system risks,
they must be allocated to the relevant system components. Correct identification of the source of risk,
impact validation, and selection of the most appropriate strategy are among the key processes.

Risks can be assessed to varying degrees, using one or more techniques (for additional risk
assessment methods see [35,64]). Risk management is a suitable cornerstone for developing a critical
infrastructure identification system. The key steps of the risk management process are the basis that
can be elaborated in more detail with the use of other appropriate tools.

2.2. Behaviour Analysis

The CARVER2 method [47] is considered to be a classic example of simulation models, with typical
outputs including visualisation of potential criminal activity objectives. That is why this method
essentially pertains to ‘behaviour analysis’. For an explanation of input data see Table 1 below.

As this method is primarily employed in the area of physical security, there is a strong link to
the potential disruption of system function by criminal activity. The CARVER2 method is also readily
applicable to critical infrastructure, specifically in the pre-analysis phase, to explore all the elementary
parts of the system.
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Table 1. Explanation of basic areas addressed via the CARVER2 method [47].

Abbreviation CARVER2 Description

C Criticality Degree of element importance for the whole system data
A Accessibility Enabling access to important elements with unwanted exposure
R Recoverability Time and effort required to restore the system functionality
V Vulnerability Level of unwanted exposure derived from negative manifestations
E Effect Extent and severity of unwanted consequences/manifestations in the system

R Recognisability Ability to recognize unwanted important elements in the system
(and its vulnerability)

Based on the general equilibrium theory, the input-output model [65] also belongs to the wide
group of techniques of ‘behavior analysis’. The model is often applied to the input-output analysis,
where the outputs of one economic sector make up the inputs of other sectors, and vice versa. It takes
into account the sequential linkages between economic (infrastructure) system activities and has
primarily been designed for sectors of the economy which can, in a sense, form critical infrastructure
sectors. Specific models that are also widely applied to critical infrastructure can be developed based
on general rules, e.g., [66,67].

The IIOM (Inoperability Input/Output Model) is based on the original model of Wassily Leontief.
Initial sector barrier settings were incorporated into this model [35], which can allow the modelling of
failures such as cascading effects [68] and multiple failures [36]. The dynamic setup of the method
allows for a thorough analysis of the progress of such events. The IIOM is suitable for modelling
dependencies in the following sectors [50]: energy, drinking water supply infrastructures, information
and telecommunication technologies, virtual networks and information systems, the transportation
sector (freeway and road networks in particular). It can also model political and regulatory dependencies.
Based on the above, it is possible to use this model, for example, to assess the effects of a function
failure within the entire functioning system.

2.3. Knowledge Discovery, Visualization and Information Sharing (Network Analysis)

Network analysis is a good example of interconnections between the above-mentioned dimensions
(i.e., Knowledge Discovery, Visualization, and Information Sharing). Mutually interconnected
functioning systems, relationships, and linkages within and without a system—all of these are
viewed as a whole presenting network properties [69]. For the sake of simplicity, networks are viewed
as a set of nodes (elements) and edges (links between nodes). The general rules applicable to networks
are perceived to be equally pertinent to complex systems [70]. Network models designed for the
demonstration of mutual linkages can also be used for local level infrastructures. Numerous approaches
to tackling the vulnerability [71], risks and failure propagation within a network [72,73], as well as the
general issue of network topology [31], have been put forward recently.

However, the current research direction [72,74] stems from the natural sciences and turns to the
basic findings on networks. The set of the following three network properties seems to be key in
determining infrastructure behaviour, as well as in selecting the approach to the system analysis [74]:

(a) Network density,
(b) Network homogeneity vs. network heterogeneity,
(c) Network symmetry.

Accordingly, the analysis should focus on the aforementioned key network properties [69,74].
The individual properties have been explained in more detail below and also illustrated in Figure 2.
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An explanation of individual determinative properties [74] follows below.
Network density effects network behaviour in the event of a failure in the function of one element

(node). A dense network with many linkages (edges) between nodes forms large quantities of node
interconnections. If one node fails, there will be numerous other edges interlinking the remaining
nodes. However, in a low-density network, with few links (edges) between its nodes, the failure of a
single node can lead to the failure of the entire network.

Homogeneity vs. heterogeneity is an indication of whether there is a substantial difference between
the number of nodes and the number of links between them. Homogeneity shows an identical/similar
number of linkages with respect to each node, i.e., the quantities are the same. Conversely, heterogeneity
suggests that the network contains nodes with both high and low numbers of linkages, i.e., there are
substantial differences in the network.

Network symmetry expresses the direction of linkages (edges) between nodes. In a symmetrical
network, the linkages will be mostly bidirectional. Conversely, an asymmetrical network will mostly
consist of unidirectional linkages.

The assessment of the impacts of natural catastrophes on the road network [75] provides a good
example of this type of analysis. Using the findings presented in Barabasi’s book [69], an assessment
was carried out by calculating the vulnerability of the entire network. Concrete proposals include the
adoption of risk mitigation measures to reduce network vulnerability relative to the manifestation of
natural disasters. The above methods can be used to assess the impact of a failure of the function of a
particular element within an infrastructure of a network structure. Other methods that can be used
to analyse the network structure include the critical path method [76]. This mathematical technique
applies a network diagram with certain patterns.

Based on the theoretical analysis of the problem solved, the analysis of approaches in selected
world countries and the analysis of techniques and approaches suitable for infrastructure analysis;
the following section presents a proposal of a progressive system. Its ambition is to develop a unified
approach to identifying regional elements of critical infrastructure in European countries.

The techniques and tools presented above were analysed in three basic areas (dimensions),
system analysis, behaviour analysis, and network analysis. All presented techniques and tools
are currently used for analysis in the critical infrastructure system. For this reason, attention was
particularly paid to the applicability of these techniques and tools in the framework of the identification
of critical elements at the regional level. Based on the results of the analysis, it can be concluded
that for the identification of elements, it is appropriate to use the risk management framework [6,58],
CARVER2 method [47], network analysis [74], critical path method [76] and Inoperability Input/Output
Model [50], which are considered to be the most suitable for elemental analysis. The method of
applying these methods to the proposed system is described in detail in the following section of
the paper.
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3. The Proposed System of Regional Critical Infrastructure Designation

The system of designating regional critical infrastructure elements can be set up in two different
ways. The first approach is based on the system of designating national and European critical
infrastructure elements utilizing a set of cross-cutting and sectoral criteria [4,77]. This involves a
‘top-down’ approach, also known as a ‘conservative’ model [30]. This approach has already been
published and discussed at length by the authors [78]. The second approach to designating regional
critical infrastructure elements is based on the ‘bottom-up’ assessment of elements and allows for the
optional implementation of individual criteria and preferences. Furthermore, it makes it possible to
designate regional critical infrastructure entities directly. The approach is labelled ‘progressive’ and
has yet to be published.

For the above-mentioned reasons, the proposed system for the designation of regional critical
infrastructure entities and elements pursues the bottom-up approach across the whole system [79].
It constitutes an approach reflecting current trends in the application of science-based findings to the
area of critical infrastructure [80,81].

The designation process of the system consists of individual steps which will be explained in
more detail below. Colour coding was used for convenience and to provide a clear overview of
responsibilities for individual steps, the inputs, and outputs of each step and the tools and methods
employed. The applied colour codes can be explained as follows:

• Yellow highlights analytical components, where these components are intended for working
groups composed of experts in the field.

• Brown-green represents the decision-making component of the process, which should be
undertaken exclusively by the relevant authorities.

• Light blue marks information entering the process or individual steps, or additional input
information that may be required for analysis or decision-making purposes.

• Conversely, dark blue represents output information produced by a process or individual steps.
The majority of output information is simultaneously used as input information for subsequent
steps in the process.

• Grey identifies tools recommended for individual steps of the process or tools that may be utilized
for a particular step.

White has been used as a complement only and has no bearing on the specification of responsibility.
It does not affect the performance of individual steps as it only represents a kind of ‘supergroup’ or
‘subgroup’ of the steps described below. For an illustration of the entire process, including the colour
coding, see Figure 3.

The nature and form of the input and output information, as well as of the utilized and
recommended tools and methods, are explained in the process description that follows. The proposed
process is built using a risk management framework [6,58] that enables a sequence of logical steps to
form a system solution for identifying regional critical infrastructure elements. Generally, the process
has been divided into four phases, with each containing one or more steps of the process. The four
phases of the process are equivalent to the basic risk management framework [6], which first includes
“scope and context” (equivalent to “Phase 1”), then “identification” (equivalent to “Phase 2”), “analysis”
(equivalent) “Phase 3”), and last but not least, the “assessment” area (corresponding to “Phase 4”).
Another essential part of the process are ongoing activities (corresponding to “Ongoing Activities”)
complementing the basic risk management framework, and in the areas of “communication and
consultation” and “monitoring and revision”.

The broad representation of participants in the proposed process has been described above
generally as two main groups of participants in the process. The first is the “working group”,
which should include experts from the field of critical infrastructure, system analysts and experts from
the critical infrastructure sectors (e.g., transport, energy, etc.). In addition, owners or infrastructure
managers located in the area under consideration should also be part of this group. The second
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main group is then the “relevant authorities”, which should include representatives of the public
administration related to the territory (e.g., Regional Authority, Security Council and the relevant
Emergency Staff or security forces). The individual steps of the process are always carried out by the
“working group”, “relevant authorities” in a manner corresponding to the colour representation in
Figure 3 (“working group” in yellow, “relevant authorities” in brown-green).
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Other participants in the process may include non-profit organizations and interest groups using
the solved infrastructure. This group of process participants can participate in ongoing process
activities. The representation of the company and its interests are taken into account in the proposed
process through “authority” as representatives of the local-government representing the society on the
basis of their election. Representatives of local-government must comply with the legal requirements
regarding confidentiality. These requirements relate to the security area (classified information, the
disclosure of which could be detrimental to the security of the territory concerned). As the area
of critical infrastructure is related to the security of the area, it is classified information that is not
disclosed to the public. The public can only make its proposals through an elected representative of
the local-government.

3.1. Phase 1: System Description

The initial phase focuses on general aspects of the designation process. While the first step consists
of determining the context and boundaries of the system, the second step deals with the decomposition
of the system thus established.

The determination of basic rules, the context, and boundaries of the system is the first step of the
whole process (see also [6]). The basic parameters of the process must be determined in a way that
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allows the requirements of stakeholders involved in the process to be factored in5 and that does not
prevent the credibility of the outcomes of the designation process from being contested. Furthermore,
it is necessary to determine the parties to be involved in the performance of individual steps of the
process, i.e., analytical and decision-making steps. This is followed by the establishment of system
boundaries, within which the designation process is to take place [82]. The system boundaries may
not always be identical. Basic rules and responsibilities for monitoring and review should be set up
similarly. As it is part of decision-making, this step should be carried out by the responsible authority.

System decomposition involves its separation into infrastructure and society6. Infrastructure
represents the means whereby the basic needs of a society are met. Criticality is thus linked to the
society and relates to restrictions in the supply of services and the dependence thereon [83,84]. For a
graphical representation of the system decomposition, see Figure 4 below.
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The basic system data represent the input information for both of these steps. By contrast, the
output information yielded by the first step will be the established context of the process and the
boundaries of the system. The output of the second step will consist of more detailed information
about the infrastructure, the society and the linkages existing between them (interrelations).

3.2. Phase 2: Element Identification

The general focus and objective of the second phase is the creation of a list of identified
infrastructure elements following specific rules and limitations. These elements are proposed by
stakeholders. Similarly, to the highest level, these are institutions that, within the scope of their
competence, propose individual elements for identification. The regional bodies concerned are those
whose territorial scope corresponds to the region being addressed. These are the following bodies
in particular: the Regional Office of the relevant region, the Regional Fire Department, the Regional
Directorate of the Police of the Czech Republic, the Regional Health Emergency Service, the Regional
Hygiene Station of the respective region, the Regional Veterinary Administration for the respective
region, the regional office of the Czech Labor Office, and other institutions with competence in the
respective region.

5 These are interested parties entitled to comment on issues concerning community-wide security (see [57]) and may
include various public institutions, law-enforcement agencies, called-in experts, relevant owners or operators, non-profit
organizations and amateur groups.

6 There are linkages between infrastructure and society. Simply put, commodities supplied to the society by the infrastructure
flow in one direction, while infrastructure requirements flow in another direction [83]. Only the first direction has been
shown here for illustrative purposes.
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The preliminary analysis aims to examine all elementary system components (or elements)
following specific rules. The input information consists of more detailed data on the infrastructure,
the society and the linkages existing between them (interrelations). One of the tools suitable for the
performance of a preliminary analysis is the CARVER2 method [47], which follows specific rules.
An additional objective of this step is to identify the basic needs of the population (or society) on the
understanding that these needs may vary from case to case [85,86]). Based on the completed analysis,
the output of this step should include a summary list of infrastructure elements and a list of identified
needs of the population concerned.

The acceptance of restrictions for detailed analysis is another step involving decision-making
(at a political level). Specific restrictions can be adopted based on the established context and boundaries
of the system. The purpose of introducing restrictions is to make further specifications to facilitate the
subsequent analysis. The input information consists of a summary list of infrastructure elements and
the list of identified needs of the population. The potential loss of function of some parts of the system,
their degree of substitutability and their recovery potential should all be taken into account when
deciding whether or not to adopt any restrictions. Subsequently, the lists of infrastructure elements
and population needs should be reasonably reduced following the adopted restrictions. For example,
a political decision to introduce restrictions on the amount of provided services could stem from
the basic idea that society can function even without them [87,88]. Therefore, the output produced
by this step should be a list of population needs that will be addressed and prioritized as required
(existential needs should, however, invariably be given precedence—see [88,89]). Another output
should be a list of identified infrastructure elements (i.e., elements selected for an in-depth analysis)
reflecting the established restrictions.

3.3. Phase 3: Element Analysis

The third phase focuses on the analysis of infrastructure elements according to the set rules
(see the preceding phases) using a predefined set of criteria. Its objective is to compile a list of analysed
elements which is to be used as the basis for the subsequent decision-making process.

Criteria application consistent with the predefined set is based primarily on system decomposition
philosophy. The criteria are then divided into quantitative and qualitative criteria, as shown in
Figure 5, below.

Systems 2020, 8, x FOR PEER REVIEW 11 of 24 

 

services could stem from the basic idea that society can function even without them [87,88]. Therefore, 
the output produced by this step should be a list of population needs that will be addressed and 
prioritized as required (existential needs should, however, invariably be given precedence—see 
[88,89]). Another output should be a list of identified infrastructure elements (i.e., elements selected 
for an in-depth analysis) reflecting the established restrictions. 

3.3. Phase 3: Element Analysis 

The third phase focuses on the analysis of infrastructure elements according to the set rules (see 
the preceding phases) using a predefined set of criteria. Its objective is to compile a list of analysed 
elements which is to be used as the basis for the subsequent decision-making process. 

Criteria application consistent with the predefined set is based primarily on system 
decomposition philosophy. The criteria are then divided into quantitative and qualitative criteria, as 
shown in Figure 5, below. 

Society

Infrastructure

Qualitative criteria Quantitative criteria
 

Figure 5. Decomposed system relationship with quantitative and qualitative criteria. 

The quantitative criterion is directly linked to the impact of service failure on the population. 
Conversely, the qualitative criterion is derived from the effect of an infrastructure element failure on 
the entire functional unit (sector/system). 

The impact assessment for element function failure involves the application of the qualitative 
component of the criteria. It first assesses the impact the failure of an element has on the relevant 
sector and then on the entire functional unit (i.e., the system as a whole). The impact of the failure of 
an element can be expressed qualitatively as follows: 

• Consequences without a negative impact—flawless redirection of the load to another part of  
the system. 

• Threshold loading—the system may be loaded to the near-breaking point due to the redirection. 
• Overloading—the redirection may cause the remaining parts of the system to overload. 

Even though the presented qualitative expression may seem rather general, it allows for an 
effective assessment of the impact by clearly defining the effects the element failure exerts. The input 
information necessary to assess the impact of a failure of a particular element should include a list of 
the population needs to be addressed, a list of identified infrastructure elements and information 
concerning the infrastructure, the society and the linkages existing between them (interrelations). For 
this purpose, the network analysis method [74] or the critical path method [76] should be used. The 
interdependencies between critical infrastructure sectors and their impact on society must also be 
taken into account in the context of assessing the impact of a function failure on an element [36]. For 
this purpose, it is appropriate to use the Inoperability Input/Output Model [50]. 

Figure 5. Decomposed system relationship with quantitative and qualitative criteria.

The quantitative criterion is directly linked to the impact of service failure on the population.
Conversely, the qualitative criterion is derived from the effect of an infrastructure element failure on
the entire functional unit (sector/system).
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The impact assessment for element function failure involves the application of the qualitative
component of the criteria. It first assesses the impact the failure of an element has on the relevant
sector and then on the entire functional unit (i.e., the system as a whole). The impact of the failure of
an element can be expressed qualitatively as follows:

• Consequences without a negative impact—flawless redirection of the load to another part of
the system.

• Threshold loading—the system may be loaded to the near-breaking point due to the redirection.
• Overloading—the redirection may cause the remaining parts of the system to overload.

Even though the presented qualitative expression may seem rather general, it allows for an
effective assessment of the impact by clearly defining the effects the element failure exerts. The input
information necessary to assess the impact of a failure of a particular element should include a list
of the population needs to be addressed, a list of identified infrastructure elements and information
concerning the infrastructure, the society and the linkages existing between them (interrelations).
For this purpose, the network analysis method [74] or the critical path method [76] should be used.
The interdependencies between critical infrastructure sectors and their impact on society must also
be taken into account in the context of assessing the impact of a function failure on an element [36].
For this purpose, it is appropriate to use the Inoperability Input/Output Model [50].

The expression of population equivalent ‘PE’ is used to define the impact a function failure has
on the population. It is a quantitative expression of the size of the population that depends on the
services provided by a particular element (infrastructure) and which would be adversely affected by the
failure thereof. The input data are identical to the data processed in the preceding phase. Most of the
information required to perform the quantification should be available by now if the above-mentioned
tools are utilized. More detailed information about the infrastructure concerned will also make it
possible to quantify the effects of failures in the function of infrastructure elements.

The decision on the threshold limit of PE is another step that should be carried out by the
responsible authority and consists of defining an appropriate limit value for the number of people
affected by a service failure. If the number of people affected by a service failure is shown to be
higher than the established limit, the relevant element will be prioritized in the subsequent steps.
Specific threshold limits may be set for each sector or service separately. The dynamic value of
cross-cutting criteria based on the ‘conservative’ approach can be used as an example of input
information applied to set the threshold limit (see [30]).

The output yielded by the third phase should be a list of analysed infrastructure elements. This list
will essentially contain an enumeration of elements with allocated values based on both qualitative
and quantitative criteria. A list such as this should provide a clear picture of the consequences that
a failure in the function of a particular element can result in concerning the infrastructure and the
population. Moreover, applying the interdependencies between the society and the infrastructure in
combination with the proposed tools will make it possible to assess the impact on the whole system
(infrastructure and society).

The application of the set of quantitative and qualitative criteria can also be seen as an application
of one of the principles arising from the Council Directive [4], which focuses on the utilisation of
cross-cutting and sectoral criteria. The quantitative part of the criteria, expressing the population
equivalent, can be regarded as a cross-cutting criterion. Conversely, the qualitative part of the criteria,
which consists of assessing the impact of the failure of an infrastructure element both on a particular
sector and on the functional unit as a whole, can be treated as a sectoral criterion.

3.4. Phase 4: Element Evaluation

The final phase of the process is aimed at evaluating the elements identified and analysed in the
preceding phase. Subsequently, a list of these elements can be designated as regional infrastructure.
Since both steps of the fourth phase follow on from each other, they can be performed collectively.
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Infrastructure element classification into specific groups is the responsibility of the relevant
authorities. The input data consist of the list of analysed infrastructure elements, from which the
impacts of element failure can be directly derived. The classification may include several groups;
numerous professional publications can be consulted for inspiration (e.g., [90]). However, some
basic rules must be established to ensure that individual elements are assigned to the appropriate
category of the regional infrastructure. These rules should be clearly defined by the relevant authorities.
The following scale is based on element classification into four groups, which seems to be quite adequate:

• The special level is represented by elements whose non-inclusion in higher-level critical infrastructure
might be considered unacceptable. This may involve, for example, the failure in the function of an
element with far-reaching implications for the entire region, while at the same time impacting
on critical infrastructure at higher levels. Even though the probability of infrastructure failure
at higher levels is generally low, it cannot be ruled out (see the Blackout in the United States
and Canada: [91]). Furthermore, an element may, for example, meet the criteria for inclusion in
higher-level critical infrastructure. Such elements should be re-examined and assigned to the
proper level of critical infrastructure.

• Regional critical infrastructure comprises the second group of elements which are essential (critical)
to the smooth functioning of the region. These are elements of ‘vital’ importance (for an equivalent
thereof see [18]), forming the core of the relevant regional infrastructure. The impact of a failure in
the services provided by such elements may be noticeable, but without any negative implications
for the higher-level critical infrastructure. Concerning critical infrastructure and its protection,
such elements should be given top (level 1) priority in terms of their protection within the region.
This may include elements whose failure would be assessed as likely to result in the ‘overload’
of the infrastructure, in whole or in part (see the qualitative expression regarding the Impact
assessment for element function failure above), with the impact on the number of people exceeding
the set PE threshold limit, and elements providing services that are essential to the population
(see [87,88]).

• Regional key infrastructure constitutes the third group of elements, which may include structures
likely to compromise the functioning of the regional critical infrastructure under a specific set of
circumstances. These are regional elements of ‘non-vital’ importance (for an equivalent see [18]),
complementing the infrastructure function (see [19]). In terms of their protection, these elements
will be given a priority lower (level 2) than ‘regional critical infrastructure’ elements. They may
include elements whose failure would be assessed as likely to lead to the ‘threshold loading’ of the
infrastructure, in whole or in part (see the qualitative expression regarding the Impact assessment
for element function failure above), with the impact on the number of people exceeding the set PE
threshold limit, and elements providing services that are essential to the population (see [87,88]).

• Unclassified elements represent a group composed of elements whose failure would lead to
‘consequences without a negative impact’ on either the infrastructure or the society.

However, the elements should be classified in a way that considers all associated issues and
factors in element interdependencies as well as all dependencies existing between the infrastructure
and the society [92]. The proposed classification scale can be adjusted to fit the requirements of the
relevant authorities. The output produced by this step should be a list of classified (rated/evaluated)
elements divided into the suggested categories. The list is only a proposal. The list of elements may be
expanded or narrowed down based on stakeholder preferences as part of the final step of the process.

Infrastructure element designation is the final step of the presented process, wherein a final
decision is made. The input data consist of the list of classified (evaluated) elements and individual
stakeholder preferences. The elements proposed as part of the classification scale should be the
subjects of a final discussion. The preference issue should be one of the key points on the agenda
of this discussion, the outcome of which should be a consensus among the relevant authorities and
stakeholders. Besides, the stakeholders may also find some elements to be essential for the functioning
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of the region as a whole. Based on the consensus, the list of classified elements may be further
supplemented following the above-mentioned stakeholder preferences.

The issue of the prioritisation of measures for regional infrastructure element protection could
be resolved by including the relevant elements in the level 1 group. This level may be designated to
indicate a direct dependency (see also [18]) between the failure of the element and the failure in the
availability of a particular service within the region. Conversely, the classification of structures in the
level 2 group may be understood to indicate an indirect dependency (see also [18]). The inclusion
of structures in the ‘unclassified’ group means that under current conditions set for the designation
of ‘regional critical infrastructure’ and ‘regional key infrastructure’, there are elements within the
region that need to be protected primarily (and secondarily). However, the subsequent designation of
elements included in this group also cannot be ruled out, depending on stakeholder preferences.

Preferences can be implemented, for example, by directly designating specific regional structures
regarded by the relevant authority as highly important (or even ‘critical’) for maintaining the
functionality of a region. Foreign experience shows (e.g., [26]) that this approach is consistently
effective and is even applied to directly designating some structures or their owners (entities).
Structures of high cultural importance (similar to ‘Assets’ specified in [26]) could also be included
here. The proposed process could then be used directly to designate elements to the ‘regional critical
infrastructure’ category or the ‘regional key infrastructure’ category. In terms of logic, direct inclusion
of some elements in the ‘special category’ and the ‘unclassified elements’ category is not possible.

The relevant authorities should resolve to designate ‘regional critical infrastructure’ and ‘regional
key infrastructure’. The output produced by this step (and the entire process) will be a list of elements
and entities included in the two aforementioned infrastructure groups.

3.5. Ongoing Activities

This part of the process is focused on ongoing activities that are carried out during the previous
phases. These are activities with a high emphasis on maintaining the quality of the whole process and the
quality of its outputs. The two ongoing activities below can be performed independently of each other.

Feedback: review and monitoringconstitute a fully-fledged component of the process (see [6]).
Individual steps of the process can be affected retrospectively by feedback [93]. Feedback can have a
positive effect in that it can be applied to enhancing the process by validating individual steps and their
results, or process results. Conversely, negative feedback can counteract any irregularity (deviation) and
help in the suppression thereof. The process as a whole is bound to benefit from both types of feedback.

Monitoring would be best performed for each step of the process following set rules. At the
same time, an emphasis should be placed on the continuity and effectiveness of the entire process by
duly correcting any irregularities. Delays in the indicators of feedback effectiveness should be viewed
similarly. Feedback as part of a dynamic process may lead to some delays in the manifestation of the
required changes across the process [93]. Monitoring and review should focus on the function and
completeness of the presented approaches, i.e., to ensure that all elements deemed vital to maintaining
infrastructure functions have been analysed [18]. For this purpose, it is advisable to put in place some
sort of metrics to help evaluate individual components of the system approach. Periodic inspections
and reviews of the process are crucial to maintaining the quality of the process and, as such, should be
performed at regular intervals. As part of this phase [6], the whole process should be analysed to
ensure its efficiency and its potential improvement by the implementation of new approaches.

Stakeholder communication and consultation is the cornerstone of the whole process.
Good communication should be maintained throughout the process [6] and should include effective
consultations aimed at enhancing the quality of the process itself. Care should be taken to ensure that all
parties involved in the process fully understand any decisions made by the relevant authorities, and also
that the authorities understand the reasons for, and the outputs of, any analytical work performed.
Moreover, clear communication also facilitates the implementation of stakeholder preferences, both in
the designation phase and throughout the entire process. As stakeholders show a general tendency to
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view the issue primarily from their perspective, all steps of the process must be fully discussed and
properly communicated. Stakeholder opinions may greatly affect the decision-making of the authorities.

Awareness of the importance of communication leading to the subsequent adoption of views held
by different groups of stakeholders, as well as their direct involvement in the process, can be seen as a
form of governance7 across the process (and constitutes the application of the UNISDR [57]). In this
way, communication is instrumental in building trust between partners (stakeholders) and, in general,
to enhance the process and its outcomes.

The practical application of the proposed progressive approach to identifying critical infrastructure
elements must also respect some of its limitations. The main limitation is the so-called territorial
limitation, on the vertical level, i.e., the definition of the region. For this reason, the most appropriate
solution is to regard the region as a regionally defined territorial area falling within the competence
of local government. In the Czech Republic, these are mainly larger territorial units under the
administration of regional authorities and smaller municipalities under municipal administration.
Other important limitations include, for example, the necessary knowledge of techniques and tools for
infrastructure analysis at the regional level or the need for coordinated cooperation among stakeholders.

Accepting restrictions for detailed analysis is a step whose content must be approved by stakeholders.
However, the final decision depends on the responsible public institution or the responsible authority of
the owner or operator of the critical infrastructure element (or their mutual consensus).

4. Case Study

An example of the practical application of the proposed system for identifying regional critical
infrastructure elements is demonstrated by a case study that focuses on road infrastructure as a part of
the technical infrastructure in the Pardubice Region (NUTS—CZ053), which represents the societal
system. The territorial limitation of the assessed region is defined by the borders of the administrative
district of the Pardubice Region. The map of the area under consideration is presented in Figure 6.
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In order to verify the proposed procedure in reality, a stakeholder team was set up containing
representatives of:

1. Regional Authority of the Pardubice Region.
2. Regional Security Council of the Pardubice Region.
3. Regional Directorate of the Police (for the Pardubice Region).
4. Road Administration and Maintenance Director of the Pardubice Region.
5. Road transport expert/system analyst.
6. Critical infrastructure expert.
7. Association of Road Transport Operators.

For the purpose of carrying out the case study, Category 1-3 members represent the “relevant
authorities”, Category 4-6 members represent “working group”, and Category 7 members represent
other process participants (interest groups).

4.1. Phase 1: System Description

The assessed critical infrastructure sector is the road transport sector. The input data for this
infrastructure consists of a type of road, a unique identifier (road section number), traffic intensity and
interest information [96]. Based on the consensus of stakeholders, the assessment was limited to roads
that allow interconnection of the region (i.e., motorways, 1st class roads, 2nd class roads, 3rd class
roads)—local roads were not assessed. Concerning the accepted limitation, 500 sections of roads and
691 structures of interest (i.e., bridges, tunnels, intersections, etc.) were subjected to further assessment.
This case study is based on the results of the National Transport Census [97], uniform vector transport
maps [98] and available background data for GIS [94,95].

4.2. Phase 2: Element Identification

The preliminary analysis is aimed at identifying the needs of the population and compiling a
comprehensive list of infrastructure elements.

In terms of applications carried out a sector with relationships being solved (road infrastructure)
was supported and following the basic needs of the population [88]: (a) biological physical needs
(relationship in particular to the food supply, pharmaceuticals, health); (b) the need for safety and
security (mainly related to security services, electricity supply).

The basis for compiling a comprehensive list of infrastructure elements is the implementation of
the Transport Census Results [97]. In this case, the traffic census replaces the preliminary analysis,
which is to identify the individual sections of the road network. The assignment of certain values
to these sections was performed via the CARVER2 method [47]. In this way, a total of 539 assessed
sections and a total of 1055 buildings of interest within the Pardubice Region were identified. Due to
the scope of the underlying data, this data are not part of this article (detailed information can be found
in [97]).

The acceptance of restrictions for the detailed analysis is conducted by the responsible public
institution (i.e., the Regional Authority of the Pardubice Region) or the responsible authority of the
owner or operator (i.e., the Regional Authority of the Pardubice Region and the Road and Motorway
Directorate of the Czech Republic). In this case, it was the consensus of both authorities. On that basis,
the following restriction was adopted: For a detailed analysis, only roads allowing connection within
the Pardubice region will be considered. Such roads cannot include local roads. Moreover, these are
roads that are managed by the municipality, not by the regions. Based on this, the previous list of
identified infrastructure elements was reduced to 500 assessed sections and 691 interest structures
within the Pardubice Region.
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4.3. Phase 3: Element Analysis

For the purpose of analysis, a modified critical pathway method [76] and elementary network
analysis [74] were applied. Based on the application of the modified critical path method, it was possible
to present the intersection of roads as nodes and sections of roads as connectors. The implementation of
this application should be supplemented by basic knowledge of networks, specifically the assessment
of the density and heterogeneity of the network. The following facts can be stated here:

• The solved infrastructure of the road network is rather sparse [74], in terms of density of the
network of motorways and 1st class roads. Some nodes usually have only one connection,
and some nodes form larger irreplaceable centres (nodes with multiple connections).

• The solved infrastructure of the road network is very dense in terms of density of the 2nd class
road network [74], i.e., there are several possible connection variants between the nodes.

• The solved infrastructure of the road network in terms of the density of the 3rd class road network
forms a discontinuous network and the parts of the network consist of small island (isolated)
systems [69,72]. This is, however, logical, since 3rd class roads are complementary to 2nd and 1st
class roads. Subsequent network analysis of 3rd class island class systems will always have the
same result [72,74].

Applying the critical pathway method [76], places of high importance can be identified in the
networks of different types of roads, such as a crossing of the roads of a particular class or the nodes
mentioned. The list of identified elements has been supplemented by their importance in the system
and one of the following options was always selected:

• Impact of the element’s function failure on the entire system of the road network in the region
concerned. There is no alternative route on the same type of road in the region.

• Impact of failure of the element function on a part of the system (i.e., a limit load of a part of the
region) in the region concerned. For a solution, there is an alternative route on the same type
of road.

• No negative effects of a failure of the system or its part in the region being solved.

An extract from the entire list of identified elements for interest buildings is presented in Table 2.

Table 2. Summary of the network analysis results for nodes/interest buildings.

Type of Road Impact on the Entire
System

Impact on a Part of a
System

No Negative
Impact

Motorway 3/12 0 0
1st class road 3/24 6/155 2/29
2nd class road 0 18/101 15/177
3rd class road 0 0/64 323/127

The methodology developed by the National Cooperative Highway Research Program [99] may
also be used to identify elements of critical transport infrastructure. This approach is based on assessing
the consequences of critical infrastructure protection in the context of threat variability and probability.

The population equivalent EP is expressed as the number of people who will not be able to use
the relevant section of road primarily. Secondarily, the consequences for other parts of the population
can also be deduced, for example, the loss of supply with a consequent impact on the population.
However, in this case study, attention was only given to the primary consequences. The population
equivalent can be determined based on the average occupancy of cars and trucks [100] and the number
of vehicles passing through the 24-h section [97]. The recalculated number of inhabitants thus obtained
is always related to a certain section of road. E.g., the busiest section of the motorway in the Pardubice
Region reached in 2016 the value of population equivalent at 32,021 persons in 24 h.
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The decision on the level of population equivalent limit was made by the responsible authority
(i.e., the Regional Authority of the Pardubice Region), which decided to use the recalculated dynamic
value of the affected population (proposed by authors in [30]). This value was set at the level of 6112
inhabitants of the Pardubice Region for the year 2016.

4.4. Phase 4: Element Evaluation

Since there are only some sections of the motorway in the region, the failure of these sections will
always have an impact on the regional motorway system not only in the Pardubice region but also in
adjacent regions. In terms of 1st class roads, these are only selected sections. The impact on the entire
system is related to the structures of interest on selected sections of roads I/35 and I/43. The structures
of interest on the road sections, which form connections with the nearest node in the region up to the
border of the Pardubice Region will have an impact on the part of the system. On the other hand,
there is no negative impact on the structures of interest on the sections between the nodes for which
there are one or more alternative routes.

Similar patterns can be observed with structures of interest in the 2nd class road system,
specifically with the impact of the failure of the function of a structure on a part of the system, without
a negative impact on the system. No structure of interest on 2nd class roads will affect the entire system
when it is disturbed. As already mentioned, 3rd class roads will in some cases function as an island
system. Therefore, the damage to the interest buildings on the 3rd class road sections in the Pardubice
Region may only have a partial effect or no negative impact on the 3rd class road system.

The input data for assessment of the social part of the system are mainly formed by the number
of inhabitants in the municipalities, as with the increasing number of inhabitants there are growing
demands for maintaining the functionality of the service supply to the population. The expression
of the population equivalent was based on the results of the National Transport Census in 2016 [91].
This document indicates that the maximum equivalent number of inhabitants is reached by some
sections of 1st class roads (more than motorways). The list containing the recalculated dynamic
values of the affected population served as a basis for identifying the elements of the infrastructure.
To protect information on potential critical infrastructure, only the general conclusions of the proposed
classification can be presented:

• Special level comprises the elements that disable the road infrastructure for levels higher than
the regional units (i.e., national level), namely motorway sections and one nationally significant
building (tunnel) in the territory of the Pardubice Region. For this reason, these elements
also have a significant impact on the elements of adjacent regions. The reason for this may
be the fact that the motorway serves mainly for transit traffic between states and their parts.
Similarly, the mentioned tunnel forms a significant obstacle to the national transit route. Routes
alternative to the tunnel route are unable to provide adequate throughput for the transport capacity.
A graphical representation of the special level elements in the evaluated region is presented in
Figure 7. The elements of the other levels are not included in the figure due to the large amount.

• Regional critical infrastructure consists of elements that are non-replaceable for securing the
equivalent transport capacity in the region. These are roads, which, if not in use, would make
the regional transport impossible. Similarly, there are structures of interest whose rehabilitation
would be very difficult. In particular, it can be a single tunnel and bridges typically located on the
busiest routes and also on busy routes of larger towns in the region. It may also be the busiest
crossing of the 1st class roads.

• Regional key infrastructure, on the other hand, is a group of elements that can be crucial to
maintaining the road infrastructure function. Here, in particular, the requirements for alternative
routes have been taken into account. Some sections may be exposed to a limit load and may
collapse the entire infrastructure or system. These can, for example, be some elements with a
partial impact on the system under consideration.
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• Unclassified elements form an important part of all the infrastructure elements. It cannot be stated
that their non-inclusion reduces their importance within the system under consideration.
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The element classification was conducted through holistic thinking when the importance of the
element for the whole infrastructure and the system of society was considered. The preferences of
stakeholders were also included in the identification process. Particularly, these were the comments of
experts in the field of road transport, who specified the behaviour of the road transport system.

4.5. Ongoing Activities

Ongoing implementation of monitoring and revision activities was carried out for each phase.
The reason for this was the practical prevention of errors or irregularities being introduced into the
subsequent stages of the case study process. To this end, a “Monitoring Group” has been established,
comprising one representative of each stakeholder in any way involved in the process (representatives
from all categories 1–7). The “Monitoring Group” carried out a careful review each time the relevant
phase was completed and also monitored the relevance of the input data to each step. The “Monitoring
Group” then gave feedback on the conclusions of the monitoring and revision—always to those groups
that were scheduled to take steps within the relevant phase.

The “Monitoring Group” also reviewed the implementation of the communication and consultations
across the research team. Communication and consultation were carried out to the extent necessary to
verify the feasibility of the proposed process. One of the recommendations of the “Monitoring Group”
was to re-familiarize with the results of Phase 1, including “Scope and Context”. The recommendation
was addressed to “responsible authorities”, which tended to slightly adjust the results to the needs of
“responsible authorities”.
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5. Conclusions

The proposed system of regional critical infrastructure designation, as presented in this article,
has stemmed from the necessity to come up with a systemic approach applicable to different countries
at the regional level. Greater safety of regional elements is essential to ensuring the overall security
of the critical infrastructure system. The presented progressive approach is based on the ‘bottom-up’
evaluation of elements and allows for the optional implementation of individual criteria and preferences.
Furthermore, it makes it possible to designate regional critical infrastructure entities directly. Thanks to
its characteristics, it can be applied to both public institutions and the private sector at the regional
level. The progressive element designation process has been designed as a model presenting a basic
philosophy, leaving room for further elaboration. The novelty of this approach can be particularly seen
in identifying regional critical infrastructure elements through an integral assessment of these elements’
failure impact, not only on the dependent subsectors, but also on the population (population equivalent)
located in the assessed region.

The proposed system presents a possible managerial approach to the identification of critical
infrastructure elements at the regional level. In this context, the system is intended primarily for crisis
managers of local authorities. In the event of a crisis situation, it may also be an appropriate support
tool for the work of the region’s Security Council and the relevant Emergency Staff. Implementing this
approach in practice would contribute not only to improving the continuity of service delivery of the
company, but also to strengthening the preparedness of the authorities responsible for preparing the
area for crises and increasing the security of the area as a whole.

From the perspective of the public sector, the primary reason for applying the presented approach
to regional critical infrastructure designation is its ability to ensure the required level of regional
security. Concerning the private sector, it addresses the issue of maintaining the continuity of activities
that secondarily contribute to profit maximization. Finally, it can be concluded that a common
understanding of the significance of the issue concerned is the social responsibility of both the public
and private sectors, and is in their interests, for maintaining the function of individual regions.
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