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Abstract: This paper presents a top-down methodology for designing battery-less systems for
the Internet-of-Things (IoT). We start by extracting features from a target IoT application and the
environment in which it will be deployed. We then present strategies to translate these features
into design choices that optimize the system and improve its reliability. We look into how to use
these features to build the digital sub-system by determining the blocks to implement, the digital
architecture, the clock rate of the system, the memory capacity, and the low power states. We also
review how these features impact the choice of energy harvesting power management units.

Keywords: Internet-of-Things; battery-less; self-powered; ultra-low power; systems-on-chip;
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1. Introduction

In recent years, a large number of devices have been introduced as part of the Internet-of-Things
(IoT) to sense new data, analyze it, and provide new insights. These devices target applications
such as industrial/asset monitoring, health monitoring, environmental monitoring and many others.
Each category of devices operates under different conditions and has differing constraints. For example,
a wearable heart rate monitor must sample electrocardiogram (ECG) signals at a rate of 50 Hz or
more [1,2], must have a small form factor to remain unobtrusive, and must have a long lifetime to
enable continuous monitoring. A room temperature monitor, on the other hand, can have a much
more relaxed sampling rate (once per second or less would be enough to detect changes) and form
factor but would benefit from a long lifetime to reduce maintenance costs. These varying requirements
and constraints make the design of systems-on-chips (SoCs) for the IoT a challenge. While many
IoT systems are available in the literature [1–6], they often only offer point solutions for a single
(or a class of) sensing application(s) without presenting the process followed to arrive at the different
design decisions implemented, thus making it difficult for future designers to generalize their solution
to other applications. To the authors’ best knowledge, a methodology that uses an application’s
constraints to inform low-level circuit design decisions has not been presented yet. In this paper, we
describe the classification of different IoT applications based on their features. Then, we show how to
use these high-level features to inform design decisions when building an IoT SoC.

A common concern between many IoT devices is the need for a long lifetime. To improve the
lifetime of IoT devices, SoC designers aim to both reduce the power consumption of their circuits
and to harvest the required energy from the environment onto a storage element. Storage elements
include batteries or super-capacitors. Batteries provide a higher storage capacity than super-capacitors,
but their lifetime is limited by the number of charging cycles. While they are still the dominant
energy storage element in commercial devices, the use of battery-less, self-powered systems using
super-capacitors [4–7] is gaining momentum. Such systems can offer a unique advantage in terms of
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lifetime and power but must offer reliability, especially under poor harvesting conditions. To improve
the reliability of such systems, their power budget must be constrained based on the environment in
which they are deployed. The wearable heart rate monitor, from the previous example, can harvest
energy from the body’s heat as well as from the surrounding light whereas the room temperature
monitor relies on the surrounding light only. Thus, the design choices for the energy harvesting power
management unit will change based on the high-level features of the IoT application. The available
energy for each monitor will also vary based on the time of day/year, which also impacts the design of
the SoC. In the proposed methodology, we address how environmental conditions impact the choice
of energy harvesting units and power state management.

This paper presents the first top-down methodology for designing reliable battery-less SoCs for
the IoT by using the application’s features to tightly integrate components targeting that application.
We start by giving an overview of the methodology. Then, we look at different IoT sensing applications
and extract the main features that affect the design of the SoC. Next, we look at the different
environments where the sensors will be deployed and extract the features of these environments.
Then, we present a new approach to translate these features into architectural design decisions for the
digital and energy harvesting power management sub-systems. Finally, we conclude with a summary
of the proposed methodology.

2. Overview

Figure 1 shows the proposed top-down methodology used to design battery-less SoCs.
The procedure starts by determining the target IoT sensing application. From the application, the
required sensing interfaces, the required sensing rate, and the required sampling scheme are extracted.
The sensing interface could be a dedicated analog front end (AFE) with an analog-to-digital converter
(ADC) or a digital serial interface—such as SPI or I2C. We define the sensing rate as the rate at which
the signal should be sampled to retain information relevant to the application. The sampling scheme
determines how often data should be sampled for a target application. We define two sampling
schemes: event-driven or continuous. Section 3 gives a few examples of IoT sensing applications and
determines their features.

Next, the environmental conditions in which the system will be deployed are examined to
determine the viable harvesting options. Harvesting sources include light, temperature gradient, and
vibration. After choosing the harvesting source(s), an analysis of the available energy from these
sources throughout the day is needed to help identify the optimal harvesting unit and power budget
for the system. Section 4 looks into harvesting sources and presents studies related to the available
energy in a wearable health monitoring example [8,9].

The last step is to gather the extracted features from the application and environment and translate
them into design decisions for the system. Section 5 elaborates on the design decisions of the SoC.
We start by determining the building blocks of the system, and then we look into the constraints
on the system clock frequency and memory requirements. Finally, we look into choosing an energy
harvesting unit and low power states to make sure the system operates reliably.
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b. Or is it enough to sample the data based on user request or after fixed periods of time? 

In this section, we investigate the three different types of IoT applications that have become 
increasingly popular in recent years: health monitoring, industrial/asset monitoring, and 
environmental monitoring. In each of these applications, we extract three features: the sensing 
interface (analog/digital), the sensing rate, and the sampling scheme. 
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Health monitoring IoT devices have the opportunity to improve health care and reduce its cost. 
These devices measure heart rate, skin temperature, blood oxygen saturation, motion/activity, and 
other signals. Table 1 summarizes the different features of a few of these applications. Heart rate and 
blood oxygen are usually sensed through dedicated analog interfaces, while commercial sensors with 
digital interfaces are used to sense temperature and motion. 

To detect heart rate variability parameters, the ECG signal is usually sampled at a rate between 
50–500 Hz. Depending on the target market for such a heart rate monitor, different sampling schemes 
could be used. If the target market is high risk patients, continuous monitoring of the heart rate might 
be needed. For the regular consumer market, the monitor could be triggered by a user request. Recent 
blood oxygen monitors use a technique called photo-plethysmography (PPG). PPG signals are 
sampled at a rate between 30~700 Hz [10]. When used to detect glucose levels, this sampling scheme 
could be event-driven through a 15–30 min timer or by user request. 

Commercial accelerometers such as the low power Analog Devices, ADXL345, are sometimes 
used to detect motion and activity. Such devices rely on digital serial interfaces—such as SPI and 
I2C—to transmit data to a microcontroller for further processing. For activity detection, a sampling 
rate of 100 Hz can be used [11]. Since continuous monitoring is required to detect activity, the 
ADXL345 implements event pins that are triggered by different activity thresholds. These event pins 
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3. IoT Sensing Applications

Developing a reliable and energy-efficient SoC starts by determining its target applications.
Once the application is chosen, the designer must find the answers to the following questions:

1. What data must be sensed?
a. Is a commercial sensor available to sense the data?
b. Or should the sensing interface be developed?

2. How fast must the data be sensed in order to not lose important information?
3. How often must the data be sampled?

a. Should the data be continuously sampled to not lose information?
b. Or is it enough to sample the data based on user request or after fixed periods of time?

In this section, we investigate the three different types of IoT applications that have
become increasingly popular in recent years: health monitoring, industrial/asset monitoring, and
environmental monitoring. In each of these applications, we extract three features: the sensing interface
(analog/digital), the sensing rate, and the sampling scheme.

3.1. Health Montioring

Health monitoring IoT devices have the opportunity to improve health care and reduce its cost.
These devices measure heart rate, skin temperature, blood oxygen saturation, motion/activity, and
other signals. Table 1 summarizes the different features of a few of these applications. Heart rate and
blood oxygen are usually sensed through dedicated analog interfaces, while commercial sensors with
digital interfaces are used to sense temperature and motion.

To detect heart rate variability parameters, the ECG signal is usually sampled at a rate between
50–500 Hz. Depending on the target market for such a heart rate monitor, different sampling schemes
could be used. If the target market is high risk patients, continuous monitoring of the heart rate
might be needed. For the regular consumer market, the monitor could be triggered by a user request.
Recent blood oxygen monitors use a technique called photo-plethysmography (PPG). PPG signals are
sampled at a rate between 30~700 Hz [10]. When used to detect glucose levels, this sampling scheme
could be event-driven through a 15–30 min timer or by user request.

Commercial accelerometers such as the low power Analog Devices, ADXL345, are sometimes used to
detect motion and activity. Such devices rely on digital serial interfaces—such as SPI and I2C—to transmit
data to a microcontroller for further processing. For activity detection, a sampling rate of 100 Hz can be
used [11]. Since continuous monitoring is required to detect activity, the ADXL345 implements event pins
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that are triggered by different activity thresholds. These event pins allow the microcontroller to sleep during
intervals of inactivity to reduce the system’s power consumption and to allow continuous monitoring.

Table 1. Features of common health monitoring Internet of Things (IoT) applications.

Application Signal Measured Sensing Interface Sensing Rate Sampling Scheme

Heart rate (healthy) Electrocardiogram (ECG) Analog 50–500 Hz
Event-driven

Heart rate (high risk) Continuous

Skin temperature Temperature Analog/Digital ≤10 Hz Event-driven
Blood oxygen Photo-plethysmography (PPG) Analog 30–700 Hz Event-driven

Motion/activity Acceleration Digital 100 Hz Continuous

3.2. Industrial/Asset Montioring

Another class of IoT devices targets industrial and asset monitoring to reduce down-time
and maintenance cost. Table 2 shows three applications in this class along with their features.
Industrial machines vibrate and produce noise at different frequencies depending on their condition.
Thus, analyzing vibration and audio is a powerful tool for detecting and diagnosing failures in machines.
For reliability, most industrial monitoring devices use commercial sensors with digital serial interfaces to
communicate the sensed data to a microcontroller for further processing. Thus, for these applications,
a digital sensing interface is a must. Detecting and diagnosing machine faults require much higher
sensing rates (1–20 kHz) than health monitoring devices. Once sampled, the vibration or audio data is
processed through a Fast Fourier Transform (FFT) to determine the signal strength in the bands of interest.
Even though these devices require a high sensing rate, machine characteristics do not change quickly;
thus, the sampling scheme is usually event-driven, either through a long timer or by user request.

Asset monitoring is another class of applications that is gaining momentum. Devices targeting
this class aim to track assets and report their data in an effort to improve their lifetime and utilization.
This application space is wide and varied; an example application is shipping integrity tracking.
In this application, shipping packages are tagged with a sensor that reports on fall/drop events.
An accelerometer with a digital interface is used to wake up the SoC for further processing. To detect
falls, the accelerometer sensing rate can be as low as 100 Hz.

Table 2. Features of common industrial/asset monitoring IoT applications.

Application Signal Measured Sensing Interface Sensing Rate Sampling Scheme

Machine monitoring Vibration Digital 1–20 kHz Event-driven
Machine monitoring Audio Digital 1–20 kHz Event-driven

Shipping integrity tracking Acceleration Digital 100 Hz Continuous

3.3. Environmental Montioring

Environmental monitors are a third class of IoT devices that sense data such as temperature,
humidity, and gas. These devices are used in a variety of applications—from smart homes, to wearable
sensors, to packaging applications and many others. Table 3 shows three applications in this IoT
class along with their features. Temperature and humidity sensors are widely available in the market,
and many include digital serial interfaces to communicate with an SoC. These signals, especially
in homes, are slow-varying; thus, an event-driven sampling scheme is enough to acquire the data.
Another common application is air quality monitors. These use metal oxide (MOx) sensors to detect
carbon monoxide (CO) and other volatile organic compounds (VOC) [12]. These sensors usually
produce analog signals that must be sampled by an ADC. The ADC sampling rate can be as slow as
100 Hz. For indoor home applications, air quality monitors can benefit from event-driven sampling
schemes to reduce their power consumption.
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Table 3. Features of common environmental monitoring IoT applications.

Application Signal Measured Sensing Interface Sensing Rate Sampling Scheme

Room temperature Temperature Digital ≤10 Hz Event-driven
Room humidity Humidity Digital ≤10 Hz Event-driven

Air quality MOx Analog 100 Hz Event-driven

3.4. Analysis

After determining the different features of the application, designers can study the impacts of these
features on the power consumption of their system, and an initial power budget can be determined.
Designers can start by looking into available commercial sensors that can acquire the data needed.
From the data sheets of these sensors, the active and sleep power consumption can be derived.
By combining this data with the sampling scheme and sensing rate, the designers can determine the
maximum (Ps_max) and average (Ps_av) power budgets of the sensor for the application. Next, the
designers must determine the maximum (Ph_max) and average (Ph_av) amounts of power available to
the system from different ambient sources in their deployment sites. If Ps_max > Ph_max or Ps_av > Ph_av,
the harvesters alone will not be able to support the system. In this case, the designers can explore the
following options: (1) designing a low power sensor within the harvesters’ power budget or (2) adding an
alternative backup power supply, such as a battery. If both Ps_max < Ph_max and Ps_av < Ph_av, the designer
can use the commercial sensor and determine the SoC’s power budget with Pc_av < Ph_av − Ps_av.

4. Energy Harvesting Profiles

After determining the target application, designers must look into the environment in which their
SoC will be deployed to answer the following questions:

1. What are the available harvesting sources?
2. How much power can be harvested from each source?

Ambient energy in the environment can be harvested to provide power for an SoC. Thus, it is
important to analyze the available sources in order to design an energy harvesting unit that maximizes
the extracted energy. Ambient sources can be divided into four categories: mechanical, thermal,
radiant, and biochemical. Table 4 shows the range of available energy from each of these categories.
Once the available ambient sources have been determined, an analysis of the amount of energy they
can provide in the applications’ environment should be performed. This step is important for three
reasons: (1) it helps to avoid designing an energy harvesting unit for a source that provides little to no
power in the environment of the sensor, (2) it helps to determine if energy must be harvested from
multiple sources (simultaneously or otherwise) to meet the anticipated power budget of the system,
and (3) it helps to build the power profile available to the application throughout a period of time to
inform the design of the digital power manager (responsible for avoiding power loss).

Table 4. Ambient harvesting sources along with their estimated power density [13,14].

Category Source Estimated Power Density

Mechanical
Motion (human) 1–10 µW/cm2

Vibration (machines) 10–100 µW/cm2

Thermal
Body heat 10–30 µW/cm2

Heat (industry) 1–10 mW/cm2

Biochemical Bio-fuel 0.1–100 µW/cm2

Radiant

Sunlight 1–100 mW/cm2

Indoor light 10–100 µW/cm2

Wi-Fi 1 µW/cm2

GSM 0.1 µW/cm2
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Referring back to the three classes of IoT applications from Section 3, there are differences between
the environments in which the devices must operate. A health monitoring device, in most cases, is a
wearable device that passes through a complex harvesting environment throughout the day depending
on the activity of the user. On the other hand, industrial and environmental monitoring devices
are deployed in one location, and thus, their harvesting environment is fixed and more predictable.
While the health monitoring device might harvest from body heat and indoor as well as outdoor light,
an indoor machine monitoring device might only have access to indoor light and the light source
might be intermittent (only on during business hours). Thus, even though the two devices harvest
from light sources, the energy available to each could still be significantly different.

In [8], the authors presented a platform for measuring the amount of harvested energy from indoor
light and body heat for health monitoring IoT devices. The setup includes ambient sensors, energy
transducers, boost converters, current monitors, storage elements, and data loggers. In addition to
logging the harvested energy, the platform also keeps track of the available light intensity, the ambient
temperature, the skin temperature, and the activity of the user. It is used to generate an energy profile
based on two days of data that models the harvesting environment to help predict the power available
to the system. Similarly, in [9], the authors presented a one-year study of indoor light energy harvesting
suitable for environmental monitoring and access control. This study highlighted the changes in the
harvesting profiles between different seasons of the year to better inform the design of the system.

5. Designing the SoC

After analyzing the application and its environment, the design process for the SoC can begin.
Figure 2 shows a template for a battery-less SoC. SoCs are divided into five major components: sensing
interfaces, communication interfaces, data processing, clocking, and power management. In this
section, we will focus on the sensing interfaces (particularly the digital sensing interfaces), the data
processing, and the power management.
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5.1. Sensing Interfaces

The sensing interfaces are defined by the target application, as discussed in Section 3. Based on the
power profiles available to the system, the designer must choose between using a commercial sensor or
developing one. Commercial sensors have either analog or digital interfaces. Some commercial sensors
provide an analog signal, and thus, require an on-chip ADC to measure the voltage they produce.
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Other sensors provide a digital output with a standard interface to SoCs. The designer could also
choose to design the sensor to integrate within the SoC as part of the analog sensing interfaces or as a
stand-alone sensor with a digital interface to the SoC.

Two common digital SoC interfaces are SPI and I2C. Their goal is to enable serial communication
through a simple protocol. The main differences in these standards that affect the design of ultra-low
power systems are the pin count and energy efficiency. I2C requires fewer pins than SPI but uses
open-drain pins with on-board pull-up resistors instead of CMOS pins. This causes short circuit
currents when the SoC or sensor tries to pull down an I2C line, needlessly draining the storage element.
This becomes especially problematic when I2C is operated at low frequencies. SPI, on the other hand,
has no static current, enabling energy efficient communication at low frequencies.

As the system power reduces, I/O is still a dominating component in the power budget [6].
Thus, if a stand-alone sensor is being developed, the digital interface can be customized to reduce
power. Reducing the operating voltage of the digital interface between chips on a board reduces the
power and energy dramatically at the cost of throughput [15]. This voltage can be tuned for the required
sensor throughput enabling the application to reach its minimum energy and power consumption.
If the sensor and SoC need to be physically separated over longer distances, the transmission can
be made differential to improve the reliability [16]. One such application is a wearable heart rate
monitor, where the sensor is placed within a shirt close to the chest, while the SoC is placed on the
sleeve to allow maximum exposure to skin and light. With these optimizations, improving off-chip
communication to sensing interfaces, as shown in reference [6], can reduce their contributions to the
system budget by over 94% for the proposed shipping integrity application, reducing the average
system power to below 260 nW.

5.2. Digital Sub-System

The sensing interfaces communicate with the rest of the SoC through the system bus. Different bus
architectures are available in the literature. The most common of these are the wishbone and the
advanced microcontroller bus architecture (AMBA). The wishbone bus is an open source architecture
that enables flexible interfacing between the controllers and different components. This architecture is
highly customizable to meet different application needs. On the other hand, AMBA includes different
targeted bus protocols. The two bus protocols mostly used in low power systems are the advanced
high-performance bus (AHB) and the advanced peripheral bus (APB). The AHB bus is a pipelined
bus architecture used to provide a high speed interface between the controller(s) and the different
memories in the system. The APB bus, on the other hand, is a serial bus with a single master designed
to interface between the controller and low speed peripherals. Generally, digital sensing interfaces are
placed on the APB bus. The choice of bus architecture impacts the rate at which the system can run, as
we will discuss later in this section.

Next, the main controller must be designed/implemented. Many low power SoCs [2,3,7,17]
use the ARM’s low power Cortex M0/M0+ due to its reduced gate count, its flexible instruction
set, and its software and tool support. However, the Cortex M0/M0+ follows the von Neumann
architecture, which limits the performance of the system by using the system bus for instruction
fetches. When running the system at a low clock rate, the number of cycles consumed by the instruction
fetches become especially limiting. Thus, battery-less SoCs, such as those described in references [5,6],
use a custom core with a dedicated memory bus to decouple instruction fetches from data transfer.
However, designing a custom core with a custom ISA is a challenge. Recently, RISC-V has gained
momentum by providing an open source instruction set architecture (ISA) that is easily extensible with
software and tool support [18].

Once the core, bus, and sensing interface have been chosen, the users can start developing the
software necessary to read information out of the sensor and process it. This is important for two main
reasons: (1) it helps to determine the minimum size of the instruction and data memories needed,
and (2) it provides the opportunity to optimize the architecture for energy efficiency by highlighting
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the functions/operations that take the longest time and/or the largest amount of code to execute.
Memories are one of the always-on components within IoT SoCs and contribute significantly to the
power budget. Thus, reducing the amount of on-chip memory is one way to reduce a system’s power
consumption. However, the choice of memory size can only be made if the target application(s)
software is developed before the chip is designed. The programming code helps to determine the
size of the instruction memory. To determine the size of the data memory, the designer must consider
whether the raw data from the sensor must be communicated or whether a processed version is enough.
For the former, the designer must account for the size of the raw data needed as well as any data that
must be processed and saved. The programming code will also help to determine other potential data
that must be saved/held in the data memory.

In IoT applications, data transfer and processing are two main functions that the system performs.
Data processing can be optimized by implementing hardware accelerators to process the data efficiently
and to reduce the load on the core. A traditional way to off-load data transfer from the core is to include
a direct memory access (DMA) on the bus, as was done in reference [5]. However, the core must still
configure the DMA before data transfer can start, and the DMA still relies on the bus for data transfer.
Thus, the authors in reference [6] proposed a data flow architecture where data is transferred between
different components in the system through a dedicated data-flow path that bypasses the bus. Data is
moved from the sensing interface directly into the accelerator by processing it through a dedicated path.
This architecture can only be made possible if the application space of the SoC is determined prior to
the design time. However, such an architecture could offer a significant improvement in processor idle
time, reductions in the instruction and data memory sizes, and improvements in energy efficiency.

Affecting all of the choices in the digital system architecture is the required sensing rate of the
application. The required sensing rate imposes a lower bound on the system’s operating frequency,
and the operating frequency linearly impacts the power consumption of the system. In the time
between samples, the system must read the output of the sensor, move it to a storage location, or
process it through an accelerator or the main core and potentially, react to the outcome. Thus, the
system frequency must be fast enough to handle all of these operations in the time between samples to
avoid losing important data. The time required for each of these operations depends on the sensing
interface used and the system architecture. If an integrated ADC is used, the sensing rate, the number
of cycles required to perform reads and write to peripherals on the bus, and the data processing time
play important roles in determining the minimum clock rate. Equation (1) illustrates the lower bound
on the clock rate imposed by these factors:

TCLK[NC × NBW + (NBW + NBR)× ND + NP] ≤ TS, (1)

where TCLK is the clock period, TS is the time between samples, NC is the number of configuration words
needed to configure the ADC, NB is the number of data words expected from the ADC, NBW is the
number of cycles needed to write a register on the system bus, NBR is the number of cycles needed to
read a register on the system bus, and NP is the number of cycles needed by the software to manage the
data transfer and process the data. To capture a sample from the ADC, the core must first configure (NC)
the ADC and then read its output (ND), process it, and move it to the data memory.

On the other hand, if a digital sensing interface is used, the overhead of configuring and reading
the sensor serially can often become the bottleneck in ultra-low power and self-powered systems.
Many sensors dictate a communication rate for a given sensing rate, forcing the designer to run
the digital sensing interface at that rate. For example, the ADXL345 accelerometer recommends a
minimum SPI clock frequency of 100 KHz when the output sensing rate is 200 Hz. Thus, the SPI master
interface on the SoC must be designed to run at a minimum clock rate of 200 KHz to interface with
this sensor. Here, the designer can choose to run the system clock at the same rate as the SPI master
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interface, or to decouple the system clock from the SPI master clock. If the designer chooses the former,
the system clock rate must respect Equation (2):

TCLK ≤ TSPI/2, (2)

where TCLK is the clock period, and TSPI is the SPI clock period. Otherwise, the designer must have a
clock source that is capable of running at the minimum speed imposed by Equation (2) to feed the
sensing interface. This clock source can be gated when the sensing interface is not in use. A second
clock is also needed to drive the rest of the system. Equation (3) below shows the relationship between
this clock and the sensing rate, assuming an SPI sensing interface is used:

TCLK[(NC + NSC)× NBW + (NBW + NBR)× NSR + NP × TCLK] ≤ (NSC + NSR)× 8 × TSPI , (3)

where TCLK is the clock period, TSPI is the SPI clock period, TS is the time between samples, NC is the
number of configuration bytes needed to start and configure the SPI master on the SoC, NSC is the
number of command bytes needed to start a read operation from the sensor, NSR is the number of read
bytes expected from the sensor, NBW is the number of cycles needed to write a register on the system
bus, NBR is the number of cycles needed to read a register on the system bus, and NP is the number of
cycles needed by the software to manage the data transfer and process the data.

To start the data transfer between the SoC and sensor through SPI, the core must first configure (NC)
the SPI interface and then load the commands (NSC) needed to start a read operation from the sensor. To do
this, the core uses the bus to write the data to the SPI master peripheral. This phase requires (NC + NSC) ×
NBW × TCLK(NC + NSC) × NBW × TCLK(NC + NSC) × NBW × TCLK. Next, the SPI master begins the transfer
of command (NSC) and data (NSR) bytes. The SPI master transfers a single bit through the bus every TSPI;
thus, the completion of the transfer requires (NSC + NSR) × 8 × TSPI(NSC + NSR) × 8 × TSPI(NSW + NSR)×
8 × TSPI. Assuming the SPI core does not have a buffer to hold the received data, the core must transfer the
data from the SPI core to the data memory or to the accelerator processing the data. To do this operation,
the core performs a bus read, followed by a bus write operation. Thus, moving all the bytes out of the SPI
core requires (NBW + NBR) × NSR × TCLK. Finally, the time required to process the data depends on the
application and requires NP × TCLKNP × TCLK. Summing all these times gives Equation (3) which relates
the clock rate to the sensing and communication rates. Equation (3) assumes a Harvard architecture where
the instruction fetches are decoupled from data transfers.

As shown in Equation (3), bus transfers play an important role in determining the minimum
clock rate. For applications with very slow sensing rates, the overhead of bus transfers could be an
acceptable trade-off for a simplified design architecture. However, for applications with faster sensing
rates, the overhead might not be acceptable. Thus, reducing the number of bus transfers becomes
a must. Designers can choose to implement a Harvard architecture to overcome the Von Neumann
bottleneck. A pipelined bus, such as the AHB, is another way to reduce the number of cycles required
to perform consecutive read/writes on the bus. The data flow architecture presented in reference [6] is
a third way to completely eliminate the required bus transfers. Hardware accelerators can also help by
processing the data in an efficient manner.

Once the architecture and clock rate are chosen, the designer must estimate the power
consumption of the system to ensure the design remains within the power budget. Synthesis tools
provide an initial estimate of the power consumption of the design based on the RTL description
and the characterized standard cell libraries. These tools also allow the designer to explore the
benefits of using different low power features, such as sub-threshold design, multi-threshold design,
voltage scaling, power gating, and clock gating, to reduce the power consumption further. With the
introduction of a new test methodology for sub-threshold design [19], these low power features become
feasible in battery-less SoC products. The designer can also build a digital power manager to control
the different low power features depending on the current harvesting environment. The digital power
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manager can combine insights from the energy harvesting unit with models of the harvesting profile
of the system’s environment to anticipate changes to the harvesting conditions and react accordingly.

When the harvesting conditions are poor, the battery-less system can lose power completely.
To aid in the recovery of critical data, designers can choose to implement a non-volatile processor
with non-volatile memory (NVM) or a processor with off-chip NVM for backup and recovery.
Recently, nonvolatile processing research has resulted in lower power, non-volatile processors designed
for use in ambient harvesting. These processors offer complete recovery from loss of power by saving
the state of the entire processor before power loss [20]. The trade-off between a nonvolatile processor
and a low power processor with partial backup NVM [6] is a function of the active and leakage
power of each processor, backup and recovery costs, and probability of failure for a given harvesting
mechanism. NVPs generally have a higher active power than low power processors with off-chip NVM,
but shorter backup and recovery times. NVPs can also be limited by the manufacturing technology,
since not all process technologies support non-volatile elements. NVPs also require more design time
compared to the off-chip NVM, especially when a commercial NVM is used. However, designers can
implement low power NVM features to reduce their power consumption compared to commercial
NVMs. To assist in the design choice, Equation (4) breaks down the power budget of the system into
the active (PACT), leakage (PLEAK), backup (PBACKUP), and recovery power (PRECOVERY). The active
power is only consumed during the active duty cycle (DACT) which is impacted by the sampling
scheme. Backup and recovery power are only incurred when the system loses power. The probability
of power failure (PrFAIL) can be derived from the energy harvesting profile described in Section 4.
The NVP usually has higher PACT and PLEAK than low power processors with off-chip NVM that are
completely shut off in normal mode. However, their backup and recovery times might exceed those of
the NVP due to the requirement of the serial interface to move data from the processor to the off-chip
NVM. Thus, the designer can use Equation (4) to compare the two architectures and choose the optimal
solution for the target application:

PACT × DACT + PLEAK × (1 − DACT) + [PRECOVERY + PBACKUP]× PrFAIL = PAVG (4)

5.3. Energy Harvesting Power Management Unit

The application’s environment dictates the type of harvester to use and the energy harvesting
unit to implement. To harvest energy from heat or temperature fluctuations, a thermoelectric generator
(TEG) or pyroelectric device [21] can be used. Photovoltaic (PV) cells produce energy from light.
Piezoelectric harvesters or triboelectric nanogenerators [22] produce energy from vibrations. Each of
these harvesters imposes different constraints on the energy harvesting unit. A TEG produces very
low DC voltages, as low as 10 mVs. A PV cell also produces a DC voltage output but in a higher range.
A piezoelectric harvester, on the other hand, produces an AC voltage that must then be converted to
DC before it can be stored.

A number of energy harvesting units that extract power from these harvesters have been presented
in the literature [4–7,23]. Most energy harvesting units have a Maximum Power Point Tracking (MPPT)
circuit designed to extract the maximum power from the harvester and into the system. The maximum
power point of a TEG occurs at 50% of its open circuit voltage, whereas that of a PV cell occurs at 76%
of its open circuit voltage [5]. In addition to the MPPT circuit, the energy harvesting unit generally
requires a boost converter with an off-chip inductor to boost the input voltage with high efficiency.
This is especially true for TEG harvesting since the input voltage could be as low as 10 mV. A PV cell,
on the other hand, produces a much higher input voltage (starting from ~600 mV) and thus, could
benefit from a switched capacitor voltage doubler circuit [24] to boost its input voltage without the
need for an off-chip inductor.

Due to the low input voltage of the TEG harvester, a cold start circuit is required to kickstart the
system. Some systems rely on an Radio Frequency (RF) power [4], and thus use an RF harvester as
a cold start circuit that rectifies the input and stores the extracted energy onto the super-capacitor.
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Another approach relies on a Ring Oscillator (RO) with a clock doubler circuit that can start the system
at an input voltage of 220 mV [23]. The choice of cold start circuit depends on the environment in
which the sensor is deployed. If an RF transmitter is unavailable to kickstart the system, the RO cold
start circuit can be used instead.

In addition to the energy harvesting unit, regulation circuits are needed to produce a stable
supply for the rest of the system. The designers must carefully choose the supply voltages and output
powers of each of the rails produced by the regulation unit. The sensing interface required by the
application determines the characteristics of at least one of the rails. If an off-chip sensor with a digital
interface is to be used with the system, the minimum supply voltage and expected current drawn
must be taken into account in the design of the regulation circuit. Next, the power analysis from the
synthesis tools (refer to Section 5.2) can be used to determine the supply voltage and expected current
drawn from the digital power rail. Once the characteristics of the power rails have been determined,
the designer can explore different regulation schemes to determine the scheme that has the highest
power conversion efficiency for the target load. Here, the designer must investigate the available
power from the harvesting source (information from the harvesting profile can be used here) and the
power consumption of the load circuits (the rest of the SoC and any off-chip components). These two
numbers will impose a minimum power conversion efficiency that the power management unit must
meet in order for the system to operate reliably. Another factor that could play a role in the choice of
regulation scheme is the form factor of the system. A single-inductor-multiple output (SIMO) regulator
could be used to produce the different power rails of the system at the cost of an additional inductor
in the system [23]. To eliminate the extra inductor needed, the authors in reference [25] relied on a
switched capacitor regulator to produce the different power rails, while the authors in reference [24]
developed a scheme to share an inductor between the regulation and harvesting units. Choosing the
optimal harvesting unit and regulators for a system’s application ensures that the system is taking full
advantage of the available ambient sources to improve its lifetime and reliability.

6. Conclusions

This paper presented a top-down methodology for building battery-less systems-on-chips for
different classes of IoT applications. The first step in the proposed methodology is the identification of
the target application class and the extraction of three main features of the application: the sensing
interface, the sensing rate, and the sampling scheme. Next, the environmental conditions in which
the system will be deployed are studied to determine the type of harvester needed and the amount of
energy available. The final step is to take these five features and translate them into design decisions
to build the SoC. The sensing interfaces affect the blocks implemented on the system and the supply
voltages produced by the power management unit. The sensing rate and sampling scheme affect the
power budget, the minimum clock rate, and the digital architecture. The type of harvester impacts the
implementation of the energy harvesting unit, and the harvesting profile affects the power states of the
system. Transitioning to a top-down methodology will result in an optimized system that consumes a
lower average power and has higher harvesting, sensing, communication, and processing efficiencies.
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