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Abstract

:

The high-level penetration of renewable energy sources (RESs) is the main reason for shifting the conventional centralized power system control paradigm into distributed power system control. This massive integration of RESs faces two main problems: complex controller structure and reduced inertia. Since the system frequency stability is directly linked to the system’s total inertia, the renewable integrated system frequency control is badly affected. Thus, a fractional order controller (FOC)-based superconducting magnetic energy storage (SMES) is proposed in this work. The detailed modeling of SMES, FOC, wind, and solar systems, along with the power network, is introduced to facilitate analysis. The FOC-based SMES virtually augments the inertia to stabilize the system frequency in generation and load mismatches. Since the tuning of FOC and SMES controller parameters is challenging due to nonlinearities, the whale optimization algorithm (WOA) is used to optimize the parameters. The optimized FOC-based SMES is tested under fluctuating wind and solar powers. The extensive simulations are carried out using MATLAB Simulink environment considering different scenarios, such as light and high load profile variations, multiple load profile variations, and reduced system inertia. It is observed that the proposed FOC-based SMES improves several performance indices, such as settling time, overshoot, undershoot compared to the conventional technique.
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1. Introduction


Environmental concern and increasing energy demand lead to an extensive penetration of renewable energy sources (RESs) into distribution networks that force to reshape power systems where conventional fossil-fuel-based power plants are being replaced by RES rapidly. These RESs, being pollution-free, cheap, and conforming to the concept of sustainable development, gained considerable attention worldwide in the last two decades. Many countries have effectively integrated a large share of RES into the primary grid, and a high penetration level is targeted for the next three decades. For example, China targets 69%, whereas that for EU 74%, India 75%, and USA 63% from RES by the year 2050 [1].



1.1. Issues with Frequency Deviation


The most promising RESs are the solar and wind power generations are due to the available resources, lower cost of power generation, and maximum power point tracking capability over a wide range of wind and sunlight variation [2,3]. The inherent volatility and uncertainty characteristics with these resources, these sources are generally connected via power electronics-based inverter/converters to the power network. Their interaction with the grid is substantially different from that of the conventional synchronous generator (SG)-based plants that use steam and hydro turbines. While intrinsic kinetic energy in the SG rotor inherently provides inertia to the system, this is not the case for the RES connected via power electronics converters. Consequently, during disturbances and supply/demand imbalances, the inertia, which slows down the natural reaction of the system and provides time for the responsible controllers to take actions, is significantly reduced because the rate of change of frequency (RoCoF) is much higher in systems with low inertia [4]. This high level of RoCoF and large frequency deviation (Δf) can provoke the tripping of sensible loads, generating units and relays, thus affecting system frequency stability even at small load-generation mismatch [5,6]. Although the variable wind turbines have inertia, they are effectively decoupled from the system due to the power electronics-based converter interface; thus, it cannot improve frequency response.



Similarly, solar PV plants also do not have any rotating parts, thus cannot provide any inertia to the power system. As a result, the high-level integration of RESs reduces the system’s total inertia due to the replacement of conventional synchronous generators. Moreover, the reduction in reserve power due to the replacement of reserve generating units causes frequency deviation [7]. With the RES level increase, the power oscillations and frequency stability issues increase under disturbances [8], which may set the critical limit for RES share [9]. To promote ambitious RES penetration levels in the grid, some form of mitigation scheme is required, and this has received significant attention from the researchers.




1.2. Mitigation Schemes


To address the frequency excursion issues with the low inertia system, several techniques are presented in the literature, such as auxiliary load frequency control (LFC) technique, inertia emulation technique, deloading technique, droop technique, and energy storage-based techniques [10,11,12]. Among these, LFC is most extensively used for several decades to meet two main objectives: maintaining the system frequency and tie-line power deviation within specified values [13]. Because of fluctuating active power generation, integration of wind/PV system makes load frequency control more challenging. The incorporation of the energy storage system (ESS) in the LFC loop demonstrated a useful technique for enhancing frequency stability [13,14,15]. With proper control, additional inertia can be imitated for frequency stability and resiliency [16,17]. Among the various ESS studied, such as superconducting magnetic energy storage (SMES), supercapacitors, electric batteries, fuel cell, flywheel energy storage, SMES technology is recognized as the best candidate for inertia emulation [18,19,20].



Performance of emulated inertia and LFC system vastly depends on the control technique employed. Recently, various control techniques have been suggested for the LFC of the RES integrated power system. In [21], frequency control of the interconnected power system, including wind farms, is presented where the symbiotic organism search algorithm optimized PID parameters. However, in this study, no energy storage system is considered. In [22], a model predictive control (MPC)-based synthetic inertial control is proposed for a wind farm consisting of wind turbines (WTs) and a battery storage energy system (BESS). In [23], battery energy storage is used for frequency support of a doubly fed induction generator (DFIG)-based wind system. The battery is connected to the DC link of DFIG and controlled with the droop technique to reduce frequency deviation by scheduling active power exchange during system disturbances. In [24], supercapacitor energy storage system is proposed to emulate the dynamic inertia response of PV-based ac microgrid cluster. The detailed design of feedback and proportion gains; however, are not discussed in this work.



In [25], an auxiliary LFC technique is presented to control the frequency of the Egyptian grid considering high-level PV and wind integration employing a proportional-integral-derivative (PID) controller. However, the LFC technique does not consider the detailed Egyptian grid model; also, it excludes tie-line power that needs further investigation. In [26], a virtual inertia support technique is presented for low inertia microgrid with particle swarm optimization (PSO)-based PI controller. In [14], SMES-based virtual inertia control is proposed for a microgrid system. The conventional derivative approach virtual inertia control loop is implemented. The detailed design of feedback and proportion gains; however, are not discussed in this work. In [27], a self-adaptive virtual inertia fuzzy controller is adopted for the high-level renewable integrated system. The proportional virtual gain is adapted by the fuzzy system, which uses the deviation of real power and frequency as inputs. In this scheme; however, the generalized energy storage is considered by a simple 1st order system. The sharing of active power from different energy storages are scheduled based on their capabilities in [28] for frequency control of renewable sources. In this capability coordinated frequency control (CCFC) approach, the total error signal is forwarded to the primary control loop of each unit based on their capabilities. The LFC for mass-less inertia PV systems is presented in [29] with PI controllers. The parameters are optimized with the PSO-WOA hybrid optimization technique in case of different step load changes. To stabilize a low inertia PV system, another virtual inertia synthetization of synchroconverter is reported in [30] with a machine learning technique. The optimized virtual inertia frequency control and protection schemes are developed in [31,32] for low frequency interconnected power systems. A combined SMES and thyristor controlled phase shifters (TCPS) [33] are applied in low inertia utility grid with an adaptive neuro-fuzzy inference system (ANFIS) controller. The detailed design of SMES negative feedback and proportional gains, however, is not considered.




1.3. Research Gaps and Contributions


In recent years, fractional calculus gained popularity and is recognized as a powerful tool in the control engineering field. It is proved that the fractional order approach can provide better overall closed-loop system performance than the integer order control [34]. This is attributed to the possibility of a more robust tuning of fractional order controller (FOC) in the presence of additional real parameters [35,36]. Analytic, numerical, rule-based, and self-tuning and auto-tuning methods are commonly used for tuning fractional order PI/PID controllers [37]. For superior performance, different optimization methods have been proposed in the past like—genetic algorithm (GA) [38], adaptive genetic algorithm (AGA) [39], particle swarm optimization (PSO) [39], modified PSO (MPSO) [40], differential evolution (DE) [41], electromagnetic-like (EM) algorithm [41], non-dominated sorting genetic algorithm (NSGA) [42], artificial bee colony (ABC) algorithm [43], seeker optimization algorithm (SOA) [44], harmony search (HS) algorithm [45], Tabu Search (TS) algorithm [46]. Each method employs the objective function of varying degrees of complexity and has a different convergence speed.



Based on the above critical review of several recent works, especially the works focusing on SMES or other energy storage applications in low inertia system, it is identified that the detailed design of SMES is missing with FOC to support virtual inertia for RESs. The integer order controller is not adequate to control the dynamic behavior of the power system integrating large-scale RESs. Thus, in this work, we propose an optimal design approach for the fractional order PI controller and SMES. The dynamic model of the system with SMES and fractional order PI controller is introduced, and parameters are tuned with the WOA algorithm based on frequency deviation cost function. The WOA has several advantages that make it attractive for its applicability to a wide range of optimization problems [47]. Among these are (1) WOA is a gradient-free method, like many other population-based algorithms. This eliminates the calculation of the gradient and step-size at each iteration of the optimization process; (2) the WOA has inherent adaptive exploration and exploitation mechanism which reduces the probability of getting trapped in local solution; (3) it is insensitive to the initial solution(s), which may significantly affect the convergence and performance of the traditional methods; (4) it is easy to implement and flexible. To the best of the authors’ knowledge, the main contribution of the proposed optimized FOC-based SMES controller in RESs integrated system can be summarized as below.




	
The inertia of the system is supported virtually, which makes the system stable over a wide range of load-generation mismatch.



	
The system frequency deviation is greatly improved with the proposed approach.



	
The proposed optimized FOC-based SMES approach is robust against system parameter variations.



	
The overshoot, undershoot, and settling time of the response are improved compared to the conventional approach.



	
The proposed approach endorses the green effort to augment sustainability.








The rest of the paper is organized as follows. Section 2 describes the dynamic model of the PV/wind integrated system to facilitate analysis. The detailed modeling of SMES and the proposed controller design technique are presented in Section 3. The simulated results and discussions are presented in Section 4 with several scenarios. Finally, the outcomes and contributions of this work are summarized in Section 5.





2. Renewable Energy Integrated System Modeling


2.1. System Configuration


A two area of wind/PV integrated hybrid power system, as shown in Figure 1, is considered for the frequency control study. Each area comprises the conventional thermal generating unit, solar PV, industrial load, and superconducting magnetic energy storage (SMES). The fractional order PI controller is designed for the SMES to virtually support inertia, thereby mitigating the high-frequency excursion problem caused by generation load mismatch. As mentioned earlier, this low system inertia is a consequence of high-level renewable energy penetration. A tie-line interconnects these two areas. Measured frequency deviation and tie-line power signals are accumulated in the control and monitoring center, and then it sends appropriate control signals to the controllable SMES of both areas.




2.2. System Dynamic Modeling


To analyze frequency control in the presence of RESs, adequate dynamic model of the studied system is constructed. For precise demonstration of the dynamic behavior of interconnected system, generally higher order nonlinear models for thermal generating units, wind system, solar PV, converters are considered. For large power system with power electronic converters, however, the simplified dynamic models are employed to study the frequency stability. The interested readers can find more details on such dynamic modeling in [14,48]. For frequency stability analysis, the simplified dynamic model of the two area system can be developed as shown in Figure 2.



As the RESs generate energy from intermittent natural resources, the output power generated by them is variable. To reflect the realistic power output of fluctuating profile, white noise is added to the wind and PV system model, as shown in Figure 2.



For a wind turbine (WT) with a given physical dimension, the power output (PWT) mainly depends on wind velocity (Vw), which is variable. In this model, the wind-speed is multiplied by the random speed fluctuation (white noise) to estimate the WT output power fluctuations (ΔPWT).



Similarly, a PV system harvests energy from solar irradiation. For a given solar panel, the output power (Ppv) mainly depends on the solar irradiation (I) and atmospheric temperature (T). Like WT, solar irradiation (I) is multiplied by the white noise to estimate PV output power fluctuations (ΔPpv).



Usually, renewable power plants deliver a considerable amount of power to the system without taking part in frequency control. Thus, solar PV, wind, and different loads (e.g., residential and industrial) are modeled as disturbances in the dynamic model. For further details on dynamic models of wind/PV systems, interested readers are directed to the literature [48].



In an interconnected power system, several physical constraints, such as generation rate constraints (GRC) and generator dead band (GDB), introduce nonlinearity and influence dynamic responses [49]. It is shown that the dynamic responses of the system experience larger overshoot and longer settling times of frequency and tie-line power oscillation when these constraints are considered. Thus, controllers designed without considering these constraints may not perform well in practical application and even may lead to instability. Therefore, both constraints, GRC and GDB, are taken into consideration in these studies to reflect the practical implementation case.



As shown in Figure 2, the frequency deviation dynamics of the k-th area can be written as follows.


  Δ  f k  =  1  2  H k  S +  D k    ( Δ  P  T H , k   + Δ  P  S A , k   + Δ  P  W F , k   − Δ  P  L , k   + Δ  P  t i e , k   ± Δ  P  S M E S , k   )  



(1)




where


  Δ  P  T H , k   =  1  1  + s   T  t , k     ( Δ  P  g , k   )  



(2)






  Δ  P  g , k   =  1  1  + s   T  g , k     ( Δ  P  A E C , k   −  1   R k    Δ  f k  )  



(3)






  Δ  P  W F , k   =  1  1  + s   T  w i n d , k     ( Δ  P  w i n d , k   )  



(4)






  Δ  P  S A , k   =  1  1  + s   T  p v , k     ( Δ  P  p v , k   )  



(5)




where    H k   , and    D k    are the inertia constant, and damping constant respectively in area-k.   Δ  P  T H , k    ,   Δ  P  S A , k    , and   Δ  P  W F , k     are the incremental power of thermal unit, solar farm, and wind farm, respectively, in area-k.    T  t , k    ,    T  g , k    ,    T  w i n d , k    , and    T  p v , k     are the time constant of turbine, governor, wind turbine, and solar PV, respectively, in area-k.   Δ  P  S M E S , k     is the variation in power output of the SMES. While conventional power generation block adjusts its power output depending on the change in frequency, the SMES block exchange (injects/absorbs) power with the grid that depends on system frequency deviation.





3. SMES Model with FOC


The superconducting magnetic energy storage (SMES) devices are capable of exchanging huge amount of power within very short duration. Its unique features, such as fast response, high efficiency, and long lifetime, have drawn the attention to the researchers in power system application and regarded as a very promising device for power system dynamic stability enhancement.



The SMES consists of two main parts: (i) the superconducting coil which is kept under extremely low temperature, and (ii) the power conversion system (PCS)—consisting of inverter/rectifier circuits [33]. The energy exchange between the superconducting coil and the AC grid is facilitated by the three-phase transformers as shown in Figure 3. Two cascaded 12-pulse bridges filter the harmonic contents of the signals.



During normal steady-state operating condition of the power system, the SMES coil is charged from the grid to its present value within very short period of time. In its charged state, the SMES coil starts conducting DC current with nearly zero losses as the coil temperature is maintained at extremely low value. The resulting DC voltage across the inductor is given by [14]


   E D  = 2  V  d o   cos α − 2  I D   R D   



(6)




where    V  d 0     is the maximum voltage of the bridge circuit,   α   is the thyristor firing angle,    I D    is the superconducting coil current, and    R D    is the commutating resistance or damping resistor. Thus, DC voltage appearing across the superconducting coil can be controlled with the variation of firing angle,  α . When the  α  is greater than 90°, the energy stored in the superconducting coil is released to the grid. Whereas, superconducting coil charges if the  α  is below 90°. In this way, inversion and rectification mode of converter discharges and charges, respectively, the superconducting coil almost instantly. It is also worth mentioning that the current through the coil has always positive direction, only altering voltage, either negative or positive, across the coil initiates the inversion or rectification mode.



Now, during contingencies, as the power demand is initiated by the power system, the SMES discharges the stored energy through the PCS to the grid almost instantly, even before the governor and other supplementary control units start acting. After the contingencies, while the governors start working to support the power demand, the SMES again starts charging its preset value.



The detailed dynamic model of SMES for frequency stability studies along with the fractional order PI controller is shown in Figure 4. During excessive system loading, load surpasses the generation, the    E D    becomes negative while the current    I D    maintains the same direction. The incremental change in    E D    can be written as


  Δ  E D  =    K  S M E S   Δ E −  K  I D   Δ  I D    1 + s  T  D C      



(7)




where    K  S M E S     is the SMES gain,   Δ E   is the output of fractional order PI controller,    K  I D     is the negative feedback gain,   Δ  I D    is the incremental change in superconducting coil current,    T  D C     is the converter delay time. The incremental change in inductor current    I D    is written as


  Δ  I D  =   Δ  E D    s L    



(8)







The active power deviation of SMES is given by


  Δ  P  S M E S   = Δ  E D  (  I  D 0   + Δ  I D  )  



(9)







3.1. Fractional Order PI-Based SMES Controller Design


Fractional order PI-based SMES controller is proposed to improve frequency stability of low inertia power system considered in this study. The fractional order calculus involves generalized integration and differentiation of non-integer order, and these mathematical phenomena allow describing a real system more precisely than the classical integer order methods, especially when the dynamic system is of distributed parameter nature [50,51]. As the fractional order controllers tuning is reaching to a matured state of practical use, their domination in the industry is increasing rapidly due to superior performance over conventional integer order controller.



The time domain fractional order PI controller can be represented as


  u ( t ) =  K p  e ( t ) +    ∫ t λ    K i  e ( t )    d t  



(10)




where   e  ( t )    is the error signal,    K p    is the proportional gain,    K i    is the integral gain,  λ  is the fractional order and a real number which lies between 0 to 2. The Laplace transformation gives the following transfer function for the fractional order PI controller.


  C ( s ) =  K p  +    K i     S λ    , λ ∈ ( 0 , 2 )  



(11)







The conventional integer order PI and fractional order PI can be understood by Figure 5 in  λ  axis. The integer order controller is represented by two fixed points on the  λ  axis. Whereas, the fractional order PI controller can be represented by infinite number of points between 0 and 2. Thus, it gives more degree of freedom and flexibility over the conventional integer order controller.



As presented in Figure 4, the SMES virtual inertia based on fractional order PI is developed in this study to support the frequency of the low inertia interconnected system. WOA optimizes the feedback and proportional gains of SMES and the fractional order PI’s proportional gain, integral gain, and fractional parameter. The following subsections describe the formulation of objective function and solution method employing WOA.




3.2. Description of the Cost Function


The appropriate cost function is vital in the application of nature inspired and heuristic optimization techniques in power system. In general, the cost function is defined to minimize the several performance indices like overshoot, undershoot, and settling time for various signals. In this work, several fractional order PI gains, fractional orders, SMES feedback gains, and proportional gains are designed based on the area frequency deviation and tie-line power fluctuation cost function. For the better comprehension of the optimization process, the following cost function, decision variables, and constraints are considered.



Minimize:


  I S E =    ∫ 0 T   (    |  Δ  f 1   |   2  +    |  Δ  f 2   |   2  +    |  Δ  P  t i e    |   2  )    d t  



(12)







Decision Variables:


   K  p 1   ,    K  i 1   ,    λ 1  ,    K  p 2   ,    K  i 2   ,    λ 2  ,    K 1  ,    K 2  ,    K  I D 1   ,    K  S M E S 1   ,    K  I D 2   ,    K  S M E S 2    



(13)







Constraints:


       K  p 1 m i n   <  K  p 1   <  K  p 1 m a x   ,    K  i 1 m i n   <  K  i 1   <  K  i 1 m a x   ,    λ  1 m i n   <  λ 1  <  λ  1 m a x   ,        K  p 2 m i n   <  K  p 2   <  K  p 2 m a x   ,    K  i 2 m i n   <  K  i 2   <  K  i 2 m a x   ,  λ  2 m i n   <  λ 2  <  λ  2 m a x   ,          K  1 m i n   <  K 1  <  K  1 m a x   ,    K  2 m i n   <  K 2  <  K  2 m a x   ,    K  I D 1 m i n   <  K  I D 1   <  K  I D 1 m a x   ,          K  S M E S 1 m i n   <  K  S M E S 1   <  K  S M E S 1 m a x   ,    K  I D 2 m i n   <  K  I D 2   <  K  I D 2 m a x   ,          K  S M E S 2 m i n   <  K  S M E S 2   <  K  S M E S 2 m a x        



(14)




where subscripts 1 and 2 are to denote area-1 and area-2 for the interconnected power system.  T  is the simulation time,   Δ f   is the frequency deviation,   Δ  P  t i e     is the tie-line power deviation.    K p    is the fractional order PI proportional gain,    K i    is the FOC integral gain,    K 1    &    K 2    are the Area Error Controller (ACE) integral gains,    K  I D     is the SMES negative feedback gain, and    K  S M E S     is the SMES proportional gain. Mainly, the upper and lower limits of the equation 14 are selected based on knowledge/experience of FOC and SMES applications in power system. The optimization algorithm is coded in MATLAB script (.m file) environment and linked with the MATLAB Simulink (.slx files) environment.




3.3. Controller Design with WOA


The minimization problem described by equation 12 is solved by whale optimization algorithm (WOA). Because of its inherent adaptive exploration and exploitation capability, WOA outperforms state-of-the-art metaheuristic algorithms, e.g., PSO, GA, GSA, ACO. Recently, WOA is being applied in many large-scale and real-world engineering optimization problems [47,52].



WOA is a metaheuristic algorithm that mimics the unique hunting strategy of humpback whales. The whale searches for the prey (e.g., krill, small fishes), and then attacks them by a technique called bubble-net hunting. Entire hunting mechanism consists of three processes, (i) encircling prey (ii) bubble-net feeding method, and (iii) search for prey. These processes are mathematically modeled in WOA as described below [53].




	a. 

	
Encircling prey









Upon locating the prey, the humpback whale encircles them and advances their position toward the best search agent. During the course of iteration this behavior is expressed mathematically as


   D →  =  [    C ·  →     X →   *  ( k ) −  X →  ( k )  ]   



(15)






   X →  ( k + 1 ) =    X →   *  ( k ) −   A ·  →   D →   



(16)




where k is the current iteration,   X →   is the current position vector,      X *   →    is the best position of the solution obtained so far.   A →   and   C →   are coefficient vectors which are updated as follows


   A →  = 2   a ·  →   r →  −  a →   



(17)






   C →  = 2 ·  r →   



(18)




where    r →    is a random vector in [0, 1], and    a →    is linearly decreased from 2 to 0 over the course of iterations.    a →    is updated as    a →  ( k ) = 2 ( 1 − k /  I  max   )  , where Imax is the maximum number of iterations.




	b. 

	
Bubble-net attacking mechanism









In this phase, the humpback whale starts to push bubbles and move toward the prey by shrinking circle and spiral-shaped path. The position of the humpback whale and the prey to mimic the helix-shaped motion is given by


   X →  ( k + 1 ) =    D ′   →  ·  e  b l   · cos ( 2 Π l ) +    X →   *  ( k )  



(19)




with


     D ′   →  =  |     X →   *  ( k ) −  X →  ( k )  |   



(20)




where l is a random number in [−1,1], and b is a constant defining spiral-shaped motion.



A probability p of 0.5 is assumed to distinguish between bubbles attacking with shrinking behavior and spiral motions as given by


   X →  ( k + 1 ) = {        X →   *  ( k ) −   A ·  →   D →      if   p < 0.5          D →   ′  ·  e  b l   · cos ( 2 Π l ) +    X →   *  ( k )     if   p ≥ 0.5      



(21)




where p is a random number in [0, 1].




	c. 

	
Search for prey









To increase the diversity of solutions and achieve a global solution, the search space is extended by using   |  A →  | > 1  . Thus, in prey search phase, the humpback whales are forced to move away from a random whale position. The representative equation for the prey search is given by


   D →  =  [   C →  ·     X →    r a n d    −  X →  ( k )  ]   



(22)






   X →  ( k + 1 ) =     X →    r a n d    −  A →  ·  D →   



(23)




where     X →   r a n d     is the position of a whale selected randomly from the current population.



The overall flow chart for the WOA to design fractional order PI and SMES parameters is shown in Figure 6.





4. Simulation Results and Discussion


4.1. Simulation Results


The effectiveness and robustness of the proposed optimized FOC-based SMES to improve the frequency stability are presented in this section. The system modeled in Section 2 is considered for analytical analysis. The system parameters and optimized controller parameters listed in Table 1 and Table 2, respectively, are used to conduct time domain simulations and facilitate analysis. The MATLAB Simulink is used to conduct analyses considering different scenarios such as light loading, heavy loading, solar and wind power variations, and reduced inertia. The frequency deviations in both areas are plotted to show the effectiveness of the proposed FOC. The system dynamic model and optimization code are interlinked to find the optimized parameters. The convergence of the optimization algorithm depicted in Figure 7 shows that most of the runs in simulation converge before 30 iterations.



4.1.1. Load Profile Variation in Area-1


In this scenario, the studied dynamic model of the system is tested under the load profile variations in area-1. The load profiles are step changed in area-1 to observe the frequency response improvement with the proposed FOC-based SMES. The frequency deviations for area-1 and area-2 are plotted in Figure 7a,b for a step load change of 0.1 p.u. at 25 s during time domain simulation. The positive effect of the proposed controller is clearly visualized through the reduction of frequency deviations. As visualized in Figure 8a, a step load change in area-1 causes a significant frequency deviation in area- 1 without virtual inertia controller. The frequency deviation is around 1 Hz without any auxiliary controller. The conventional controller-based SMES improves the deviation to about 0.07 Hz. However, the proposed FOC-based SMES greatly improves the frequency deviation in area-1 which is around 0.01 Hz. The maximum overshoot without any auxiliary controller is 0.5 Hz whereas it is only 0.07 Hz with conventional SMES. The proposed optimized FOC-based SMES has almost zero overshoot. It is noticed that the proposed FOC-based SMES is capable of improving all the performance indices such as maximum overshoot, maximum undershoot and settling time. Likewise, the frequency deviation in area-2 is very high, around 0.04 Hz, without any inertial controller as depicted in Figure 8b. The conventional SMES controller improves frequency deviation to some extent. However, the proposed optimized FOC-based SMES reduces the frequency deviation to almost zero.



A large step load change (0.3 p.u.) is also applied in area-1 as shown in Figure 9. It is observed in Figure 9a,b that the system cannot remain in synchronism without any auxiliary controller. The frequency deviation in both areas continues to increase and the system becomes unstable. A conventional SMES system improves the frequency response keeping the frequency deviation within acceptable limit. However, a great improvement in system frequency response is observed with optimized FOC-based SMES controller which is clearly visualized in Figure 9a,b. Since the system does not return to original stable point without any auxiliary controller, the settling time is infinite. However, the settling time is improved with the conventional SMES. The proposed optimized FOC-based controller is capable to greatly improve the settling time of the frequency responses in both areas.




4.1.2. Load Profile Variation in Area-2


The load disturbances, ranging from low to high, are also applied in area-2 with the system default inertia. As depicted in Figure 10a, the frequency deviation in area-1 is 0.65 Hz without any virtual inertia controller for a step load change of 0.2 p.u. in area-1. The conventional SMES controller reduces the frequency deviation to 0.1 Hz, whereas the proposed optimized FOC controller-based SMES is capable of maintaining almost zero frequency deviation. Similarly, the frequency deviation in area-2 is 0.55 Hz without any auxiliary controller. The conventional SMES controller is capable of reducing frequency deviation by 81.8%. However, the proposed optimized FOC-based SMES controller reduces the frequency deviation by 99.21%. It is noteworthy that the settling time is slightly increased for conventional SMES controller while the frequency deviation is improved. The proposed optimized FOC-based SMES significantly reduces the settling time. The system frequency oscillates over a wide range (greater than 0.5 Hz) without any inertia controller in both areas. Since these oscillations are beyond the acceptable limits, it mandates the system frequency protection relay to operate. The proposed optimized FOC-based control scheme is capable of avoiding under frequency relay operation, thus, it improves the system reliability.



For the high step load changes in area-2 (0.3 p.u.), the frequency deviations of both areas are greater than 1 Hz which activates the under frequency relay operating set point of 59.5 Hz without any virtual inertia controller. However, the frequency deviation is well below the under frequency relay operating point with the conventional SMES controller as depicted in Figure 11a,b. In these figures, it is clearly visualized that the proposed controller is capable of keeping the frequency deviations in both areas to almost zero. Thus, the system stability and reliability are guaranteed with the proposed fractional order controller-based SMES.




4.1.3. Multiple Profile Variations in Area-1 and Area-2


In this scenario, multiple load variations as shown in Figure 12 are applied in both areas of the studied system to investigate the system’s ability to bring back the frequency deviation to zero before the next changes.



A better performance of the proposed optimized FOC-based SMES is clearly visible from the system frequency response. As seen in Figure 13a,b, following the first step load change of 0.075 p.u. at 25 s in area-1, the proposed controller is faster to eliminate the frequency deviation before beginning the second step load change of 0.15 p.u. at 50 s compared to the conventional techniques. The frequency deviations in area-1 are very high at all points of step changes without virtual inertia controller. Although the conventional SMES controller improves the frequency response slightly, a notable improvement is achieved with the proposed technique. In this case, the proposed method also provides much better performance in terms of overshoot, undershoot, and settling time. The frequency responses as visualized in Figure 13c,d show the better performance with the proposed control technique for the multiple load changes in area-2.




4.1.4. Frequency Response Analysis for Solar and Wind Power Variations


The effectiveness of the proposed controller is also tested with fluctuating solar and wind powers in both areas. The intermittent solar and wind powers considered in this study are depicted in Figure 14a,b, respectively. The solar and wind powers have the mean value of 0.195 p.u. and 0.10 p.u., respectively. The solar power is integrated in area-1 at 50 s during 150 s simulation time which continues to inject fluctuating power during the entire simulation period. On the other hand, the intermittent wind generating unit is connected at 75 s which is kept connected throughout the entire simulation period. As shown in Figure 14c,d, the connection of varying solar and wind powers has detrimental effect on system frequency response without any auxiliary controller. The frequency of the system continues to vary during entire simulation period and does not settle to steady state value. The conventional SMES controller slightly improves the system frequency response. On the other hand, the proposed controller performance is superior, in terms of settling time, overshoot, and undershoot, over the conventional SMES controller. The improvement of several performance indices are listed in Table 3 to demonstrate the superiority of the proposed controller.




4.1.5. Frequency Response Analysis for Reduced System Inertia


In this case, the robustness of the proposed controller is verified with the system inertia variations. The inertia in both areas is reduced by 50% and a step load change of 0.2 p.u. is applied in area-1and area-2 at 50 s. The frequency response for step load change in area-1 is depicted in Figure 15a,b. As depicted in Figure 8a,b, the system is capable of maintaining stable operation with a step load change of 0.2 p.u. in case of default inertia (100%). However, Figure 15a,b show that the frequency deviations in both areas gradually increase leading to instability. The conventional SMES controller reduces the frequency deviations and stabilizes the system. However, the proposed control method augments the system stability greatly by reducing frequency deviations to almost zero even with the 50% system inertia. Thus, the proposed controller is more robust compared to the conventional technique. The robustness of the proposed optimized FOC-based SMES is also depicted in Figure 15c,d for a 0.2 p.u. step load change in area-2. The frequency deviations in both areas are unbounded without any auxiliary controller. Although the conventional SMES makes the system stable, the proposed FOC-based SMES is superior to stabilize the system after step load disturbance.





4.2. Discussion


In this subsection, the overall performance of the proposed controller is discussed and compared to the existing methods. Moreover, the several limitations of the proposed techniques are mentioned along with the possible solution techniques. The addition of this virtual inertia with the FOC-based SMES makes the system stable over a wide range of load-generation mismatch. Since the FOC is superior over the conventional controller, the proposed technique performs better in reducing system frequency deviation. Simulation results show that the proposed controller is capable of improving the settling time, maximum overshoot, and maximum undershoot of frequency deviations.



It is noteworthy that oscillations are beyond the acceptable limits in some cases without auxiliary devices and with conventional SMES. Thus, it mandates the system frequency protection relay to operate. However, the proposed technique is capable of avoiding under frequency relay operation, which improves the system reliability. The system shows robust performance with reduced inertia as discussed in Section 4.1.5. The main disadvantage of the proposed technique is that it does not consider the optimization of the number of SMES required to stabilize the system. Thus, further study is needed to analyze the cost-benefit of the proposed FOC-based SMES technique as well as reduce the number of SMES for large power system using any suitable modern optimization technique.





5. Conclusions


This work proposes a load frequency control technique with FOC-based SMES for highly renewable energy integrated low inertia power system. A combined dynamic model of FOC, SMES, and two area power system is developed to design optimized parameters with WOA and facilitate several case studies. The system and the designed controllers are simulated in MATLAB Simulink environment considering light and heavy load disturbances, fluctuating solar and wind powers, and reduced system inertia to test the effectiveness and robustness. The simulated results confirm the promising performance in reducing system frequency deviations and improving frequency stability of the system. The proposed FOC-based controller is superior over conventional SMES controller employing feedback and proportional gains in reducing settling time, overshoot and undershoot as evident from the analysis. Moreover, the simulation outcomes demonstrate the potential benefits of FOC-based energy storage in high-level renewable energy integration and endorse the green effort to improve the sustainability. Finally, the large-scale DFIG offshore wind farm detail model with FOC-based SMES virtual inertia controller can be studied as future work.
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Abbreviations and Symbols










	RESs
	Renewable energy sources
	TA
	Tabu search



	FOC
	Fractional order controller
	GDB
	Generator dead band



	SMES
	Superconducting magnetic energy storage
	GRC
	Generation rate constraint



	WOA
	Whale optimization algorithm
	H
	Inertia constant



	RoCoF
	Rate of change of frequency
	D
	Damping constant



	SG
	Synchronous generator
	PCS
	Power conversion system



	PV
	Photovoltaic
	   α   
	Thyristor firing angle



	LFC
	Load frequency control
	KSMES
	SMES proportional gain



	PID
	Proportional integral derivative
	KID
	SMES feedback gain



	MPC
	Model predictive controller
	Kp
	Proportional gain



	BESS
	Battery energy storage system
	Ki
	Integral gain



	DFIG
	Doubly fed induction generator
	λ
	Fractional order



	CCFC
	Capability coordinated frequency control
	∆f
	Frequency deviation



	PSO
	Particle swarm optimization
	    T  D C     
	Converter delay time



	MPSO
	Modified PSO
	   Δ  I D    
	Incremental current change



	NSGA
	Non-dominated sorting genetic algorithm Genetic algorithm
	   Δ  E D    
	Incremental voltage change



	GA
	Genetic algorithm
	RD
	Damping resistor



	ABC
	Ant bee colony
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Figure 1. Renewable energy integrated two area power system. 
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Figure 2. The dynamic model of two area system with proposed controller. 
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Figure 3. SMES basic configuration. 
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Figure 4. Dynamic model of SMES along with FOC. 
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Figure 5. The integer order and fractional order PI. 
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Figure 6. The WOA flow chart for optimizing control parameter. 
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Figure 7. Convergence of WOA algorithm for FOC-based SMES design. 
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Figure 8. Frequency response for 0.2 p.u. load change in area-1. 
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Figure 9. Frequency response for 0.3 p.u. load change in area-1. 
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Figure 10. Frequency response for 0.2 p.u. load change in area-2. 
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Figure 11. Frequency response for 0.3 p.u. load change in area-2. 
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Figure 12. Multiple load profile variations. 
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Figure 13. Frequency response for both areas under multiple load profile variations. 
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Figure 14. Frequency response for both areas under multiple load profile variations. 
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Figure 15. Frequency response for both areas for step load change with 50% reduced inertia. 
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Table 1. System Parameters.
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Parameters

	
Value




	
Area-1

	
Area-2






	
Inertia

	
0.082

	
0.13




	
Damping constant

	
0.0165

	
0.0195




	
Solar system time constant

	
1.2

	
1.2




	
Wind system time constant

	
1.4

	
1.4




	
Frequency bias factor

	
0.3674

	
0.4103




	
Maximum limit of valve gate

	
0.5

	
0.5




	
Minimum limit of valve gate

	
−0.5

	
−0.5




	
Synchronizing coefficient

	
0.09

	
0.09




	
Area capacity ratio

	
−0.055

	
0.055




	
GRC

	
0.3

	
0.3
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Table 2. Optimized Controller Parameters.
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Optimized Parameters




	
Parameters Name

	
Value

	
Parameters Name

	
Value






	
   K  p 1    

	
13.0182

	
   K 1   

	
0.1595




	
   K  i 1    

	
110.428

	
   K 2   

	
0.2360




	
   λ 1   

	
0.88310

	
   K  I D 1    

	
0.0053




	
   K  p 2    

	
35.1420

	
   K  S M E S 1    

	
3.0000




	
   K  i 2    

	
130.815

	
   K  I D 2    

	
0.0053




	
   λ 2   

	
0.51580

	
   K  S M E S 2    

	
2.8051
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Table 3. Performance indices improvement with FOC-based SMES.
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	Indices
	No Auxiliary Controller
	With SMES
	Optimized FOC-Based SMES





	Maximum overshoot, Hz
	0.650
	0.100
	0.004



	Maximum undershoot, Hz
	0.250
	0.025
	0.000



	Settling time, sec
	inf
	0075
	0.900
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
4ig A0
— = Runt

Run2

14 —-—-Run-3
Run4

Objective Function
P

3

o6}

20 40 60 80 100 120 140 160 180 200
Number of Iteration





media/file4.png
Industrial and High level Renewable power generation system

Other Loads . .
\ Wind power generation system
y'"Primary Optimized FOPI
e based SMES Virtual
Loop +
Controller ﬁ
Thermal Unit-1
Governor GRC Limiter Turbine 4
1 APgl - I Af 1 .
< > —p > P |
1+sT 2H s +D,
g v,
Power system
of Area-1
+Y
AP | 2% <‘>
¢ »
1e s T12 2
- Area capacity 1 High level Renewable power generation system
12 , ) )
ratio Wind power generation system
AREA'Z Thermal Unit-2 '
Governor GRC Limiter Turbine ¢
AP, | CV“ N 1| I Af,
- 1+sT,, |: 2H s +D, %"’
' Power system
of Area-2 +
Primar i
i controT Optimized FOPI
i Loop based SMES Virtual F—
" Controller

Industrial and
Other Loads






media/file30.png
3 T T T T T T T T T
Mo auxiliary controller

= = =—with SMES

=== ==yith the proposed optimized FOC based SMES

Frequency Deviation in Area-1, Hz
]
|>
<>
<>
-

20 22 24 26 28 30 32 34 36 38 40
Time, sec

(a) Area-1 frequency deviation with 0.2 p.u. load
change in area-1

3 ] 1 L] 1 L] ] i ] i
—— Mo auxiliary controller
= = =with SMES

. 2r == == =yith the proposed optimized FOC based SMES T
r

g 4t |
=T

=

5

= 0 = ‘

=

o)

O

=y

c-1F T
©

=4

=

=

('

-2 F

20 22 24 26 28 30 32 34 36 35 40
Time, sec

(c) Area-1 frequency deviation with 0.2 p.u. load
change in area-2

Frequency Deviation in Area-2, Hz

Frequency Deviationin Area-2, Hz

=
-
on

=

=]

(]
T

=
P

Mo auxiliary controller
= = =with SMES
= == =ywith the proposed optimized FOC based SMES

AU
-

=]
—h
T

=]

_02 1 | 1
20 23 30 33 40

Time, sec

(b) Area-2 frequency deviation with 0.2 p.u.
load change in area-1

0.2 T
Mo auxiliary controller
= = =—with SMES
====ywith the proposed optimized FOC based SMES
0

0.4 r

20 .'2'5 3;:] 3I5 40
Time, sec

(d) Area-2 frequency deviation with 0.2 p.u.

load change in area-2





media/file18.png
Frequency Deviation in Area-1

5 I I I 025 | I | 1 I 1 I 1 I

b l ‘ Mo auxiliary contraller
4r Mo auxiliary controller ] 02r = = =uith SMES
= = =ith SMES === =yyith the proposed optimized FOC based SMES

9 b —==—=yiith the proposed optimized FOC based SMES . 015k

01F

005F

ol e ]

Frequency Deviation in Area-2

015 F

-02F

a b L T L

1 1 =0 JEJ =3 lz.‘- F-L] | E-1.1 ar 1 =a

1 | l 1 1

-0.25

%FE|

60 80 100 0 0 20 30 40 50 80 70 B8O 40
Time, sec

(a) Area-1 frequency deviation (b) Area-2 frequency deviation

Time, sec





media/file21.jpg
5

(@) Area-1 frequency deviation

(b) Area-2 frequency deviation





media/file26.png
Hz

Freguency Deviationin Area-1

-~
e

= - =
M 5] B
T T T

=
-
T

Frequency Deviationin Area-1, Hz

No auxiliary controller
= = =—with SMES -
======with the proposed optimized FOC based SMES

[}

1
=
-

o
M
T

&=
P

=
[

[

&
[

S
N

60
Time, sec

80 100 120

(@) Area-1 frequency deviation for load

variation in area-1

0.03 MNo auxiliary controller J
= = —with SMES
. ====with the proposed optimized FOC based SMES
T 002¢F
o
W
L
< 001
=
C
o
o 0
=
il
O
5 -0.01 |
C
[
3
o
L po02t
L
-0.03 | 4
0 20 40 60 80 100 120
Time, sec

(b) Area-2 frequency deviation for load variation in
area-1

Mo auxiliary controller
= = =with SMES
== === with the proposed optimized FOC based SMES

L] I I T I I

Mo auxiliary controller
= = =with SMES
=== ===with the proposed optimized FOC based SMES

=
B
¥

=
[
L}

Frequency Deviation In Area-2, Hz
]

1 1 1 i L 1

0 20 40 60

Time, sec

80 100

(c) Area-1 frequency deviation for load

variation in area-2

120

60
Time, sec

80 100 120

(d) Area-2 frequency deviation for load

variation in area-2





media/file27.jpg
jou
H
(@) Solar power variations in pav. (b) Wind power variations in pau.
(€) Area-1 frequency deviation for solar and (@) Area2 frequency deviation for solar and
wind power variations wind power vasiations





media/file3.jpg





media/file22.png
Frequency Deviation in Area-1, Hz

0.2

=

1
[
o]

o
T

1
(]
fuy}

-08

= = =with SMES

L} T
Mo auxiliary contraller

1 wvith the proposed optimiz
h e

ed FOC based SMES

-, e

o043

=32

1 i

1

233 =

20 40
Time, sec

&0

20

(a) Area-1 frequency deviation

100

Frequency Deviation in Area-2, Hz

Mo auxiliary controller

= = =uyyith SMES
= === yyith the proposed optimized FOC based SMES

om
o4
K e 4
- - -
48 2655 FoF 26

40 a0 G0 Kl a0 90
Time, sec

(b) Area-2 frequency deviation

100





media/file19.jpg
FrequencyDevstonn Ares-1.HE
PR

&

N E
IEE

(a) Area-] frequency deviation

(b) Area] frequency deviation





media/file7.jpg
SMES System






media/file28.png
0.206 . - 0.115
0.204
0.202 0.1} i
= =S
2 o2 2
S =
= 0.198 2 0105+ i
= ™
< 0.196 2
T T
= 0.194 = 01 .
. =
= 0192 £
» =
0.19 0.095 |
0.188
0.186 * ; 0.09 - L
0 50 100 150 0 50 100 150
Time, sec Time, sec
(a) Solar power variations in p.u. (b) Wind power variations in p,u.
0.7 T T 0.o
06 :
05}
T 05 - .
= -
g 04 - o 0ar
E 03F é 0.3k
= — -
L=1 =
= 02t =
F 3 o0z2f
L (=]
= =
j
g 0 S 01r
T o
w -0 Mo auxiliary controller 7 - N
- -with SMES L . Mo auxiliary controller
02 == ====ywith the proposed ocptimized FOC based SMES- — — —with SMES
X . 0.1 = ==—=1ith the proposed optimized FOC based SMES
03 0 100 150 0 50 100 150
Time. sec Time, sec
(c) Area-1 frequency deviation for solar and (d) Area-2 frequency deviation for solar and

wind power variations wind power variations





media/file10.png
] 7]
———tli| —————e |/
(o] o]

(a) Integer-order P (b) Fractional-order P!





media/file14.png
1.6

1.4

Objective Function
- o

o
oo

0.6

0.4

- il | e e e e st |

== ==  Run-1

Run-4

80 100 120
Number of Iteration

160 180






media/file11.jpg





media/file6.png
3-phase AC
system

Dumping Resistor, Rp

e e e e e e . o o —— — — — — — — — —— — — — — — — -

Power Conversion System (PCS)

VAAANS

110D 213U\
3unonpuodradng

1
=T
DC Breaker
| 23 A
B |
Converter 12-Pulse |
Transformer 1 Converter |
I?D
- |
|
I“I j'g . l Bypass
Converter 12-Pulse SCRs
\ Transformer 2 Converter





media/file15.jpg
Fraquency Devision i Ares. 1,1z

@ Areal frequency deviation

) Area-2 frequency deviation





nav.xhtml


  electronics-10-00511


  
    		
      electronics-10-00511
    


  




  





media/file16.png
Frequency Deviation in Area-1, Hz

06

=
T

=
[

—_

|
=
]

~
Ny

08

T L) T

Mo auxiliary contraller
= = =uwith SMES

=== === yiith the proposed optimized FOC based SMES |

1

20

Time, sec

(a) Area-1 frequency deviation

100

Fnen:quman-::'g,nr Dewation in Area—E, Hz

0.01

0.005

-0.005

|
=
—
—

-0.015

1
=
=
[

-0.025

-0.03

-0.035
0

i

T T T T T T
Mo auxiliary controller
= = =uwith SMES

= === yiththe proposed optimized FOC based SMES|

I uu-"- S s EE T T
\\ -
N
osF |
A ]
s ~ T - i
5k |
2504 206 = 25I.1 212 2511 2518 2518 .
10 20 30 40 a0 B0 70 a0 an

Time, sec

(b) Area-2 frequency deviation

100





media/file2.png
o —— ——
-— =~

P ~ // =~
- Solar/PV \\ // Solar/PV ~

7

Ve
7/
Area l // Wind Farm Area 2

Converter

. Industrial and Industrial and __adl
~ -
S~ other Loads other Loads _ -
S~ —— T T~ — T T~ -

—_—— - —_—
~ A

N
A
~

Control Signal 1 Control Signal 2





media/file20.png
Freguency Deviation in Area-1, Hz

0.1 ' —— Mo awliary contraller '
= = =uyyijth SMES
0 Ll . |—-r“\-jy\u:rit‘h'the proposed uptimlze_l:-i F_r:':lC hased EME_S
A -
01t i 1
02t oo
03} e
04 as -
ast e )
D6 F |
a7 : ' : '
0 20 40 B0 ad 100
Time, sec

(a) Area-1 frequency deviation

= = = =
T o [ -

Freguency Deviation in Area-2, Hz

=
o

I T L

Mo auxiliary cortroller
= = =uwith SMES

o
s
-
-—
-— -

== =yiith the proposed optimized FOC based SMES

- —
- -

2 x5 =

10 20 a0 40 a0 1l 70 g0 a0

Time, sec

(b) Area-1 frequency deviation

100





media/file23.jpg
02
0.18
0.16

5014

X

£ 012

°

o0.08

Load variations

0.06

0.04

o0.02

20

a0

©0
Time, s

80

100

120






media/file5.jpg
3-phase AC

system Dunping Resisor, Ry
WA
In>
_ﬁi’;l A\Ji 3:& DC Bresker
—
Converter 12-Pulse ES

Transformer 1| Converter

E,

D

Y
|
|
i
I

¥

DS =

Converter 12-Pulse  SCRs
i Transformer2 Converter

Power Conversion System (PCS)





media/file24.png
Load variations in p.u.

0.18

0.16

0.14

0.12

0.1

0.08

0.06

0.04

0.02

20

40

60
Time,

80
sec

100

120






media/file29.jpg
H

Fraquency Deviaton I Aea-. K

(a) Area-1 frequency deviation with 0.2 p.u. load o
change in area-1 (b) Avea-2 frequency deviation with 0.2 p.u.

load chenge in area-1

(c) Area-1 frequency deviation with 0.2 p.u. load (d) Area-2 frequency deviation with 0.2 p.u.
change in area-2 load change in area-2





media/file1.jpg





media/file25.jpg
S

e
- L S

]

p—

(6) Area frequency deviton forload () Aren-2 requency devition o loa variation i
vastion sl puy

o o

3 3

§ §

i i

Fer §or
O v W
(9 Area-1 frequency deviation for load (d) Area-2 frequency deviation for load

variation in area-2 variation in area-2





media/file12.png
‘ Input system data ‘

L 4

‘ Initialization of WOA ‘

parameters

v

Iteration count
k=1

. |

—

Run time domain simulation
to determine the fitness
value for each whale and

obtain initial best

I Updatea, A, C, [/, and p I

No Yes
{ =
Update whale o |A| <1 =
position using spiral
equation Select X;ang and update Update whale
whale position using position using
exploration-phase bubble-net attacking
equation method
- |

:‘:
Update best search agent
if there is better solution

Return best search agent
position and fitness value






media/file9.jpg
0 1
(a) Integer-order P (b Fractional-order P






media/file0.png





media/file8.png
SMES System

Optimized by WOA

Error Signals ,,,./'
—P

Fractional Order

Controller

AP SMES





media/file17.jpg
iescs

5

.

ol ]

3
.
i}
i

(@) Area-l frequency deviation

(6) Area-2 frequency deviation





