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Abstract

:

The paper presents an overview of current and expected prospects for the development of artificial intelligence algorithms, especially in military applications, and conducted research regarding applications in the area of civilian life. Attention was paid mainly to the use of AI algorithms in cybersecurity, object detection, military logistics and robotics. It discusses the problems connected with the present solutions and how artificial intelligence can help solve them. It briefly presents also mathematical structures and descriptions for ART, CNN and SVM networks as well as Expectation–Maximization and Gaussian Mixture Model algorithms that are used in solving of discussed problems. The third chapter discusses the attitude of society towards the use of neural network algorithms in military applications. The basic problems related to ethics in the application of artificial intelligence and issues of responsibility for errors made by autonomous systems are discussed.
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1. Introduction


One of the main pillars determining the position of a state in the international arena is its military potential. As defined by the U.S. Department of Defense, military capability means [1] “the ability to achieve a specified wartime objective (win a war or battle, destroy a target set).” Military capability is determined by structure, modernization, readiness and sustainability. The level of modernization depends mainly on technical sophistication, weapon systems and equipment.



A typical war known from the Second World War is slowly fading into oblivion and goes into cyberspace. As research shows [2] hacker attacks on both private companies and government institutions have become a common phenomenon. According to researchers [3,4], artificial intelligence (AI) and innovative automatic systems will become an inseparable element of future armed conflicts.



Most modern AI algorithms require large amount of data [5] for example AI algorithms to natural language processing [6]. They can work better, faster and more efficient, but they cannot work well without access to large databases. Access to extensive data sources and the increasing computing power of machines have enabled the development of this field of science. Nowadays, interest in using neural networks is still growing, which can be observed by analyzing scientific publications on various topics from the last few years—development of ITS (Intelligent Transport Systems) [7,8], prediction and evaluation of atmospheric phenomena [9,10,11], distinguish information tweets (containing relevant facts) from non-information ones (containing rumors or non-detailed information) [12] and predicting dynamic FX markets [13] and the real estate market [14]. In military sector, AI algorithms can be used, among others, for speech recognition systems [15] or object detection and recognition [16].



Artificial intelligence has a wide range of applications, resulting in its enormous and multi-faceted impact on society. In recent years AI hast taken part in creating new standards of social behavior, people-to-people contacts and even politics and functioning of state, what the authors write about in [17,18,19]. New technologies give hope but also inspire fear, which is discussed in more detail later in this paper. The rest of the paper is organized as follows: Chapter 2 presents used methodology; Chapter 3 discusses examples of applications based on the use of artificial intelligence in military; Chapter 4 is dedicated to the impact of using these algorithms in military on state politics, state defense and sense of security of citizens; Chapter 5 shows conclusions relating to the overview.




2. Methodology


Firstly, selected examples of artificial intelligence algorithms used in military systems are presented. Said examples are related to areas of the army particularly important in terms of ensuring the proper functioning and the security of the state and all citizens and play a crucial role in conducting modern combat activities on the battlefield. The used taxonomy (showed in detailed way in Figure 1) presents the overview of literature coming from the type of military applications or area of applications to the different algorithms of artificial intelligence used to solve this problem. All areas and specific algorithms are shortly described in order to better understanding of the development of AI in military.



With reference to the described military applications, an analysis of the main concerns of the society regarding the development of AI in the context of ethics and social behavior was performed. The surveys conducted in 2011 and 2019 on the attitudes of citizens from various social groups to the development of artificial intelligence algorithms in various areas and applications were compared.




3. Practical Using of Neural Networks in Military Applications


Artificial neural networks in military applications have great potential in every field; they can provide support during land, sea, air and information warfare. Artificial intelligence finds military applications in logistics, transport, armed attack analysis and in communication, which was presented in the report [20]. The existence of a high demand for applications using AI in the defense sector is confirmed by the AIE (Artificial Intelligence Exploration) program launched by DARPA (Defense Advanced Research Projects Agency) in July 2018 [21], which is a key element of the organization’s investment strategy focused on providing advantage to the United States in this area of technology. Moreover, the European Defence Agency supports the use of artificial intelligence in the field of defense, especially for tasks related to the processing of large amounts of data [22]. The following chapter provides some examples of the use of AI technology in military applications.



3.1. Application of Neural Networks in Object Location


Classic methods of location at sea include among others the use of various types of radar stations, air patrols, maritime patrols, remotely controlled drones or satellites, e.g., CleanSeaNet—the European satellite object and pollution detection service, developed and monitored by EMSA [23]. In recent years, the automatic identification system (AIS) has also become very popular. The system provides a lot of information about marine traffic; however, due to the large amount of processed data, it is not always effective. Instead, various machine learning approaches are used to monitor and inform about any anomaly—the movement that deviates from established standards.



One of the methods used in AISs is Fuzzy ARTMAP [24]. It is an architecture that combines fuzzy logic elements and Adaptive Resonance Theory (ART) neural networks. By default, ART uses unsupervised learning technique. The algorithm of the network operation consists in maintaining readiness to learn new patterns while preventing the rejection or modification of previously learned ones [25]. The system must be able to maintain stability when facing non-significant events and the ability to update on significant events. The basic ART network consists of two layers and a reset module, which are shown in Figure 2. The first layer, called the comparison field, receives normalized input data, processes it and transfers it to the second layer with appropriate weights. The second layer, otherwise the recognition field is a competitive layer according to the WTA principle—“winner takes all” [26], in which the unit with the best match (the highest product of the input vector and weight) becomes a candidate for learning a new pattern; the other units are ignored. The reset module decides whether a new unit can learn a pattern based on its similarity to the prototype vector; this is called the vigilance test.



The authors modified the basic algorithm to obtain greater speed and efficiency of training, which allows it to be adapted in real time and in interactive conditions (the operator supports model training).



Other solution of AIS was presented in [27]. Authors proposed using the old-fashioned artificial intelligence method of data integrity assessment based on set of rules. The work was developed in cooperation with representatives of French military units—officers of the French Navy and cadets of the French naval academy.



In [28], authors present another method of grouping data based on similarity—Gaussian Mixture Model (GMM). Most of the data can be modelled using the Gaussian distribution. The idea of this model is to assume that the data for grouping comes from different Gaussian distributions, so the data set can be modeled as a mixture of different Gaussian distributions. The Gaussian distribution is described as follows [29]:


  f  (  x , μ ,  σ 2   )  =  1  σ   2 π      e  −  1 2     (    x − μ  σ   )   2    ,  



(1)




where µ is a location parameter, equal to the distribution mean and ϭ is the standard deviation.



According to the method described in [30], it is assumed that there are K units (clusters) with estimated values of µ and ϭ parameters, for which the probability density function is defined as a linear probability density function of all distributions:


  p  ( X )  =   ∑   k = 1  K   μ k  G ( X |  μ k  ,  Σ k  )  



(2)




where



Σ—covariance matrix;



  G ( X |  μ k  ,  Σ k  )  —the probability density function of a Gaussian Distribution.



Defining an example variable ϙk(X) = p(k|X) in accordance with the Bayes’ theorem that will be used in further calculations:


   ϙ k   ( X )  = p  (  k | X  )  =   p ( X | k ) p  ( k )      ∑   k = 1  K  p  ( k )  p ( X | k )   =   p ( X | k )  π k      ∑   k = 1  K   π k  p ( X | k )    



(3)







For the probability function to be maximum, its derivative of p(X|µ,Σ,π) with respect to π, Σ, µ should equal zero. After substitution ϙk(X) in equations, the following are obtained:


   μ k  =     ∑   n = 1  N   ϙ k   (   x n   )   x n      ∑   n = 1  N   ϙ k   (   x n   )      ,  



(4)






   Σ k  =     ∑   n = 1  N   ϙ k   (   x n   )   (   x n  −  μ k   )     (   x n  −  μ k   )   T      ∑   n = 1  N   ϙ k   (   x n   )      ,  



(5)






   π k  =  1 N    ∑   n = 1  N   ϙ k   (   x n   )   x n    ,  



(6)




where the sum     ∑   n = 1  N   ϙ k   (   x n   )    is the total number of sampling points in the k-th set.



Parameters cannot be estimated in closed form; that is why the iterative Expectation-Maximization algorithm is used together with the GMM. This is a frequently used method [31] that helps identify the maximum probability estimates when the data is incomplete or contains hidden variables.



The crucial issue in object detection problem is the separation of moving and stationary targets. Synthetic aperture radars (SAR) are very often used for this purpose in view of their capability to removing the ambiguity stemming from inevitable moving targets in stationary scene imaging and suppressing clutter in moving target imaging. In [32] the author proposed using a novel solution—shuffle GAN (generative adversarial networks) with autoencoder separation method to separate the moving and stationary targets in SAR imagery. One of the biggest advantages of this method is working in a totally unsupervised way, which allows to train the model without the dataset containing mixed and separated SAR images. The idea of GAN is a “combat” between two networks working recursively. The first of them—generator—generates new data, and the second one—discriminator—works in slightly similar way to the classifier. It assesses results of work of the generator. The whole training process is repeated as long as the discriminator will evaluate the results of the generator as true (it is not possible to distinguish produced images from original images) [33].



Image segmentation relies on partitioning an image into multiple segments that are related to various groups of objects, for example, neutral objects and threats. There are a lot of different methods of segmentation: thresholding, region of interest based, clustering, compression-based, Histogram-based, etc. Clustering is a method of grouping of unlabeled data that determines a feature vector for each pixel of the image and uses a similarity metric for clustering vectors that have similar features. One of the popular methods used for this purpose is fuzzy c-means clustering (FCM) developed by J.C. Dunn in 1973 [34]. The idea of the algorithm is very similar to k-means [35] and based on computing the centroid for each cluster and coefficients of being in the clusters. The procedure is repeated until the algorithm has converged, i.e., until the change of coefficients between two iterations is no more than threshold. Authors in [36] proposed using an approach based on extracting texture and geometry structure features to detect objects like planes, tanks and vehicles in natural background using FCM. Object detection and recognition is a very important area of the modern warfare. The future research in this domain should be focused on achieving better results by electronic armed forces in



	-

	
Automatization of the localization process and increase in the accuracy of the localization;




	-

	
Operation of location systems in conditions of targeted environmental disturbances;




	-

	
Achieving operational reliability of location modules based on distributed networks.








3.2. Location of Underwater Mines Using Deep Convolutional Neural Network


Underwater mines pose a very high threat to passing ships. Various types of mine countermeasures are used to localize and neutralize the threat [37,38]. The purpose of future countermeasures is to ensure unrestricted freedom of movement for naval forces and to rapidly remove mines when needed. For this goal, Unmanned Airborne Vehicle (UAV) and Unmanned Undersea Vehicle (UUV), also known as autonomous underwater vehicles (AUV), are being developed. UAVs are mainly used by the armed forces for observation and reconnaissance, which is why they are usually equipped with observation equipment in the form of optoelectronic heads. Armed drones designed to perform combat operations are often referred to as Unmanned combat air vehicles (UCAVs). UUVs, sometimes known as underwater drones, are equipped with sonars that create seabed maps based on the collected data. Such vehicles are developed, among others, by the Monterey Bay Aquarium Research Institute (MBARI) [39], which uses them for collecting information from underwater areas. AUVs create and accumulate large amounts of photos, that must then be classified to distinguish mines from other objects. Deep convolutional neural networks can be used for this purpose.



A neural network consists of an input layer, output layer and optionally also hidden layers (in Figure 3). Each neural network that has at least one hidden layer is called deep neural network DNN.



In [40], authors proposed an autonomous underwater vehicle with side scan sonar (SSS). The sensor carries out image segmentation using convolutional neural networks CNN (CNN). It is one of the deep networks variants often used to process digital images. The main advantage of the convolutional network compared to traditional algorithms is that there is no need to perform feature extraction. The network consists of a convolution base and a classifier built of the so-called fully connected layers (FC). The most important element of the convolution base are the convolution layers, which, using sets of filters with different sizes of filter mask—firstly, bigger filters are used that filter each channel of the input image to extract features, thus creating feature maps whose dimensions are smaller and smaller, while the depth gets bigger. Mathematically, convolution operation is presented as follows [41]:


  y  ( n )  = x  ( n )  ⊗ h  ( n )  =   ∑   k = − ∞  ∞  x  ( k )  h  (  n − k  )   



(7)







The scheme of the convolution layer operation was shown in Figure 4.



Solution proposed by authors is a Fully Convolutional Network (FCN). In this method convolution operations are used in the fully connected layer. For better results also Markov random fields (MRF) were used. The combination of the methods allowed to obtain an overall accuracy of 90%.



Authors in [42] presented a solution of AUV with dead-reckoning (DR) navigation method based on neural networks, called NN-DR which is perfect for rapidly changing conditions. The training was carried out on a network consisting of 3 hidden layers because of limited computational ability and energy of AUVs.



Location underwater mines is a one of the crucial area of object detection in military applications affecting on the sense of security both of civilians and military. The future research in this domain should be concentrated on the following:




	-

	
Effective and fast location of underwater mines in real time;




	-

	
Increasing the reliability in detecting and distinguishing between hazardous and neutral objects;




	-

	
Effective cooperation of detection systems with systems that neutralize the threat.










3.3. Application of Neural Networks in Cybersecurity


Hackers’ attacks are becoming more and more common and dangerous with every year. As reports and studies show [43], both commercial companies as well as public, defense and government institutions of various countries are threatened by them. Incident detection is carried out via the IDS (intrusion detection system), that analyses network traffic, classifies it as intrusive or normal and in the event of danger sends a notification [44]. The normal network traffic often has a similar signature to attacks, making classification difficult. In addition, the method is often slow and expensive, which gave rise to the idea of using artificial intelligence algorithms for this purpose. One of the techniques that is being tested for IDS support is the Support Vector Machine (SVM) [45].



SVM is an algorithm that aims to find a hyperplane in the N-dimensional space that clearly classifies (separates) data points. There are many such hyperplanes, but the algorithm looks for the one with the maximum margin, i.e., the maximum distance between points of individual classes that provides better generalization capacity and greater resistance to overlearning. The hyperplanes can have different shapes as was shown in Figure 5.



A linear hyperplane is described by a linear equation [46] that maximizes the distance between the extreme points of both classes:


  y  ( x )  = w x + b = 0 ,  



(8)







x—vector x = (x1, x2, …, xn);



w—vector w = (w1, w2, …, wn);



b—bias.



The hyperplane equation as a classifier assigns points to the appropriate classes (+1 or −1) according to the equations [46]:


  w  x i  + b ≥ 0   ,             h  (   x i   )  = + 1 ,  



(9)






  w  x i  + b ≤ 0   ,             h  (   x i   )  = − 1 ,  



(10)







The purpose of the learning is to maximize the separation margin    2   |   | w |   |     ,which means that the following condition is fulfilled:


  max  (   2   |   | w |   |     )  → min  (     |   | w |   |   2   )  → min  (   1 2   |   |   w 2   |   |   )  ,  



(11)







Each SVM network can distinguish only two classes. There are two techniques for solving multiclass problems: one-against-all (there are as many 2-classes classifiers as there are classes) and one-against-one there are as many classifiers as there are pairs of classes) [47].



Authors in [48] presented a comparison of different AI algorithms that can be used in intrusion detection systems. They tested machine learning classification algorithms such as Decision Tree, k-Nearest Neighbors, Random Forest and SVM and also two models of neural networks with the same architecture and different types of optimizers—Adam optimizer and stochastic gradient descent [49]. Feature selection was performed with using a Support Vector Classifier with a linear kernel as the estimator and forward feature selection with cross validation to rank the features. Proposed system based on anomaly detection does not only distinguish network traffic packets signatures but to also determines whether a network intrusion was obfuscated.



Nowadays, a large percentage of military operations has been transferred to cyber space. One of the key factors determining the success of a military mission was ensuring the security and secrecy of combat data. The issues that should be developed and improved in this domain in the nearest future are the following:




	-

	
Improving the operation of systems securing access to key data—authorization and authentication modules;




	-

	
Support for systems identifying unauthorized access to data in real time.










3.4. Bioinspired AI Robots on the Battlefield


One of the main goals of modern technology on the battlefield is to protect the health and lives of soldiers. A solution often proposed in this regard is to bring the machines onto the battlefield. The world leader in the field of mobile robots is the American company Boston Dynamics [50]. The robots can move independently, detect and avoid obstacles, follow a predetermined route, as well as recognize and respond to voice messages coming from the environment. Enrico Guizzo in [51] describes his impressions of the visit to the Boston Dynamics headquarters and presents some of their solutions—Spot and Atlas.



Spot is a nimble quadruped which can move over almost any terrain. On the front, back and sides of the robot, there are sensors with cameras that allow you to use the SLAM (simultaneous localization and mapping) navigation method. SLAM algorithms are very often employed in problems combining the need to update the map of an unknown environment while tracking a moving object, including objects localization [52], pedestrians recognition [53] or localization unmanned aerial vehicles position [54]. Spot behaves completely autonomously or can be controlled remotely, while retaining a great deal of autonomy. The robot is presented in Figure 6.



Atlas is a 150-cm-tall humanoid. The control software uses mathematical models of the robot’s physics and the integration of its body with the environment, so that the movements performed are as natural as possible, inspired by the behavior of athletes. The first version of the robot was developed as part of a competition DARPA Robotics Challenge in 2015. Atlas was presented in Figure 7.



Even higher results on the battlefield can be achieved with the cooperation of humanoid robots, e.g., with the use of Swarm AI, as shown in [56] in the example of cleaning robots.



Using bioinspired robots in military operations can become the new standard of warfare in a short time. Robots are resistant to fatigue, lack of food and water and extreme weather conditions, but their proper functioning can be easily disturbed by hacker attacks. The main goal of future research related to this area should be ensuring reliability and resistance to hostile interference in the software of robot.




3.5. AI Applications for Military Logistics


Logistics, distribution and supply chain are parts of a very sophisticated and advanced process that refers to the movement of products or services to a designated location at an agreed time. The history of logistics is inextricably linked with military. Already, ancient Romans organized efficient logistic systems to supply legions [57].



Currently, logistics especially in military domain includes many different functions related to the processing of large amounts of data and making of decisions related to transport, delivery and communication, supporting combat units and many others. Organizing an efficient supply chain is very important both in times of peace and war. In [58], authors proposed a method of military logistics management based on the Internet of Things (IoT) that allows to shorten the logistical response time and improve the speed of actions. Authors in [59] noted an important issue of ensuring safety and reliability of supply chain which is crucial operational capability of military forces. They proposed new solution Military Supply Chain Cyber Implications Model (M-SCCIM) which combines logistic and cybersecurity. The presented model uses the newest technologies such as Internet of Things (IoT) and smart contracts. Smart contracts are “pieces of software that represent a business arrangement and execute themselves automatically under pre-determined circumstances” [60]. In implementation of smart contracts, some blockchain technologies which ensure decentralization, persistency, anonymity and auditability are used. In military supply chains, smart contracts can be responsible for checking product flows throughout the supply chain or ensuring the integrity of the chain. Using IoT devices in supply chains allows for better tracking movement of goods (also tracking speed and traffic flow of movement) that makes easier other administrative actions associated to supply chain. However, some properties of IoT structure that are beneficial in commercial environment can be big challenges to implement in military network architectures, which was described in [61]. The military needs a weapon, repair parts, fuel and a lot of other equipment; that is why one of the most important elements of military logistics is a process of management of supply chain. Authors in [62] present a technology to control a supply chain that ensures speed and safety and maximizes the military and economic benefits. Important elements of each supply chain are data analysis and decision-making process. Nowadays, a reinforcement learning is a very common technique supporting decision-making, also in the pre-war planning stage [63] which includes planning supplies to the battlefield and other issues related to military logistics. The reinforcement learning is one of the three main types of machine learning approach. In this approach, the user does not prepare a large training dataset to learn the model, but he uses the environment that allows to collect learning data automatically. The idea of training is interactions of agents with the environment in order to maximize the reward returned by the environment [64]. The idea of the reinforcement learning was presented in Figure 8.



Another approach to supply chain management was presented in [65]. Authors compared artificial neural network (ANN) and machine learning algorithms like k-Nearest Neighbors, Logistic Regression, Random Forest and Naive Bayes in solving the problem of prediction of availability and possible reorder level of military logistics in an example of ensuring the availability of petroleum products.



Another important issue in the field of military logistics is efficient and quick organization of medical aid. It is planned that artificial intelligence will be a significant help in monitoring, diagnosing and segregating the wounded on the battlefield, to provide help to all those in need with limited resources. Charles River Analytics [66] is working on a semi-automatic support software for doctors, used when the evacuation of a soldier from the battlefield is not possible. The application called Automated Ruggedized Combat Casualty Care (ARC3) is implemented on behalf of the U.S. Army’s Telemedicine & Advanced Technology Research Center (TATRC). This system is part of the strategy of trauma care on the battlefield, known as Tactical Combat Casualty Care (TCCC) [67].



Over the years, logistics has been one of the crucial parts of the military that influences the course of hostilities. In coming years, research in this area should be focused on the following:




	-

	
Acceleration of logistics processes, in particular in the supply chain, by applying deep learning algorithms that enable the processing of large amounts of data;




	-

	
Improving the timeliness of logistics deliveries;




	-

	
Cooperation of logistic data analysis systems with systems ensuring data security in order to ensure reliability and protection against diversionary activities.










3.6. Big Data in Milatry Data Processing and Modeling


All previously described AI solutions very often require big amounts of digital data. Its storage, transfer, analysis and visualization generate a lot of problems related to restricted computational power capabilities even for military hardware. Remedies for this problem can be found by using innovative modern architectures including Big Data solutions. In order to better understanding Big Data methodologies, techniques and their potential influence the development of the defense domain; in September 2016, the European Defence Agency (EDA) launched the “Big Data in Defence Modelling and Simulation” (BIDADEMS) [68]. According to recommendations from research, future modelling and simulations military applications should be designed using Cloud Computing. It also seems necessary to focus on education of analysts on new data analytics techniques and providing developers with Big Data tools when developing future models. The study results have led to a new research project (Modelling and Simulation Methodologies for Operations Research - MODSIMMET) analyzing very complex scenarios like hybrid warfare supported by Big Data and Artificial Intelligence.



Authors in [69] analyzed the application of military big data in equipment quality information management. They showed how the more effective flow of equipment quality information in the process could improve the management of information in comparison to scattered systems based on information from people. Other research presented in [70] showed possibilities of optimization of the education model in the military campus using Big Data systems to store and analyze students and teachers data. The proposed system is based on using Internet of Things and directed acyclic graph (DAG) to data processing. The aim of the described solution is the optimization of decision-making processes. The research highlights the reforming trend in education under the “military reform of Chinese characteristics” [71].



The need to process very large amounts of data requires the use of Big Data solutions and data collection in cloud systems. The most important thing that should be improved and developed in this area is ensuring the security of processed data. Another crucial issue is concentrating on introducing cloud solutions and cooperation between systems in each area of military operations.





4. Impact of Using Artificial Intelligence in Military on Society


As the examples show, the neural network applications can be very useful and effective also in the military sector. Actions that have been carried out by people in recent years are now fully automated. Algorithms decide what is good and what is bad, what is safe and what is dangerous, when we should react and when we should wait. The problem is even more important when we talk about AI applications in the military, because their decisions will affect the lives of all citizens. Can people feel safe when machines decide upon their lives? Some people are ready to fully trust the machine and nominate it to presidential election. This happened in Russia in 2017 when forty thousand Russians nominated a piece of AI software called “Alice” to stand against Vladimir Putin in the 2018 election. The virtual assistant created by Yandex could work 24/7 and used only logic to make decisions without emotions and seeking personal advantages [72]. A similar situation happened in Tokyo where a machine named “Michihito Matsuda” placed third in the election of mayor and in New Zealand where “Sam” was created—the world’s first Virtual Politician [73]. “Sam” was designed to run in the 2020 general election to analyze everyone’s opinions and to promote better policy for every citizen, but some people are still very skeptical and have a lot of fears related to AI.



4.1. Explainable Artificial Intelligence


Explainable Artificial Intelligence (XAI) is a new trend that relates to the methods and techniques of applying artificial intelligence technology, so that the obtained solution results are understandable to the average person [74,75]. As the authors say in [76], this “research field holds substantial promise for improving trust and transparency of AI-based systems.”



The Centre for the Governance of AI (GovAI), part of the Future of Humanity Institute at the University of Oxford [77], is an organization that supports society in reaping the benefits and risk management of artificial intelligence. They conduct extensive research on important and neglected issues in AI management using political science, international relations, computer science, economics, law, and philosophy. Below is a brief summary of the surveys conducted by GovAI in 2011 [78] and 2019 [79] regarding the public’s attitude towards AI.



As stated in research carried out in 2011, according to respondents, artificial intelligence will reach the level of human intelligence at 50% around 2050 and 90% around 2150. Organizations from the area of industry, the military and academic centers will have the biggest contribution to development. In the case of the question about the probability of positive and negative effects of developing human-level artificial intelligence, the highest probability was indicated for the answer “extremely bad”. However, the answer “extremely good” came second which proves the presence of both extreme threats and benefits of AI. The survey results are presented in Figure 9.



According to research carried out in 2019, 41% of respondents support or strongly support the development of artificial intelligence, while 21% are somewhat or definitely against it. Much greater support (57%) is expressed by university graduates than people with lower education. There are clear differences in the level of trust in organizations working on the development and management of artificial intelligence. University re-searchers and the US military are the most trusted—50% and 49%. As for the impact of high-level machine intelligence on society, 22% of respondents think that the technology will be “on balance bad”, 12% think that it would be “extremely bad” (possibility of human extinction), 21% think it will be “on balance good”, and 5% think it will be “extremely good.” The results of a survey from 2019 are presented in Figure 10.



As research shows, according to society, military applications are among the main ones responsible for the development of AI, at the same time enjoying great public trust. A positive trend is also the declining percentage of society predicting “extremely bad” impact of AI on humanity.




4.2. Cooperation with Robots


When the average person thinks about artificial intelligence, he has a vision of an intelligent robot performing typical human activities. A robot is a programmable machine which, in accordance with ISO 8373, to some extent autonomously performs the assigned tasks based on the given state—without human intervention [80]. The increasingly popular social robots [81,82] are a specific type of robots. Social robots are defined as autonomous or semi-autonomous robots which, when communicating and interacting with people, behave in accordance with accepted social and behavioral norms adopted by people [83]. How do machines know what behavior people expect from them?



In [84], the authors propose an interesting way of learning ethical behavior by robots using data from social media (Twitter, Facebook, Instagram), records of court cases, and related available data sources. The training data set should include both ethical and unethical patterns of behavior. The first phase of training also involves the presence of a human trainer who would supervise and provide feedback to teach the machine the appropriate behavior in each scenario.



However, the continuous improvement of social robots causes public concern. People worry that in the near future robots can replace them at work and significantly increase unemployment. However, as the authors write in [85], “this perception implicitly overestimates the social skills of the robots, which despite being continually upgraded, are still far from being able to dominate humans entirely”. The authors in [86] presented a proposal on how to bring man and machine closer together and increase people’s trust in the machines with which they must cooperate. Pilot studies were conducted at the United States Air Force Academy to show that building a human relationship with an AI agent earlier can be beneficial for military missions. In the cases of building relationships, the robot asked people questions about their favorite food, type of music, while in cases without building relationships, the robot was only simply introduced to people. The participants felt much more comfortable with the robot if a relationship had been established beforehand.




4.3. Ethics


In addition to trust, another important problem with artificial intelligence is machine ethics, especially in military applications. People were afraid that the thinking machines could harm them and thought about moral status of the machines themselves. Time of war often requires morally difficult decisions from commanders. By definition, neural networks applications should rely only on logic and programmed algorithms without any emotions. However, in the case of military operations, logic and efficiency cannot be the sole determinant. Ethics in the context of military operations was discussed extensively by Helen Frowe in [87], which also touches on the topic of remote warfare.



The authors in [88] raise the important issue of Lethal Autonomous Weapon Systems (LAWS) and strive to answer the question of why artificial intelligence systems should not have the right to decide about killing people as part of warfare. The main problem the authors point to is the lack of perfect, non-error-making AI systems. In the case of deciding about human life, even the accuracy at the level of 99% is too small. Another issue is interpretability. Some decisions made by the algorithm are incomprehensible to people, which resulted in the introduction of the so-called “right to explanation” meaning a right to be given an explanation for an output of the algorithm [89].



People are afraid of what enemy army can do them and what their army can do civilian from other countries. Therefore, the Pentagon announced it has adopted “ethical principles” for AI in warfare in February 2020 [90]. Decisions made by automata should also be “traceable” and “governable.” This means the possibility of deactivation systems that behavior raises concerns or threatens. Earlier the guideline included only an obligation of involving people in all AI military decisions. The actions of the Pentagon can be due to Google’s resignation from renewing contract called “Project Maven” under pressure from employees [91,92].




4.4. Consequences of Errors


As it was written in the previous subsection, people are afraid that a malfunctioning algorithm may harm them. What about the consequences of such an error? When people make mistakes, it is easy to decide who is responsible for this situation. But when the machine makes a mistake, a situation is a bit more sophisticated. Who is to blame?



The main problem is the definition of mistake. Suppose a hypothetical situation that we are planning an elegant party. Our artificial intelligent system has developed a menu that has many dishes from very fashionable fusion cuisine, but we like traditional meals and are not satisfied with the choice of machine. Has the system made an error? Is the creator guilty of not having programmed our preferences in the machine algorithm? Maybe it is our fault because we did not control the machine during the menu selection process. This situation does not have very serious consequences in contrast to military decisions, e.g., regarding armed attacks, but it perfectly illustrates the problem of responsibility for errors made by artificial intelligence systems. The use of “ethical principles” can help, but every situation is different, and every person has a different moral system, so people are not ready to totally trust “intelligent systems” especially in state defense sector. They may be afraid that nobody will be responsible for any mistakes made.



In general, artificial intelligence is programmed to do useful tasks and help people, but malfunction can cause a very serious errors. The author in [93] tried to explain this correlation by using dynamic programing (division of the problem to be solved into sub-problems with regard to several parameters [94]). The article analyzed which elements of the AI system can be causes of errors and disastrous consequences and tried to answer the question of when AI can be dangerous.





5. Conclusions


The aim of the submission was to present main areas of use of AI algorithms in the military sector, especially in objects detection, cybersecurity, robotics and logistic and discuss their impact on people’s sense of security. The article shortly describes well-known algorithms of neural networks but in new, atypical applications. The authors wanted to point to the huge popularity of neural networks, which is increasing day by day thanks to the possibility of using big databases in the learning process. This applies both to commercial, research, educational and pure entertainment applications. The popularity of programs, such as AIE, shows how important this field of knowledge is. As research shows, people are still afraid of the possible effects of these technologies. This is understandable because even experts do not have a clear opinion on the future and development of artificial intelligence. As Prof. Stephen Hawking said: “The rise of powerful AI will be either the best, or the worst thing, ever to happen to humanity”.
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Figure 1. Taxonomy proposed in the overview of military applications. 
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Figure 2. Structure of the Adaptive Resonance Theory (ART) network with emphasis on existing layers and mechanisms [25]. 
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Figure 3. A three-layers deep neural network with one hidden layer. 
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Figure 4. The idea of the convolution layer operation. 
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Figure 5. Different types of separating hyperplanes. 
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Figure 6. Spot: (a) overall look, (b) going up the stairs [55]. 
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Figure 7. Atlas: (a) overall look, (b) jumping over an obstacle [55]. 
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Figure 8. Reinforcement learning. 
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Figure 9. The results of the 2011 survey [78]. 
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Figure 10. The results of the 2019 survey [79]. 
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