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Abstract

:

Optimization of the transmission power and rate allocation is a significant problem in wireless networks with mobile nodes. Due to mobility, the vehicles establishing wireless networks may exhibit severe fluctuations of their link quality, affecting their connection reliability and throughput. In Vehicular Ad-hoc Networks (VANETS), the IEEE 802.11p standard provides a practical metric for the Packet Reception Ratio (PRR), which is related with the transmission power and rate. Finding a global strategy for optimizing PRR for all mobile nodes can be treated as a potential game where each vehicle is considered as a selfish player, aiming to maximise its transmission reliability while rate constraints are satisfied. To this end, we propose a game-theoretic approach that converges to a Nash equilibrium. The main contributions of this work include: (i) identification of the best case equilibrium, for two cases of interference: diminished or kept stable, and (ii) verification of the equilibrium optimality, by showing that the value of stability is 1. Moreover, numerical results exhibiting the ease of the utility function calculation are provided, especially after an SINR level, whereby the utility function is concave and can be solved efficiently in polynomial time.
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1. Introduction


Wireless networks are often constraint by Quality of Service (QoS) requirements that aim to enhance their reliability. The unstable wireless medium does not provide a stable environment for wireless parameters tuning. Issues such as link quality and rate are restrictions that need to be addressed to optimise the behaviour of a wireless network. Such QoS constraints appear in practical scenarios. Their encapsulation in an optimisation process is essential to produce efficient approaches towards optimal wireless behaviour. A major concern in wireless networks operating with the IEEE   802.11   standard is the maximisation of transmission reliability with high link quality and maximum rate, where delay limitation may be satisfied.



In particular, Vehicular Ad-hoc Networks (VANETS)-based communication introduced the IEEE 802.11p standard. The difficult environment of deploying Vehicle to Infrastructure (V2I) devices is evident. Since the early days of the Vehicle to Vehicle (V2V) and V2I technologies, the necessity of a wireless standard emerged; hence, the IEEE 802.11p or Dedicated Short-Range Communications (DSRC) was established. This protocol offers a dedicated bandwidth of 75 MHz in the 5.850–5.925 frequency band, as established and allocated by the Federal Communications Commission (FCC) in the USA [1]. Furthermore, DSRC provide a high V2I of V2V data rate. In terms of Wireless Access in Vehicular Environments (WAVE), the DSRC standards comprise the IEEE 1609.x family and IEEE 802.11p. Specifically, the IEEE 1609 sits on top of the IEEE 802.11p and handles upper layers from the PHY and MAC without having information about low-layer parameters. The PHY and MAC layers are specified by the IEEE 802.11p for single-channel operations. Multi-channel operations can be offered by the division of the access time to two separate channels. This is done using a trial IEEE 1609.4 on top of the IEEE 802.11p [2].



The reason behind employing game theory is that it studies mathematical models of conflict and cooperation [3] between vehicles in our example. Therefore, our meaning of the term game corresponds to any form of social interaction between two or more devices. The utilisation of a potential game approach comes as a result of the fact that in 2008, Daskalakis et al. [4] proved that finding a Nash equilibrium is PPAD-complete. Polynomial Parity Arguments on Directed graphs (PPAD) is a class of total search problems [5] for which solutions have been proven to exist; however, finding a specific solution is difficult if not intractable. There exists a class of games called “Potential Games” [6], which have important properties that pure Nash equilibria will always exist and best response dynamics are guaranteed to converge. This class of games consists of the exact, ordinal and weighted potential games.



In this paper, we utilise exact potential games and we build a potential function that has the same behaviour as the individual utility function when a player unilaterally deviates. We take into account the physical-layer (PHY) characteristics of the IEEE 802.11p standard, and we adopt the link layer Packet Reception Ratio (PRR) measure. The PRR can be used to implicitly optimise throughput by reducing re-transmissions. To do so, we construct a model to optimise the rate and transmission power for each vehicle to enhance throughput. In contrast with the conventional methodology, we do not take into account parameters such as the Received Signal Strength Indicator (RSSI), given that for low-power transmissions, it may result into severe packet losses. Thus, we are considering the network layer parameter of PRR to model the packet reception or drop. Using this, we devise a utility function that is represented by the PRR and rate. We employ this utility function to construct a potential game, where each device can optimise its rate and transmission power in a selfish manner. The main motivation behind this work is that there are conflicting interests of players/vehicles, which aim to maximise their profits by not cooperating. Thus, a methodology will be suggested whereby the conflicting members will not lose throughput by employing the best transmission power level.



In summary, the contributions of this paper are listed below:




	
We devise a new metric that pushes the PRR further down the wireless stack, in particular the PHY layer.



	
We form a potential game of the joint power and rate control.



	
We identify the best case Nash equilibrium for two cases, namely no or stable interference.



	
We show that the price of stability is 1.



	
We show that with a stable delay, the utility function is maximised because the rate increases.



	
We show that the utility function is concave, and it can be solved in polynomial time.



	
We indicate the number of time slots and time in seconds that are required for the transmission with and without the duty cycling mechanism.



	
We show results that we can accomplish a maximum rate and PRR by raising the transmission power, which with duty cycling means increasing the signal-to-interference-plus-noise ratio (SINR).








The remainder of this paper is as follows: Section 2 gives the related work, Section 3 gives the system model, Section 4 gives the results and Section 5 describes the conclusions.




2. Related Work


Vehicular wireless networks have been extensively studied in different contexts, and recently published surveys cover many of their aspects. Game theory has been widely used to analyse the interactions of competitive and cooperative behaviours in wireless networks. The applications of game theory in wireless networks have been generally investigated [7]. With the development of the fifth-generation (5G) communication technology, several recent surveys are mainly concerned with the applications of game theory in the emerging wireless communications such as the multi-access edge computing wireless networks [8] and the UAV-assisted wireless networks [9].



Joint power and rate control have been extensively studied under the game theory framework. In [10], a non-cooperative bargaining game was used for joint power and packet rate adaptation to avoid information congestion. The authors showed that the proposed joint power and rate adjustment congestion control scheme can alleviate the possible packets collisions, thus reducing the average experienced delay in queue and increasing the number of successfully delivered packets on the receiver side. The drawback of this work is that according to their analysis, the more the players, the more the introduced time and computation complexity will be brought, which raises issues of complexity and density.



In [11], Tielert et al. proposed a power and rate control approach for Vehicle Safety Communications in order to optimise the reception performance between a pair of agents participating in the VANET. To this end, they suggest utilising the average packet Inter-Reception metric. They show that an optimal Tx power can be used for a good reception, which is independent of vehicle density. They provide a simple rate and power control algorithm, which is based on the distance of the communication. In particular, they set the Tx power according to the distance of the vehicle with the receiver, and then, they optimise the rate. Even though this work is simple to be evaluated in practical scenarios, acquiring the distance in wireless networks is ambiguous, and other metrics should replace it.



In [12], Aygun et al. suggested a joint power and rate adaptation mechanism based on environmental parameters and context. They proposed some form of cooperative communication between vehicles, since a vehicle calculates and receives path loss and neighbouring vehicles’ path loss exponents to determine its own power and then utilises the appropriate rate. The proposed algorithm adjusts the transmit power of the messages in order to reach the desired awareness ratio at the target distance. At the same time, the algorithm controls the channel load using an adaptive rate control algorithm. The major problem of this approach is the calculation of the path loss exponent of vehicles. Since we know that it can vary significantly depending on the scenario, it can be risky to make decisions based on this metric. In addition, the neighbouring communication will introduce a significant overhead in the vehicle communication, which may result in a degradation of the desired output.



In [13], Zemuri et al. proposed a joint rate and power adaptation scheme, which takes advantage of the ETSI TS technical specification for minimum beacons transmit frequency. The authors regulate the frequency of beacons and attempt to enhance awareness of the vehicles in close ranges. Moreover, they describe a mechanism to reduce the collision rate and keep the channel in a good state of utilisation. In particular, the presented scheme adapts the rate of transmission to regulate the collision rate and utilisation in terms of the channel being busy. Thereafter, power is adjusted to ensure a high level of awareness for close vehicles considered as neighbours. The binary search employment for the near-optimal channel busy rate is not explained thoroughly, providing evidence in the efficiency of their result analytically.



In [14], Jose et al. described an approach of rate and power control in DSRC for VANETS. They propose a utility maximisation method by exploiting the network congestion control methodologies. Due to the difficulty of the problem, they proceed to a decomposition of the rate and power control in two subproblems. In the first subproblem, they optimise rate with fixed powers and vice versa. They show asymptotic optimality. However, the iterative methods they propose to solve the two subproblems do not take into account the dynamic relationship between rate and power. A decomposition of the problem solving the problems in a more dynamic manner could be more efficient.



In [15], Huang et al. proposed a protocol for adaptive beaconing rate and power. In particular, the vehicles compute transition probabilities in every time step. These probabilities rely on the suspected tracking error on vehicles being close by towards its own position in an Euclidean sense. Note that in this case, the beacon transmission rate increases. This work employs a threshold to determine whether transmission will occur or not. In the case that transmission is mandatory, it takes place with a probability proportional to the magnitude of the suspected error. The transmission power adaptation occurs by using the Channel Busy Ratio (CBR). The authors determine maximum and minimum values of CBR to rule the use of minimum or maximum transmission powers. In the case that the CBR is within the two values, the transmission power is selected between the maximum and minimum values using a linear function. The main drawback of this work is that it misses study and analysis of the fairness.



In [16], Liu et al. devised a robust optimisation problem to optimise the network-wide sum rates constrained with the predefined outage probability. The maximisation includes the conversion of the known statistical characteristics of the original problem with probability constraints, such as the mean and variance of V2V gains, to the deterministic problem. Moreover, the non-convex problem is formulated as a successive convex approximation, in order to result in a convex optimisation problem. Using the dual decomposition, the optimal solution can be identified. Finally, an iterative algorithm is used to determine the optimal transmission power of each user. In terms of results, the numerical simulation exhibits the effectiveness and the robustness of the algorithm in dynamic vehicular network settings. Practical considerations and a high density of Cluster Members (CM)s in simulations are subjects that need to be further investigated, since the maximum number of CMs should be restricted to four in a subchannel to achieve a higher average rate of each CM.



With respect to the related work, the proposed algorithm attempts to maximise the power and rate control of the VANET by using a duty cycling mechanism, whereby the collisions and interference is diminished or kept stable. In this way, the maximum power can be used, and the rate keeps increasing with the increase of the SINR.




3. System Model


We consider a VANET, as we can see in Figure 1, whereby the vehicles communicate between them. We denote the number of vehicles as N. As we mentioned previously, we aim to optimise the throughput of each vehicle while satisfying certain QoS constraints, such as PRR and rate.To this end, we identify certain wireless parameters as capable of assisting this objective. These are the transmission power and the rate of transmission. The former can be adjusted to strengthen the signal for successful packets’ transmissions and to mitigate interference from other neighbouring vehicles. The latter can be optimised to achieve better throughput in the network when multiple packets are required to be forwarded.



3.1. Link Quality Estimator


To characterise the link quality, we utilise the Packet Reception Ratio (PRR) metric, which in general describes the ratio of the number of packets successfully received by node j over the number of packets sent by node i for a wireless link   ( i , j )  . It is known that the relation between PRR and Signal-to-Interference-plus-Noise Ratio (SINR) is given by:


  P R  R  i , j   =   ( 1 −  e  −  γ  i , j     )  l  ,  



(1)




where   γ  i , j    is the SINR of the transmission from node i to node j, and l is the packet length in bits. The term   γ  i , j    is given by


   γ  i , j   =    H  i , j    p i      ∑  t ≠ i , t ≠ j    I t  +  N 0     ,  



(2)




where   N 0   is variance of the white Gaussian noise,   H  i , j    is the channel gain of node i with node j,   p i   is the transmission power of node i and   I t   is the interference signal from node t, which can be calculated as    H  t , k    p t   , namely using the channel gain between nodes t and k and the transmission power of node t. for the node i.



By increasing the the transmission power, it is expected that the SINR will also be increased. However, when the transmission power is set to a significantly high level, interference from the other users,     ∑  t ≠ i , t ≠ j    I t    , makes the PRR decrease. When we have no interference, the PRR goes rapidly to maximum 1. In Figure 2, we see the increase of the PRR with the increase of the SINR without the presence of interference, where it follows the sigmoidal function. Note that for   P R R ( 0 ) = 0   and   P R R ( ∞ ) = 1  , which is true for a packet with reasonably large number of bits. Thus, SINR values that belong in the grey area do not exhibit stable PRR estimation. For this reason, our simulation results will be based on more practical definitions of PRR.




3.2. Utility Function and Game Formulation


We consider the wireless devices as selfish players, whose interest is to maximise their rewards in a similar manner as we see in [17]. To this end, we consider a game   G  N , A , u    with N players, A set of actions, and u payoffs in the form of utility functions in order to consider a non-cooperative game. Let us define the utility function for the i-th device which communicates with the j-th device, as follows


   u  i , j    (  p i  )  =  R  i , j   P R  R  i , j    



(3)




where   p i   is the transmission power for the i-device with    p i  ∈  [  p  m i n   ,  p  m a x   ]   , which also represents the set of actions. Transmission rate   R  i , j    is defined as:


   R  i , j   = B  log 2   ( 1 +  γ  i , j   )  ∈  [ 0 ,  R  m a x   ]   



(4)




which is a function of green transmission power adjustment, the interference, and the noise. B is the bandwidth, and   R  m a x    is the maximum achievable rate. Recall that the packet reception rate at the physical layer   P R  R  i , j     has been defined in Equation (1), which is a function of the SINR   γ  i , j   . Essentially, the introduced utility function is the product of the transmission rate   R  i , j    and the   P R  R  i , j    , which both depend on the transmission power   p i  . In our game formulation, each game attempts to maximise its utility by selecting the transmission power that achieves the best PRR and rate, which with the rate it is considered to be the throughput of a link   ( i , j )  . Therefore, we want to perform the following optimisation procedure


         max  p i      u  i , j    (  p i  )           subject  to          P R  R  i , j   ≥ P R  R w            R  i , j   ≥ B  log 2   ( 1 + S I N  R  i , j  w  )  ,     



(5)




where   S I N  R  i , j  w    is the SINR which obtains   P R  R w   ,   P R  R w    is a value of PRR that shows a highly reliable link (≥90 %), and   R  i , j    is given as the rate node that i can transmit with when   P R  R w    is satisfied.



Thereafter, we formulate this non-cooperative game into a potential game. In order to use exact potential games, it is essential to have a potential function that has the same behaviour as the individual utility function when a player unilaterally deviates.



More formally, a game   G  N , A , u   , with N players, A strategy profiles and u as the payoff function, is an exact potential game if there exists a potential function


     Φ :     A → R          subject  to          ∀ i ∈ G , ∀  σ  − i   ∈  A  − i   , ∀  σ i  ,  σ i   ′   ∈  A i      



(6)




where   σ i   is the strategy of player i,   σ i   ′    is the deviation of player i,   σ  − i    is the set of strategies followed by all the players except player i, and   A  − i    is the set of strategy profiles of all players except i such as


  V  (  σ i  ,  σ  − i   )  − V  (  σ i   ′   ,  σ  − i   )  =  u i   (  σ i  ,  σ  − i   )  −  u i   (  σ i   ′   ,  σ  − i   )   



(7)







We define the potential function   Φ  i , j    as


  Φ  ( p )  =  ∑  i , j ∈  S i   N   R  i , j   P R  R  i , j   p h y    



(8)







Lemma 1.

The   G  N , A , u    is a potential game with the potential function given by (8).





Proof. 

We have


     Φ  ( p )  − Φ  (  p ′  )  =  u  i , j , j ∈  S i     ( p )  −  u  i , j , j ∈  S i     (  p ′  )  +  ∑  k ≠ i , r ∈  S k    N − { i }    u  k , r , r ∈  S k     ( p )  −  ∑  k ≠ i , r ∈  S k    N − { i }    u  k , r , r ∈  S i     (  p ′  )      



(9)




where   S k   is the neighbourhood of node k. By the definition of the exact potential game, one node can deviate to accomplish a Nash equilibrium. If we allow node i transmitting to node j to deviate, the remaining nodes remain with their current strategies. Hence, it has to be shown that


   ∑  k ≠ i , r ∈ S , p   N − { i }    u  k , r    ( p )  −  ∑  k ≠ i , r ∈ S ,  p ′    N − { i }    u  k , r    ( p )  = 0  



(10)




From (2), which gives the SINR expression, the reader can see that the data rate as it comes from the upper bound of Shannon’s formula is


  R = B  log 2   ( 1 + S I N  R  i , j   )  ,  



(11)




where B is the bandwidth. As a result of the   P R  R  p h y     coming from (17), the interference caused by the change of the transmission power of node i may affect the utilities of a number of other nodes K due to the denominator of the SINR in (2). Hence, it needs to be shown that the interference is 0 or or at least equal when node i transmitted with the initial transmission power.



Taking inspiration from [18], we can see that a potential function with PRR utility can be a potential game if a node i that is transmitting to node j and its interfering nodes (hidden terminals) can be duty cycled with at most


  ( 1 + A ( x ) ) λ W ,  



(12)




where


  A  ( x )  = π  r 2  − 2  r 2  arccos  (  x  2 r   )  +  x 2    4  r 2  −  x 2    ,  



(13)




when the receiver is located within an annulus   d x   from distance x from the sender and r is the transmission range as it appears in Figure 3. By  λ , we denote the nodes per unit area and W is the window size of the PRR, which in   P R  R  p h y    , the header is added on [19], and the area with hidden terminals for an edge of the neighbourhood is denoted by A(x).



We have


   γ  i , j   =    H  i , j    p i      ∑  t ≠ i , t ≠ j    I t  +  N 0     ≥  γ  t h r   ,  



(14)




and


   γ  i , j   =    H  i , j    p i      ∑  q ≠ i , q ≠ j    I q  +  N 0     ≥  γ  t h r   ,  



(15)




if we keep the interference at the same level and the rates are kept at the same level as well. Hence,   P R R = 1   in this case, and when     ∑  t ≠ i , t ≠ j     I t  =   ∑  q ≠ i , q ≠ j     I q  = 0   if the nodes can be duty cycled to ensure no packet loss.



Hence, our game is a potential game since (10) is satisfied. □
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Figure 3. Hidden Terminal Example (based on [19]). 






Figure 3. Hidden Terminal Example (based on [19]).
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Moreover, Successive Interference Cancellation (SIC) [20] can be employed, which we could employ to ensure that the messages will go through even in the presence of interference. Assuming that this perfect SIC is on board, then perfect communication can be accomplished, and the game is a potential game as well, since the messages go through regardless of the SINR, which should be    γ  i , j   ≥  γ  t h r     which is the receiving threshold, for a successful transmission.




3.3. Nash Equilibrium Properties


In the game formulation, specific properties can be shown of the Nash equilibrium that exists by definition of the potential game. Initially, the existence of multiple Nash equilibria are shown. Thereafter, we try to identify the best one.



Lemma 2.

The best Nash equilibrium is when the nodes play with    p i 1  =  p i 2  =  p  m a x    , resulting in    R i 1  =  R j 2  = R  ( S I N  R  m a x   )    that satisfies the constraints of (5).





Proof. 

We denote    c 1  ⊂ N   and    c 2  ⊂ N   as two subsets of the playing nodes N participating in our game formulation. Furthermore, we denote    p 1  =  p *    as the transmission powers, which is the best response of the nodes in subset   c 1   and    R 1  =  R *    denotes the best response rates. Moreover, we denote    p 2  =  p ˜    and   R =  R ˜    as the best response transmission power and rates of subset   c 2  , respectively. Finally, we denote   γ  ( p )  ≥  γ  t h r    , where   γ  t h r    is the SINR threshold for the successful reception of a packet. As we have seen from [21], there exists two transmission powers    p 1  <  p 2    that two different sender/receiver pairs use, which results in both messages successfully received for a sparse configuration of the nodes. In addition, duty cycling of the nodes may result in equal or no interference; hence, we have for a link   ( i , j )   Equations (14) and (15) satisfied, where    I t  =  I q    if we duty cycle the nodes to keep interference to the same level.



In the case that    I t  =  I q  = 0  , the duty cycling mechanism ensures that the denominator of the SINR equation gets smaller; hence, the reception threshold is exceeded, and the   P R R = 1  . Even if we raise the transmission power, the PRR will be 1, as we can see below,


   γ  i , j   =    H  i , j    p i    N 0   ≥  γ  t h r    



(16)




and using transmission power   p 2  , this ensures that (16) is satisfied as well.



The transmission powers   p *   and   p ˜   set the   P R R = 1  , with a smaller transmission power than   p  m a x   . Since (11) reaches its maximum value with maximum SINR, the transmission powers used by the two subsets of nodes is   p *   =    p ˜  =  p  m a x    . Hence, the two subsets of nodes will transmit with   p  m a x   , which is the best case equilibrium.



As such, increasing the rate of such configuration will further increase the throughput of the network and maximise Equation (5). In conjunction with the transmission powers   p 1   and   p 2  , the rates of the nodes in the subsets    c 1  ,  c 2    are    R i 1  =  R j 2  = R  ( S I N  R  m a x   )   , by using the maximum transmission power that satisfies the constraints. This is due to the maximum rate including the maximum   P R R = 1  , as we can see from the constraints of (5) when interference is mitigated or diminished using duty cycling, as we can see in Figure 4. □





Lemma 3.

The price of stability when the best case equilibrium is played is 1.





Proof. 

We have seen that the best case equilibrium is when    p i 1  =  p i 2  =  p  m a x     and    R i 1  =  R j 2  = R  ( S I N  R  m a x   )   . If we suppose that there is a more efficient equilibrium, then we have that a node deviates to another transmission power   p j *  ,


      ∑  i ∈ N , i ≠ j  N  u  (  p  m a x  i  )  + u  (  p  m a x  j  )        <  ∑  i ∈ N , i ≠ j  N  u  (  p  m a x  i  )  + u  (  p j *  )  ,     








which contradicts that the    p i 1  =  p i 2  =  p  m a x     and    R i 1  =  R j 2  = R  ( S I N  R  m a x   )    is the best case equilibrium. Hence, the price of stability is 1. □







4. Numerical Results


In this section, we derive several numerical results to evaluate the proposed approach.



4.1. Practical Considerations


We know from practical scenarios that the PRR can be calculated at the link layer when a message is successfully received at the receiver, which then sends an acknowledgment to the sender. Thus, the sender has knowledge of whether the message has been sent, and it does not re-transmit it. The MAC layer is responsible for the re-transmission of the packet or the acknowledgment. In this paper, we push the PRR down the wireless stack, and we measure it at the physical layer. We aim to eliminate acknowledgments on both sides. Instead, the receiver will send a message of non-ack to the sender to inform it about a unsuccessful transmission. We do this to reduce messages in the network, since our objective is to optimise throughput via link quality. Certain works in the literature suggest metrics of link estimators on the PHY layer [22,23,24]. In summary these works employ the packet decoding process to compute the link estimator. They take into account the packet drop in the link estimation algorithms even though they analyse packets at the bit level as well. Our technique attempts to reduce messages, while link estimation is not compromised.



The IEEE 802.11p PHY layer employs the OFDM method to perform encoding and decoding processes. It performs signal processing at the bit level and it separates decoding into specific stages [25].



	
StartReceive: This essentially is the reception of the first packet bit, whose signal strength must exceed the reception threshold for successful reception.



	
EndPreamble: This event check is the preamble reception process. It includes specific conditions for the preamble’s reception to be initiated. The state of reception should not be busy; also, the signal strength of the incoming signal should have an SINR larger than the reception threshold to schedule the EndHeader decoding event.



	
EndHeader: This decoding event should be aware of the modulation, coding length and parity check of the incoming data. The header information needs to be justifiable to initiate the EndRx decoding event.



	
EndRx: During this event, data are decoded by applying signal demodulation and error correction. Moreover, channel estimation is performed to the OFDM samples, and when data are decoded successfully, the RxPhyOk event takes place.






Errors in the aforementioned stages that result in packet drop include the errors of StartReceive, EndPreamble, and EndHeader due to channel interference as well as for decoding reasons. When a packet is successfully received on the PHY layer, the RxPhyOk occurs [22]. As such, we transform the PRR definition to the PHY layer for a time window of k packets as follows:


  P R  R  i , j   p h y   =     ∑  s = 1  k   R x P h y O  k  i , j     S  N  i , j     ,  



(17)




where   R x P h y O  k  i , j     is a packet successfully received by the receiver j from sender i, and   S  N  i , j     is the packet sequence number coming from the sender in the header. Note that PRR can be given by two formulas, the ones being in Equations (1) and (17), and the other


  P R  R  i , j   =   P  i , j   r e c v    P  i , j   s e n t     



(18)




over a window of W transmissions, where   P  i , j   r e c v    is the number of packets received by node j from node i and   P  i , j   s e n t    is the overall numbers sent from node i to node j.



For practical considerations, we utilize (17) and (18) to estimate the utility function. The packets that are received can be calculated in two ways. For the first, we can use the PxPhyOK and for the latter, we can use the Bit-Error Rate (BER). The Medium Access Control (MAC) layer can be utilised to duty cycle the vehicles for their transmission according to the metrics used in this problem. The packets that are received can be calculated in two ways: firstly by adding a sequence number on the packet to show how many packets have been sent (successfully and unsuccessfully) or by using acknowledgments. As such, we will have the received packets over the sent packets at the receiver. For example, if the sender sent a packet with an   S N = 5   and the   R x P h y O  k  i , j   = 4  , then the   P R R = 0.8  . In this case, the receiver will send a message to the sender informing it that it missed one packet instead of sending 4 acknowledgment packets for each received message.



Note that we use different definitions for PRR, which are based on the PHY and network layer. Specifically, Equation (1) is the general theoretical case of   P R  R  i , j    . The equivalent equation of the network layer is the (18). The latter equation is utilised in practical research works, whereby the packets are being counted, since the SINR requires a calculation that needs to include the interference measurement as well, which may be challenging to obtain in practice. For instance, the noise floor may need to be obtained constantly. Hence, we attempted to provide a PHY layer metric that can be acquired in practice: thus, to use Equation (18) further down the stack, which is a function of the SINR as we see in the equivalent Equation (1). The   R x P h y O  k  i , j     is affected by the SINR, in practical scenarios; by increasing the SINR, the PRR increases as well, unless interference or collisions are present.



In the next subsection, plots for the utility versus SINR and the utility versus transmission power are presented. According to Equation (3), the utility function is proportional to the PRR. This is also shown in Figure 2, where it moves from the grey area to the maximum value due to the increase in the SINR, which can be done by increasing the transmission power or reducing interference with duty cycling. In the next section of the paper, simulation results and detailed discussions will be given to justify the theoretical analysis.




4.2. Evaluation Results


Let us assume that our algorithm operates in a road network, which is interconnected operating with 802.11p. The bandwidth is set to 10 MHz, and and we set a delay of 0.05 s. We also set the arrival rate of the packets to 10 packets per second and the   P R  R w  = 0.9  , since we have very reliable links due to the nature of the problem. Note that there will be interference from other vehicles that want to receive a message from another as well as interference from other vehicles that reside nearby. Initially, we take the case where two vehicles want to exchange messages with two respective vehicles. We assume that the Carrier Sense Multiple Access (CSMA) is disabled in order to ensure that simultaneous transmission to a vehicle is allowed. We duty cycle the two vehicles into two time slots; hence, the utility of each vehicle can reach the maximum when the maximum transmission power is used due to the increase of the SINR from the transmission power increase, as we do not experience interference.



The reader can see the results of the plots of Equations (1) and (17). For the latter, we included the cases with no interference and duty cycled interference in Figure 5. Here, with the red color, we see the utility when the constraints are satisfied. The best case Nash equilibrium is the one with the highest SINR. Moreover, we plotted the curve of Equation (1) and the plot for the duty cycled interference from Equation (17). For the latter, we see that with the increase of the SINR, the PRR increases from the grey area to the maximum and then the rate is maximised after the PRR being 1. This takes place since the PRR can be one with lower than the maximum SINR. Furthermore, the zoom of the plot can be seen directly below the figure to see the change in the   P R  R  p h y    .



The value of the rate starts increasing when the   P R  R w  = 0.9  , which is when the SINR is 9 dB, as it can be seen with the red line of the plot. Note that for the case of no interference, the utility rapidly increases, since the SINR exceeds the reception threshold and the   P R  R  p h y     jumps from 0 to 0.9. When the SINR reception threshold is surpassed, the PRR becomes 1, as we can see from Equation (1) and Figure 2; thus, the PRR jumps to a high value. The   P R  R  p h y     is   0.9   since, due to the low transmission power, a packet may be lost due to the coverage or other problems, such as an obstacle between the sender and the receiver. For the duty-cycled case, the utility appears to be like a step function, since the duty cycling mechanism is applied and the   P R  R  p h y     jumps from   0.5   to a final   1.0  . We constructed the experiment in such a way in order to show the duty-cycled mechanism when it is applied to the transmission of the packets. In practical scenarios, the PRR fluctuates when interference is experienced, and the PRR falls into the grey area, especially when the signal is not strong enough from the transmission power perspective. Once the duty cycling mechanism is activated, the signal can go through and the reception threshold at the received is exceeded, meaning the successful transmission of a packet. This means that the PRR will be increased dramatically.



In a similar manner, the rate increases with the increase in SINR, coming from the transmission power becoming higher, as we can see in Figure 6. Since in this work, we duty cycle vehicles to stabilise or diminish interference, the SINR changes with the change of the transmission power. The reader can see that in Equation (2), whereby the denominator remains the same and the nominator increases.



In terms of packets lost, we take the case where there is one interferer in the communication of two vehicles. For one second, we need a maximum of 20 time slots and a minimum of 10 slots (if the vehicles are in a sparse place whereby the packets simultaneously go through) for the packets to be successfully transmitted for the interferer and the sender in one second. If we do not apply duty cycling and have a simultaneous transmission and allow three re-transmissions per packet, we can have a maximum of 60 transmission slots for this case and a minimum of 10 time slots, if the message will go through with one re-transmission. The reader can see the results of this case in Table 1.



For different values of delay, the times of packets’ transmission can be given in Table 1 as well. As it can be seen, the number of seconds delay for the duty-cycled approach is a minimum of 0.5 s delay and maximum 1 s delay on top of the programmed transmission. For the not duty-cycled approach, we see a delay of minimum 0.5 s and maximum of 3 s on top of the transmission.



From the second constraint in (5), it can be derived that the increase of the delay provides a smaller value of the rate. Moreover, the transmission power increases the rate as well, as we can see from Shannon’s formula; however, a large transmission power by a vehicle can increase interference to other vehicles, thus increasing the delay in the case that we allow the re-transmission of packets. With our work, the duty cycling mechanism will not mimic re-transmission, albeit it is similar. The difference is that we duty cycle the nodes to stabilise or diminish interference and not re-send the same packet a number of times.



Since the potential function is essentially the sum of the sigmoidal functions when using Equation (1) (utility functions, there exists an algorithm to solve this optimisation problem, namely the branch and bound method, which is described in [26]).



We further altered the SINR coming from the transmission power to exceed the value 9.0, which we consider a threshold that can ensure a high PRR. This alteration gives us another property as to make the utility function strictly concave. This will ensure that a local maximum of the function is a global maximum as well. We can see the dashed line which separates the utility function into two parts in Figure 5. The PRR in this setting is 1.0 when the constraints are satisfied and the rate increases, as we can see in Figure 6. Note that the constraint has been set to the normalised value of the rate when the delay is 0.05 s.



The natural question that arises is that the delay will increase with the duty cycling of the vehicles. This can be also the case with the CSMA, since there will be a backoff for the attempt of a new transmission. One of the main problems of the IEEE 802.11p protocol is its functionality in dense environments [27]. Moreover, using proximity sensors, the vehicles may instruct the passing or coming behind vehicles to transmit using a beacon. The beacon will include the unique ID of the vehicle and notify that one will transmit, further limiting the interference. For our scenario, the delay of transmission will be 0.04 s. For our future work, we will investigate a denser scenario.



Moreover, the utility function u was plotted against the transmission power levels in  μ W in Figure 7. The purpose of this experiment is to indicate the difference with the duty-cycled and not duty-cycled case. As the reader can see in Figure 7, there are two cases: the one being with duty-cycled vehicles and the other without the duty-cycled mechanism. The interference in this example is initially set to 300  μ W. In the duty-cycled case, the interference remains stable throughout the experiment, and the PRR goes from 0 to 0.9 and then to 1.0. On the other hand, in the not duty-cycled case, there is an increase in interference reaching 500  μ W at the 800  μ W transmission power utilised. Moreover, since we experience packet loss from interference, the PRR goes from 0 to 0.6, and then it falls to 0.35.



In Figure 7, the sudden utility increase is to show the difference between duty-cycled interference and non-duty-cycled interference. The yellow line of the plot shows that the PRR goes to 1 with the duty-cycled mechanism enabled, since after the reception threshold is surpassed, the PRR becomes 1 and the SINR keeps increasing with respect to the transmission power, and the utility goes to 1 from the rate part of the utility function Again, a packet is lost, which is potentially due to coverage. The blue line shows a different behaviour, since the duty-cycled mechanism is not enabled. Hence, the PRR does not move to 1, and according to an increase of interference or the existence of collisions, the PRR drops suddenly. The 300  μ W interference causes the drop in the other case.




4.3. Discussion


In this paper, we have introduced a utility function as the product of the rate and the PRR, which depend on the transmission power. This is essentially different from [17], where a bits/joule approach is employed for the description of the utility function. In our case, we exploit the different PRR descriptions on the PHY or MAC layer, Equations (1) and (17), depending on the SINR range. Thus, for SINR between 0 and 8, (17) performs better by maximizing the utility function.



The equilibrium that is best in our paper is when the rate and PRR is maximum, using the maximum transmission power due to duty cycling, which diminishes or stabilises interference. On the other hand, the maximum transmission power of the work of Meshkati et al. [17] results in an equilibrium which is not the best, since it raises interference between the nodes, which in turn decreases the utility function. Essentially, Meshkati et al. focus on energy-efficient optimisation, which takes into account a thorough interference model. The approach we are proposing optimises the transmission power and the rate with respect to no or stable interference, which we ensure by assigning time slots to each transmission, thus resembling to a Time Division Multiple Access (TDMA) framework. One drawback of this approach is the scalability due to vehicle density, which however may be solved assuming the locality of the vehicles.



In this work, solid mathematical procedures that operate nicely in simulation have been proposed. Several Nash equilibrium properties have been derived for our problem formulation. The utility function has been transformed to concave in order to make it solvable in polynomial time and avoid practical implications such as the time of execution in [17]. However, further tests are required to put into our algorithm to check for run time as well as scalability performance. The main difference is the fact that we use a duty cycling method to allow maximum transmission power utilisation compared to the competitor, which uses a thorough queuing theory model and a different utility function. Note that the best equilibrium of [17] is the one where the transmission power is not the maximum due to interference.



A drawback of this work is that it does not take into account a thorough queuing model to the optimisation. Taking into account the delay relationship with the rate and PRR requires a thorough M/G/1 model to be lumped into our optimisation model. Certainly, this work can be extended with such a model, but it is beyond the scope of this paper.





5. Conclusions


In this paper, we addressed the optimisation of power and rate control in IEEE 802.11p or DSRC vehicular networks. The DSRC standard consists of the IEEE 1609.x family and IEEE 802.11p. Specifically, the IEEE 1609 is up the stack from the IEEE 802.11p and handles upper layers from the PHY and MAC without prior information regarding low-layer parameters. The PHY and MAC layers are specified by the IEEE 802.11p for single-channel operations. We can also include multi-channel operations by dividing the access time to two separate channels with the IEEE 1609.4.



Specifically, we constructed a new metric based on the PRR (Equation (17)), which pushes it further down the wireless stack, in particular the physical layer. We show that by using QoS constraints, the PRR and rate at maximum constitute the best case equilibrium. An optimisation problem as a potential game has been formulated, and significant Nash equilibrium properties have been presented. It is shown that for the lower SINR, values coming from the transmission power values are excluded, the utility function is concave, and otherwise, it is sigmoidal. It has been noted that the data rate increases with the SINR when the transmission power is maximised, which is the best case equilibrium of our approach. A description of the differences between our approach and the conventional one [17] has been provided.



For future research, we aim to re-formulate our problem to include energy efficiency as well, since this will definitely change the best case equilibrium and the whole optimisation process. Intuitively, the best case equilibrium will not be the one that uses the maximum transmission power. Furthermore, a comprehensive queuing theory model will be adopted in order to include the delay in this work. Moreover, the ns-3 simulator will be utilised to provide initial simulation experimental results by using the WAVE models. Finally, we aim to check whether our model is suitable for practical implementation as well.
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Figure 1. VANET Scenario. 
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Figure 2. PRR as a function of SINR. 
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Figure 4. Messages Received with Duty Cyclin ©2022 IEEE. Reprinted, with permission, from Spyrou, E. D., & Mitrakos, D. (2021, June). On the Potential Game of Packet Reception Ratio Utility Functions in Wireless Sensor Networks. In 2021 29th Mediterranean Conference on Control and Automation (MED) (pp. 880–885). IEEE. 
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Figure 5. Utility as a function of SINR   γ  i , j   . 
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Figure 6. Normalised rate with SINR. 
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Figure 7. Normalised utility with transmission power. 
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Table 1. Number of slots and seconds for duty-cycled and not duty-cycled cases.






Table 1. Number of slots and seconds for duty-cycled and not duty-cycled cases.





	Case
	Min Slots
	Max Slots
	Min Time (s)
	Max Time (s)





	Duty Cycled
	10
	20
	0.5
	1



	No Duty Cycle
	10
	60
	0.5
	3
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