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Abstract: Cancer of the brain is most common in the elderly and young and can be fatal in both.
Brain tumours can heal better if they are diagnosed and treated quickly. When it comes to processing
medical images, the deep learning method is essential in aiding humans in diagnosing various
diseases. Classifying brain tumours is an essential step that relies heavily on the doctor’s experience
and training. A smart system for detecting and classifying these tumours is essential to aid in
the non-invasive diagnosis of brain tumours using MRI (magnetic resonance imaging) images.
This work presents a novel hybrid deep learning CNN-based structure to distinguish between
three distinct types of human brain tumours through MRI scans. This paper proposes a method
that employs a dual approach to classification using deep learning and CNN. The first approach
combines the unsupervised classification of an SVM for pattern classification with a pre-trained CNN
(i.e., SqueezeNet) for feature extraction. The second approach combines the supervised soft-max
classifier with a finely tuned SqueezeNet. To evaluate the efficacy of the suggested method, MRI scans
of the brain were used to analyse a total of 1937 images of glioma tumours, 926 images of meningioma
tumours, 926 images of pituitary tumours, and 396 images of a normal brain. According to the
experiment results, the finely tuned SqueezeNet model obtained an accuracy of 96.5%. However,
when SqueezeNet was used as a feature extractor and an SVM classifier was applied, recognition
accuracy increased to 98.7%.

Keywords: brain tumour; MRI images; deep learning; CNN; SqueezeNet; SVM; fine-tuning

1. Introduction

Brain tumours are abnormal growths of brain tissue that can disrupt normal brain
function [1]. The human brain contains billions of active cells, making analysis challenging.
Brain tumours are now one of the leading causes of death in both children and adults.
This is true across all age groups. Primary brain tumours are diagnosed in approximately
250,000 people globally each year. This accounts for fewer than 2% of all cancer cases [2].
The World Health Organisation (WHO) states that approximately 150 distinct varieties of
brain tumours can affect humans. Some tumours are not cancerous but are still considered
tumours. Both malignant and benign tumours are included in this category. Benign
tumours spread within the brain. However, brain cancer is the common name given
to malignant tumours located in the brain, because these tumours can spread to other
parts of the body [3,4]. Human brain tumours are treated with surgery, radiation therapy,
and chemotherapy.

Early detection and accurate grading of brain tumours are critical for human survival.
The most common electronic modalities are ultrasound, computerised tomography (CT),
and magnetic resonance imaging (MRI). Due to the high density of brain tumours, the
manual technique is extremely challenging. Accordingly, a computer-based, automated
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method for tumour detection is extremely beneficial [5]. In recent times, the situation has
been very different. Radiologists can find brain tumours quickly and without surgery by
using machine learning techniques and deep learning models to enhance the algorithms
that find brain tumours [6]. Deep neural network modelling has progressed, leading to the
development of new methods for detecting and classifying brain tumours using medical
images [7,8].

Medical images play an essential role in assisting humans to identify various diseases.
Numerous non-invasive imaging modalities (MRI, CT, PET, X-ray, and SPECT) are used to
study brain tumours [9,10]. MRI and CT are two common ways to check for differences in
the location, shape, or size of cells in brain tissue, which can help find tumours when they
are still at an early stage [11].

To become an “expert system”, a machine learning (ML) technique known as an image
classification algorithm is used to train a computer system. One utilisation applied in the
medical domain uses medical imaging for diagnosis and education. In the classification
process for medical images, such as brain images, the pre-processing and feature extraction
steps are used to determine and classify the type of tumour in the image [12,13]. There
are numerous classification techniques, but one popular technique is SVM, which can be
implemented on various datasets for classification purposes, including medical image
datasets [14].

Deep learning techniques have recently yielded promising results for performing data
classification, clustering, and rule mining across different data fields [15]. Deep learning is
a type of artificial neural network with a structure based on the human nervous system.
Deep learning is different from other methods because it focuses on extracting features
automatically from data representations. Convolutional Neural Network (CNN) is the deep
learning technique used most often in medical image analysis. The CNN model makes
it possible to process medical images quickly and automatically extract structured data
features and representations [16,17]. CNN typically contains several layers, such as an
inserting layer, a resulting layer, and many undiscovered layers. In the undiscovered layers,
a series of convolutional layers are linked. The starting function comprises the ReLU layer,
and the final convolution embroils the backpropagation [18].

This study, however, will be used to classify brain tumours based on MRI human
brain images using the hybrid CNN-SVM method. The primary points of this research’s
contribution are as follows:

â It illustrates employing a hybrid deep learning model to detect early-stage brain
cancers. This can expedite treatment and prevent the spread of malignant tissue.

â It illustrates the accurate performance of the supervised and unsupervised classifica-
tion for classifying MRI brain tumours based on the CNN structure of
feature extraction.

â It illustrates that a hybrid deep learning classification method that combines SqueezeNet
and SVM produces more accurate and superior results than conventional methods.

â It helps radiologists minimise errors while using magnetic resonance imaging (MRI)
pictures to diagnose cancers manually without invasive procedures.

The rest of this paper is organised as follows: Section 2 discusses similar efforts
(related work). The strategy and details of the proposed method are described in Section 3.
Discussion of the proposed method is presented in Section 4. Conclusions are presented
in Section 5.

2. Related Work

Recent years have seen the widespread adoption of ML and DL techniques for de-
tecting and classifying brain tumours using different image modalities, especially MRI
of human brain images. This section will discuss the newest and most important re-
search on the topic of this paper. Afshar et al. [19] designed a capsule network (Caps-Net)
to analyse the MRI brain image and the rough tumour borders to classify brain can-
cers. This study had a reliability of 90.89%. Barjaktarovic et al. [20] proposed a novel
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CNN architecture for brain tumour classification based on modifying a pre-trained net-
work’s performance on T1-weighted contrast-enhanced MRI images. The model comprises
two 10-fold cross-validation strategies that use augmented images. It is 96.56% accurate.
Mzough et al. [21] proposed a fully automated 3D Convolutional Neural Network (CNN)
model for dividing glioma brain tumours into low-grade and high-grade gliomas using
an intensity-normalisation and adaptive contrast-enhancement-based pre-processing tech-
nique. The team received a validation accuracy score of 96.49% using the Brats-2018 dataset.
Hashemzehi et al. [22] combined CNN and NADE to create a hybrid model for analysing
MRI scans for signs of brain cancer. The researchers used 3064 T1-weighted images with
contrast enhancement. They were tested to see how well they could spot three different
types of brain cancer, and they achieved a 96% accuracy rate. Based on MRI scans of
meningioma, pituitary, and glioma tumours, Diaz-Pernas et al. [23] proposed a fully au-
tomated segmentation and classification algorithm. They utilised CNN to implement the
principle of a multi-scale approach fundamental to human functioning. They achieved a
97% success rate on images from 3064 slices taken from 233 patients. Sajja et al. [24] con-
structed a new VGG16 network to classify malignant and benign brain tumours using Brat’s
577 T1-weighted brain tumour dataset. They achieved 96.70% accuracy with their per-
formance. Tazin et al. [25] modified MobileNetV2, a novel method developed using
deep learning to detect brain tumours. They achieved the highest level of accuracy, with
92%. In a novel method that has been suggested for the classification of brain tumours,
Fatih et al. [26] combined CNN structure and neutrosophic expert maximum-fuzzy (NS-
CNN) sure entropy. The neutrosophic set expert maximum-fuzzy sure method was utilised
to segment the brain tumour. The images then went through a CNN architecture, which
extracted features of the tumour. The SVM technique then used those features to decide
whether the tumour was benign or cancerous. Paul et al. [27] used images of axial brain
tumours to train and develop two separate classification approaches (a fully connected
CNN). The accuracy of the CNN architecture, which had two layers of convolutional
processing and then two layers of fully connected processing, was 91.43%. Khawaldeh
et al. [28] proposed a non-invasive grading system for glioma brain tumours based on
a modified version of the AlexNet model of CNN architecture. The categorisation was
performed on whole-brain MRI scans with image-level labels rather than pixel-level labels.

3. The Proposed Approach

The main objective and reason for writing this paper is to describe a new method
for using a hybrid deep learning model. The proposed method examined two distinct
hybridisations. The first model, which is known as SN-SVM, combines SqueezeNet and
SVM. The second model is a combination of SqueezeNet and Fine-Tuning, which is known
as SN-FT. The block diagram of the proposed methodology is depicted in Figure 1. In this
section, we discuss the proposed strategy in the following sections.

3.1. Features Extraction

The method for the extraction of features uses a SqueezeNet model that has already
been trained. The SqueezeNet system functions as a feature extractor randomly, and also
lets the input image progress forward until it reaches a layer that has already been set (the
feature extraction layer). The process terminates here, with the last layer outputs used as
our features. The SqueezeNet model of pre-trained CNN deep learning is utilised in this
proposed approach. The SqueezeNet model aims to create a smaller neural network with
fewer parameters that could fit into computer memory and be transmitted more easily
over a computer network [19,20]. SqueezeNet is an advanced CNN model that uses only
3 × 3 and 1 × 1 convolutional kernels. The building block of SqueezeNet is called the
fire module.

A fire module comprises a convolution layer with “squeeze” and “expand” layers. An
input image is first passed through a standalone convolutional layer called “conv1”. A
squeeze convolutional layer has a single filter. These are fed into an expanded layer, which
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contains of a mixture of 1 × 1 and 3 × 3 convolution filters that capture spatial information
(feature extraction) at various scales, as illustrated in Figure 2. This layer is followed by
eight “fire modules,” numbered “fire2” through “fire9”. After layers conv1, fire4, fire8, and
conv10, max-pooling is performed with a stride of 2. The ReLU activation connects all the
squeezes and expands the layers within the fire module. Dropout layers are added after
the Fire9 module to reduce overfitting. Downsampling is placed relatively late, resulting in
SqueezeNet with a “complex bypass” [20–22]. Figure 2 illustrates a zoomed-out image of
the SqueezeNet architecture.
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Figure 1. The proposed methodology.

After using SqueezeNet to extract medical features from MRI brain images, we ob-
tained features vectors of length 1000 D that were trained with a learning rate of 0.8 and a
batch size for training of 32, which is linearly decreased throughout the training process, as
shown in the details of layers of the SqueezeNet network in Table 1.

3.2. Classification Subsection

CNN’s SqueezeNet model is used in the hybrid deep learning algorithm based on
two classification methods. Firstly, it uses both SqueezeNet and the unsupervised SVM
classifier (SN-SVM). Secondly, it combines the supervised classifier and automatic feature
extraction of SqueezeNet with Fine-Tuning techniques (SN-FT), as illustrated in Figure 1.
This hybrid deep learning algorithm classifies MRI of human brain images as normal
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(not-tumour) or abnormal (tumour) tissue, and tumour types as meningioma, pituitary,
or glioma.
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Table 1. Details of layers of the SqueezeNet network.

Layer No Layer Layer Name Layer Properties

1 Covn1

Image Input 224 × 224 × 1 images

Convolutional (1 × 1) filters instead of (3 × 3) with [2, 2] of
stride.

No Liner Layer ReLU activation

2 Max Pooling Max Pooling (3 × 3) max pooling with [2, 2] of stride and
[0 0 0 0] of padding.

3 Fire2
Convolutional 96 (1 × 1) filters instead of (3 × 3) with [2, 2]

of stride.

No Liner Layer ReLU activation

4 Fire3
Convolutional 128 (1 × 1) filters instead of (3 × 3) with [2, 2]

of stride.

No Liner Layer ReLU activation
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Table 1. Cont.

Layer No Layer Layer Name Layer Properties

5 Fire4
Convolutional 128 (3 × 3) conv with [2, 2] of stride and [2, 2]

of padding.

No Liner Layer ReLU activation

6 Max Pooling Max Pooling (3 × 3) max pooling with [2, 2] of stride and
[0 0 0 0] of padding.

7 Fire5
Convolutional 256 (3 × 3) conv with [2, 2] of stride and [2, 2]

of padding.

No Liner Layer ReLU activation

8 Fire6
Convolutional 256 (3 × 3) conv with [2, 2] of stride and [2, 2]

of padding.

No Liner Layer ReLU activation

9 Fire7
Convolutional 384 (3 × 3) conv with [2, 2] of stride and [2, 2]

of padding.

No Liner Layer ReLU activation

10 Fire8
Convolutional 384 (3 × 3) conv with [2, 2] of stride and [2, 2]

of padding.

No Liner Layer ReLU activation

11 Max Pooling Max Pooling (3 × 3) max pooling with [2, 2] of stride and
[0 0 0 0] of padding.

12 Fire9
Convolutional 512 (3 × 3) conv with [2, 2] of stride and [2, 2]

of padding.

No Liner Layer ReLU activation

13 Dropout Dropout 50% dropout

14 Covn10
Convolutional 512 (3 × 3) conv with [2, 2] of stride and [2, 2]

of padding.

No Liner Layer ReLU activation

15 Max Pooling Max Pooling (3 × 3) max pooling with [2, 2] of stride and
[0 0 0 0] of padding.

16 Fully Connected Fully Connected 1000 hidden neurons in a fully connected (FC)
layer.

17 Soft-max Soft-max Soft-max

18 Output Classification Output 4
Output classes: “1” for meningioma tumour,

“2” for glioma tumour, “3” for a pituitary
tumour, “4” for not-tumour.

The supervisor approach offers a computer system with a training collection of exam-
ples with acceptable objectives. After a comparison phase, this trained selection system
accurately responds to possible inputs. Based on medical photographs, the supervisor clas-
sification in the medical domain can classify brain tumour images as normal, meningioma,
cystic oligodendroglioma, lymphoma, ependymoma, glioblastoma multiform, anaplastic
astrocytoma, etc. The trained system must generate behaviour based on these classes’ secret
inputs. This process is referred to as multi-labelling [23].

In the non-supervised classification approach, the system can decide for itself rather
than being trained on a dataset. Non-supervised learning is developing a clustering method
for categorising input items. These clusters were not previously identified. It forms groups
based on similarity. In the medical domain, the supervisor classification can classify brain
tumour images as “normal” or “abnormal” [23].

3.2.1. SN-SVM Model

The first method combines the SqueezeNet model with the unsupervised SVM (sup-
port vector machines) classifier technique. After feature extraction, the SqueezeNet model
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is used to determine whether MRI of human brain images shows normal (not-tumour) or
abnormal tissue (tumour) as meningioma, pituitary, or glioma tumours.

SVM is a commonly used classifier technique that is related to supervised learning
methods and is applied in many fields, such as face analysis, medical image analysis,
handwriting analysis, etc. It is especially useful for pattern detection and regression-
based applications [24,25]. The SVM classification function solves the learning problem by
separating the different sets and finding an “optimal” hyperplane.

The algorithm of SVM is divided into three parts:

• The basics of linearly separable groups;
• The expansion of the non-linearly detachable case using kernel functions;
• The application to non-linearly divisible groups.

The Radial Basis Function (RBF) kernel is one of the kernel functions that is frequently
used. When there is no prior knowledge of the results, and when discontinuities are
suitable, it creates a piecewise linear solution [26]. Figure 3 illustrates the process of the
SVM technique which has two objects (A) and (B) and the Hyperplane separates them
based on features.
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This proposed method uses an SVM classifier to identify normal and abnormal tissue
in MRI brain scans (tumour, not-tumour, glioma, meningioma, or pituitary tumours).
After features have been extracted from brain MRI scans using the SqueezeNet model’s
convolution layers, the SVM algorithm will be applied to the FCL to categorise tumours.
Figure 4 illustrates the structure of the hybrid classification model (SN-SVM).

Figure 4 explains the steps of the SN-SVM method. The preliminary steps of the hybrid
CNN-SVM model to classify MRI brain images are:

• Feature extraction step.

- In the hybrid CNN-SVM model and the automatically hybrid CNN-SVM model, the
SqueezeNet model automatically generates features through the MRI brain
images dataset.

- Passing the features extracted to the Full Connection Layer (FCL).

• Classification step.

- The SVM algorithm applies to the Full Connection Layer (FCL), also called the
soft-max layer.

- Passing the features to the SVM module for training and testing the MRI brain image dataset.
- An RBF function is used as a kernel in the hybrid model.

- Define SVM-based kernel as k(x, y) = exp (
‖x−y‖

σ ),

where x and y are feature space samples in the training set parameter.
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- The objective has two main classes:

1- Not-Tumour;
2- Tumour, which has three classes:

3 Meningioma;
3 Pituitary;
3 Glioma.
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3.2.2. SN-FT Model

The second proposed method is supervised classification with fine-tuning the pre-
trained SqueezeNet before classifying brain tissue. Fine-tuning, in particular, is a process
that retunes or tweaks a model that has already been trained (pre-trained) for one mission
to perform a second similar mission [27,28]. Assuming the new task is similar to the old
one, we can save time and effort by using an already-trained artificial neural network
instead of building one from scratch [29,30].

The SqueezeNet model and the combined Fine-Tuning technique (SN-FT) of outputs
are utilised by this approach. After feature extraction, SqueezeNet was used to extract
features and classify brain tissue though MRI images using Fine-Tuning techniques to
determine abnormal output tissue (glioma, meningioma, pituitary tumours, or not-tumour).
Fine-tuning is a process that takes an already-trained (pre-trained) model, such as the
SqueezeNet model, which is used for feature extraction though MRI of human brain
images, and retunes or tweaks the model to make it perform a second similar mission by
freezing the weights of the first few layers of the network. A new output layer (soft-max)
is then added to the target model, with the number of outputs equal to the number of
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categories in the target dataset. Finally, the SqueezeNet model is ready to retrain the new
dataset by setting the initial layers to zero. The layers’ significant freezing process increases
the network’s training speed. Figure 5 illustrates how CNN-based hybrid deep learning
with output fine-tuning is assembled and Figure 6 shows the structure of fine-tuning
technique process.
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Figure 5 explains the steps of the SN-FT method. The main steps of fine-tuning the
algorithm after feature extraction from the inputting images via a convolutional layer (CL)
of the SqueezeNet model are as follows:

• Feature extraction step.

- The SqueezeNet model automatically generates features through the MRI of a human
brain image dataset in the hybrid CNN-SVM model.

- Passing the features extracted to the Full Connection Layer (FCL).

• Classification step.

- Load the pre-train SqueezeNet model of the CNN algorithm (All model builds
and associated parameters are replicated on the SqueezeNet model, except for the
output layer).

- Replace the pre-trained network’s last layer (soft-max) with our new output layer.
- Add an output layer with as many outputs as categories to the target model.
- Freeze the weights of some initial layers of the network’s pre-training. This is because

the initial layers capture common features such as curves and edges that are also
essential to our new situation.

- Train the new model structure while maintaining weights. Next, the network learns
dataset-specific features.

- The objective of the output layer:
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1. Not-Tumour;
2. Meningioma Tumour;
3. Glioma Tumour;
4. Pituitary Tumour.
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4. Results and Discussion

Numerous experimental assessments have been conducted to evaluate the perfor-
mance of a hybrid deep learning algorithm using the SqueezeNet model of the CNN
technique. All the experimental evaluations have been conducted using Matlab R2021b
programming. The hybrid deep learning algorithm uses the SqueezeNet model based on
two methods. Firstly, it combines the SqueezeNet model with the SVM classifier technique
(SN-SVM). Secondly, it combines the model with Fine-Tuning techniques (SN-FT). This
hybrid deep learning algorithm is used to classify MRI brain images with tumours such
as glioma, meningioma, and pituitary tumours, and not a tumour. The accuracy results
of the performance of each algorithm are as follows: the SN-SVM algorithm is 98.7% and
SN-FT is 96.5%. Based on the accuracy results, we find that the SN-SVM algorithm has the
superior performance and the best accuracy among other proposed algorithms.

4.1. Dataset

This study applied data augmentation methods to a large dataset consisting of
3460 unique brain MRI image types [31]. In 2017, Jun Cheng was the first to publish
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the dataset online; in 2020, Sartaj Bhuvaji updated the most recent revision [32]. There are
3064 images of T1-weighted, contrast-enhanced MRI images in the image dataset sourced
from kaggle.com. Meningiomas account for 708, gliomas for 1426, and pituitary tumours
for 930; these are the three most common types of brain tumours. From 233 patients, images
were obtained in three different orientations: axial (994 images), sagittal (1025 images), and
coronal (1045 images). The data were randomly divided into training and testing sets, with
80% of the data allocated to the former and 20% to the latter. There are four additional
folders inside each main one. These files contain MRI scans of the various tumour types [32].
Figure 7 shows meningioma, pituitary, glioma, and not-tumour used in this dataset and
displays each tumour type’s axial, sagittal, and coronal planes.
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4.2. Evaluation Measures

This study aims to evaluate the efficacy of a proposed hybrid classification based on
the CNN structure in differentiating between three types of brain tumours (meningioma,
pituitary, and glioma) and the normal brain (No_Tumour). The effectiveness of the proposed
approach was measured using conventional evaluation criteria. Accuracy, precision, recall,
and the F1-score were used as measures in this investigation.

Four statistical indices—true negative (TN), true positive (TP), false positive (FP), and
false negative (FN)—were used to measure the performance of the proposed classification
system by utilising the MRI dataset [33,34].

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + TN
(3)

Error Rate =
TP + TN

TP + FN + FP + TN
(4)

F1-score = 2*(precision*recall)/(precision + recall) (5)

4.3. Performance Analysis

All experiments were conducted on a laptop with a hard SSD-type drive, 20 GB of
RAM, and an Intel Core-I7 processor. The MRI brain image dataset was of size 224. The
dataset was separated into training and testing sets, with 80% of the data in the former
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and 20% in the latter, respectively. The following sections detail the outcomes of applying
the proposed classification dataset to brain images using the specified CNN architecture
(hybrid deep learning) based on two combined methodologies, with the first combining
the SqueezeNet technique with the SVM technique (SN-SVM) and the second combining
the SqueezeNet technique with the Fine-Tuning technique (SN-FT), to identify tumour
type through MRI brain images. The overall confusion matrices are depicted in Figures 8
and 9, with the conclusion that the proposed system was able to classify brain tumours
with 98.7% accuracy when using the SN-SVM method and 96.5% accuracy when using the
SN-FT method, with both having an input picture size of 224 by 224 pixels.
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Figures 8 and 9 show the result of Recall and Precision for each type of MRI brain
image (meningioma tumour, pituitary tumour, glioma tumour and Not Tumour) and
error rate for two hybrid methods (SN-SVM and SN-FT).This study used both normal



Electronics 2023, 12, 149 13 of 18

and abnormal MRI brain tissue images. It is important to note that normal brain tissue is
not-tumour, while abnormal tissue is a tumour, such as meningioma, pituitary, and glioma
tumours. The proposed hybrid classification method is used in this study to perform an
efficient automatic brain tumour classification. The proposed method’s performance was
evaluated through three measurements. Tables 2 and 3 compare the two hybrid deep
learning methods proposed (SN-SVM and SN-FT).

Table 2. Results of each type of tumour in the SN-SVM proposed method.

Tumour Types
SN-SVM Proposed Method

Recall Precision F1-Score

Glioma 98.9% 98.9% 98.9%

Meningioma 97.9% 98.9% 98.3%

Pituitary 99.4% 99.4% 99.4%

Not_Tumour 98.7% 96.3% 97.5%

Table 3. Results of each type of tumour in the SN-FT proposed method.

Tumour Types
SN-FT Proposed Method

Recall Precision F1-Score

Glioma 98.4% 92% 95%

Meningioma 93.5% 97.2% 95.3%

Pituitary 96.7% 100% 98.3%

Not_Tumour 98.7% 98.8% 98.8%

Figure 10 depicts the performance of the proposed methods (SN-SVM and SN-FT) for
the classification of MRI brain images to determine whether or not they have a tumour, as
well as classifying the tumour types as glioma, meningioma, and pituitary tumours based
on recall, precision, and F1-Score parameters.
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Figure 10. The results performance of the SN-SVM and SN-FT methods for classification types of
tumours (glioma, meningioma, and pituitary tumour) and not-tumour.

Figure 11 and Table 4 display the accuracy of performance and error rate of each
method (SN-SVM and SN-FT) of the proposed hybrid deep learning algorithms for classify-
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ing MRI brain images as having tumours (glioma, meningioma, and pituitary tumour) or
not. The accuracy results of the performance of each algorithm are as follows: SN-SVM
is 98.73% and SN-FT is 96.51%. Based on the accuracy result, we find that the SN-SVM
algorithm has the superior performance and the best accuracy.
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Figure 11. Results performance of the SN-SVM and SN-FT methods.

Table 4. Results of the performance of the SN-SVM and SN-FT methods.

SqueezeNet technique with the SVM technique (SN-SVM)

Recall Precision F1-score Error Rate Accuracy

98.7% 98.3% 98.5% 1.3% 98.7%

SqueezeNet technique with the Fine-Tuning technique (SN-FT)

Recall Precision F1-crose Error Rate Accuracy

96.8% 97% 96.8% 3.5% 96.5%

Figure 11 illustrates that the SN-SVM method proposed classifier had the best per-
formance, with 98.7% accuracy, 98.7% recall, 98.3% precision, 98.5% specificity, and 1.3%
error rate.

Table 5 compares our proposed method’s accuracy, precision, and F1-score with
related work methods. As shown in Table 5, five approaches were used for the comparison,
as recently described in the literature. The best results obtained were 97.00% accuracy,
95.80% precision, and 96.07% F1-score, by the multi-scale CNN approximation [35], which
were superior to those of our proposed method (SN-FT). However, our second approach
(SN-SVM) seems to exceed all of the methods, with 98.73% accuracy, 98.39% precision, and
98.56% F1-score.

Table 5. Comparisons with the literature.

Ref. Method Accuracy Precision F1-Crose

Barjaktarovic et al. [36] CNN 96.56% 94.81% 94.94%

Hashemzehi et al. [37] CNN and NAND 96.00% 94.49% 94.56%

Diaz-Pernas et al. [35] Multi-scale CNN 97.00% 95.80% 96.07%

Sajja et al. [38] Deep-CNN (VGG16) 96.70% 97.05% 97.05%

Tazin et al. [39] MobileNetV2 92.00% 92.50% 92.00%

Proposed methods
SN-SVM 98.73% 98.39% 98.56%

SN-FT 96.5% 96.8% 96.8%
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Figure 12 displays all of the authors mentioned who used contrast brain tumour MRI
images in their experiments. The SN-SVM proposed method outperforms the others in
terms of accuracy, with a value of almost 99%.
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4.4. Model Evaluation Using Public Dataset

To validate the performance of the proposed multi-hybrid classification method,
an additional benchmark dataset has been used in this section. We applied the MRI
brain images dataset obtained from different patients gathered from several hospitals,
WHO (World Health Organization), and the Whole Brain Atlas site, which was published
by www.kaggle.com (website: https://www.kaggle.com/datasets/navoneel/brain-mri-
images-for-brain-tumor-detection (accessed on 10 November 2022)). It contains 253 images,
with 155 images of persons with brain tumours and 98 images of persons without brain
tumours. Some sample images from the MRI brain dataset are shown in Figure 13.
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In this experiment, the dataset has been divided into 80% and 20% segments for training
and testing, respectively. The outcomes of the proposed approach and other reported results
in the literature are shown in the Table 6. The results indicated that the proposed method is
able to achieve similar results to some extent. Nevertheless, the proposed approach has many
advantages compared with [40–42]. This is because the proposed hybrid model combines the
benefits of the deep learning model SqueezeNet in performing automatic feature extraction
and the strength of SVM classifiers in performing classification.

Table 6. Performance results using public dataset.

Ref. Method Accuracy

Barjaktarovic et al. [36] CNN 96.56%

Hashemzehi et al. [37] CNN and NAND 96.00%

Diaz-Pernas et al. [35] Multi-scale CNN 97.00%

Sajja et al. [38] Deep-CNN (VGG16) 96.70%

Tazin et al. [39] MobileNetV2 92.00%

Proposed methods
SN-SVM 100%

SN-FT 98%

The results of CNN architecture (hybrid deep learning classification) based on combin-
ing the SqueezeNet technique with the SVM (SN-SVM) and Fine-Tuning (SN-FT) techniques
is shown in the confusion matrices of the testing results of MRI brain images classified as
having tumours or not-tumours in Figure 14.
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5. Conclusions

A new CNN architecture for efficient automated classification of brain tumours in three
brain datasets, meningioma, glioma, and pituitary, was discussed. This paper introduces a
novel CNN-SVM-based hybrid deep learning classification model. This model combines
the SqueezeNet technique with SVM to identify tumour types through MRI of human
brain images. Our architecture succeeded in efficiently classifying the brain tumour into
three classes with high performance by measuring accuracy, recall, precision, error rate,
and F1-score in all dataset cases: T1-weighted, T2-weighted, Fluid Attenuated Inversion
Recovery (FLAIR), and T1-weighted contrast-enhanced (T1ce). The system significantly
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classifies the MRI brain images into a tumour or not a tumour and the tumour into three
levels—meningioma, glioma, and pituitary tumour—to diagnose brain tumours in their
early stages. Based on quantitative results from the brain tumour dataset, the SN-SVM
approach proved to be highly effective, achieving a recall of 98.3%, precision of 98.7%,
F1-score of 98.5%, and classification accuracy of 98.7% on the test set.

In future, other CNN models such as AlexNet or ResNet will be used in conjunc-
tion with other machine learning techniques to classify brain tumour types from MRI
brain images.
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