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Abstract: This paper discusses the energy consumption of three parabolic, trapezoidal, and S-curve
profiles when implemented using an embedded system. In addition, it presents an alternative method-
ology for implementing motion controllers using an Advanced RISC Machine (ARM) microcontroller,
which computes the trajectory and performs the control action in hard real-time. We experimented
using a linear plant composed of a direct current (DC) motor coupled to an endless screw where a
carriage was mounted. It can move mechanically along a rail at a distance of 1.16 m. A 4096 pulses
per revolution (PPR) encoder was connected to the motor to calculate position and angular velocity.
A Hall-effect-based current sensor was used to assess energy consumption. We conducted 40 tests for
each profile to compare the energy consumption for the three motion profiles, considering cases with
and without load on the carriage. We determined that the parabolic profile provides 22.19% lower
energy consumption than the other profiles considered in this study, whereas the S-curve profile
exhibited the highest energy consumption.

Keywords: power consumption; trapezoidal profile; parabolic profile; S-curve; embedded systems;
microcontroller

1. Introduction

Scientists have studied motion profiles extensively for several decades since it has
uncountable applications related to motion control, robotics, and commercial machinery,
such as robot manipulators [1,2], conveyor belts, computer numerical control (CNC) ma-
chinery, 3D printers, and any system that needs to control movement based on electric
motors [3–5]. The motion profiles define not only the position of the motor shaft but also
the velocity, acceleration, and the third derivative of position (jerk) along the path or entire
movement [6]. With constant movement phases, it is possible to generate smooth trajec-
tories that reduce mechanical wear and aggressive current peaks to improve movements’
precision [7,8]. So, motion profiles are focused on obtaining a function of time, which
returns at each instant the position that the mechanical system must follow [9]. Constantly
it is sought to have at least continuous acceleration [10], since discontinuities in acceleration,
such as in a trapezoidal profile, can cause the jerk to be too large and residual vibrations are
generated [11], which, in addition to affecting the precision of the movement, also degrade
valuable life of the mechanical system [12]. On the other hand, in mechatronics systems,
motion profiles are applied to execute point-to-point movements [13]. For instance, to
move from an initial point to a final point, the trajectory must be smooth, according to
the cinematic magnitude restrictions of the system, with which an exceeding of the speed,
acceleration, or jerk limits supported by the motor is avoided [14].

Another aspect to consider besides the motion profiles is the control algorithm, which
is designed to keep the tracking error as low as possible, guaranteeing efficiency in the
execution of the movement [15]. The most commonly used control technique is the classical
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Proportional-Integral-Derivative (PID) and PD controllers as observed in [16]. However,
technological changes demand new control strategies that present a better response than
traditional controllers. For example, in [17], the implementation of a controller based on
fuzzy logic for a robot manipulator shows better performance in terms of robustness and
trajectory following; in [18], an adaptive controller with neural networks is used, which
improves the precision of the movement at the cost of greater computational demands.

In recent years, several works have been proposed that allow smooth movements to be
executed using functions of the polynomial, exponential, trigonometric type, or a combina-
tion of these [12,19–21]. The study of the motion profiles has shown that, depending on the
path implemented, it is possible to minimize execution times, reduce vibrations by minimiz-
ing the jerk (which translates into less wear on the mechanical structure), as well as reduce
energy consumption [22]. Fang et al. use a 15-segment S-curve trajectory formed by pieces
of sigmoid functions, which allows for obtaining successive continuous derivatives [23].
This results in a trajectory with vibration and reduced tracking error verified experimen-
tally in a robotic arm. Similarly, Wu et al. propose a 15-segment trajectory with a shorter
execution time. It is made up of pieces of functions of the trigonometric type, with constant
motion phases [1]. Alpers employs a seven-segment motion profile based on chunks of
polynomial functions [24]. However, discontinuities in successive derivatives can cause
unwanted vibrations; Ref. [10] proposes an improvement with a 15-segment path, in which
the snap is a continuous piece-wise function. Due to the complexity of the expressions, the
time required to calculate the trajectory is longer compared to classical profiles. Lee and
Han use nth-order polynomial motion profiles to achieve fast motion and minimal vibration
in an industrial robot [12]; the motion controller is implemented on a 32-bit MCU. Jerk
minimization has been achieved through the use of degree 7 polynomials, as shown by Wu
and Zhang in [4], which is implemented in a robot manipulator. Similarly, Boryga et al. use
polynomials of degrees 5 to 9 to obtain phases of continuous motion [3]. However, experi-
mental results still need to be presented. For their part, Wang et al. propose a methodology
for using degree 4 polynomials in an industrial robot [25]. On the other hand, the reduction
of energy consumption has been analyzed in point-to-point movements using trapezoidal
and cycloid profiles [2], as well as trajectories based on Chebyshev polynomials [15]. A
review and classification of energy-saving optimization strategies for robotic and automatic
systems are presented in [26], being a software approach based on motion planning, an
effective and economical technique easy to implement on existing systems [27]. Montalvo
et al. conducted a comparative analysis of the energy consumption of the trapezoidal
and parabolic motion profiles on a Field-Programmable Gate Array (FPGA)-based motion
control system, which allowed parallel processing of the algorithms [28]. Carabani and
Vidoni conducted a similar study, adding higher-order polynomial and modified S-curve
profiles [29]. However, Hosseini and Hahn obtained better energy saving with third-degree
polynomials than with higher-degree trajectories [30]. Other authors have developed a
hybrid approach. For instance, Nshama seeks, in addition to decreasing execution times,
to reduce energy consumption in industrial feed drive systems [31], and Halinga with
the same hybrid approach proposed a modified S-curve trajectory introducing harmonic
functions into the constant jerk phases [32].

This work’s motivation is to design a motion controller for precise tracking to reduce
energy consumption through appropriate motion profiles. A trajectory generator and a
motion controller were embedded in a 32-bit microcontroller with ARM architecture to
calculate the trajectories in real time.

The main contributions of this paper are:

• An analysis of the energy consumption of three motion profiles on a linear plant when
it has a load and when there is no load.

• A novel approach that allows designing and implementing open-source motion con-
trollers in ARM microcontrollers.

• A methodology for selecting microcontrollers for use in motion control applications
according to the project to be developed.
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The rest of this paper is organized as follows. We present and explain the velocity
profiles in Section 2; next, we describe the materials we used and the methodology we
followed for conducting the experiments in Section 3. Also, we discuss relevant implemen-
tation guidelines in Section 4. We present the experimental results in Section 5. Finally, we
present our conclusions in Section 6 and the relevant references.

2. Fundamental Analysis of Parabolic, Trapezoidal, and S-Curve Velocity Profiles
2.1. Motion Profiles

A movement is defined by deriving a model with parameters such as position, velocity,
and acceleration for different time instants: initial time t0, final time t f , or specific times in
the interval [t0, t f ]. Based on the above, the resulting model is a function x(t) that satisfies
all the time constraints. This model consists of a polynomial function whose degree is
related to the number of constraints for the system [33]. This polynomial is known as the
motion profile.

As stated before, the main idea is to implement three motion profiles: the parabolic,
trapezoidal, and S-curve profiles; we describe each in this section.

2.2. Parabolic Velocity Profile

This type of trajectory models a movement with continuous speed and constant
acceleration [34], the velocity is defined using a quadratic polynomial (parabola) where the
position is given by a third-degree polynomial of the form provided by Equation (1).

x(t) = k0 + k1(t− t0) + k2(t− t0)
2 + k3(t− t0)

3 (1)

x(t) is the position of the profile. Successive derivatives of Equation (1) result in
Equations (2) and (3) corresponding to the velocity and acceleration.

ẋ(t) = k1 + 2k2(t− t0) + 3k3(t− t0)
2 (2)

ẍ(t) = 2k2 + 6(t− t0) (3)

Here, ẋ(t) and ẍ(t) are the velocity and acceleration of the profile, respectively. The
constraints for the movement are x(t0) = x0, x(t f ) = x f and ẋ(t0) = ẋ(t f ) = 0. On the
other hand, T = t f − t0 is the total time of the movement, and h = x f − x0 is the total
displacement. By evaluating Equations (2) and (3) at t = t0, we determined k0 = x0 and
k1 = 0, whereas by evaluating at t = t f , we determined that k2 = 3h

T2 and k3 = − 2h
T3 .

Figure 1 presents the parabolic motion profile.
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Figure 1. Cont.
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Figure 1. Parabolic velocity profile: (a) Position, (b) Velocity, and (c) Acceleration.

Figure 1b clarifies that the maximum velocity occurs at half the total time, that is, at
t = t0 +

T
2 =

t0+t f
2 . By evaluating Equation (3) at the said instant of time, we provide

the maximum speed as ẋmax = 3h
2T . Computing Equation (1) in terms of the maximum

speed allowed, we derived Equation (4). Equations (5) and (6) describe the velocity and
acceleration of the movement at each instant of time.

• Position

x(t) = x0 +
2ẋmax

T (t− t0)
2 − 4ẋmax

3T2 (t− t0)
3, 0 < t ≤ T (4)

• Parabolic Velocity

ẋ(t) = 4ẋmax
T (t− t0)− 4ẋmax

T2 (t− t0)
2, 0 < t ≤ T (5)

• Acceleration

ẍ(t) = 4ẋmax
T − 8ẋmax

T2 (t− t0), 0 < t ≤ T (6)

Equations (7)–(9) relate the speed, acceleration, and execution time of the movement,
respectively.

ẋmax =
3h
2T

(7)

ẍmax =
6h
T2 =

4ẋmax

T
(8)

T =
3h

2ẋmax
(9)

2.3. Trapezoidal Motion Velocity

The trapezoidal velocity profile is one of the most popular in the industry due to its
simplicity, which facilitates its implementation in motion controllers [35,36]. The trape-
zoidal motion profile combines a linear trajectory with curved sections, which allows
obtaining movement at continuous speeds [7]. A target trajectory is divided into three
stages with the same duration to implement it. The first stage is constrained to a constant
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positive acceleration; therefore, the velocity increases linearly, and the position shape is
parabolic. In the second stage, the movement is linear, with constant speed and zero
acceleration. The movement in the last stage is continuous with negative acceleration,
the velocity decreases linearly, and the position is modeled with a parabolic function [33].
Figure 2 shows the graphs for the trapezoidal profile’s position, velocity, and acceleration.
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Figure 2. Trapezoidal velocity profile: (a) Position, (b) Velocity, and (c) Acceleration.

The mathematical model that defines the trajectory was obtained by analyzing the
segments that make up the trajectory. The acceleration time Ta equals the deceleration time
Td; for this motion profile, Equations (10)–(12) determine the position, trapezoidal velocity,
and acceleration of the trajectory, respectively.

• Position

x(t) =



x0 +
ẋmax
2Ta

t2, 0 ≤ t < Ta

x0 + ẋmax(t− Ta
2 ), Ta ≤ t < 2Ta

x f − ẋmax
2Ta

(T − t)2, 2Ta ≤ t ≤ T

(10)

• Trapezoidal Velocity

ẋ(t) =



ẋmax
Ta

t, 0 ≤ t < Ta

ẋmax, Ta ≤ t < 2Ta

− ẋmax
Ta

t, 2Ta ≤ t ≤ T

(11)
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• Acceleration

ẍ(t) =



ẋmax
Ta

, 0 ≤ t < Ta

0, Ta ≤ t < 2Ta

− ẋmax
Ta

, 2Ta ≤ t ≤ T

(12)

The maximum velocity ẋmax, acceleration ẍmax, and displacement h are related by
Equations (13) and (14).

ẋmax =
3h
2T

(13)

ẍmax =
3ẋmax

T
=

9h
2T2 (14)

The total time T is determined using Equation (15). Ta is given by Equation (16).

T =
3h

2ẋmax
=

√
9h

2ẍmax
(15)

Ta =
T
3

(16)

2.4. S-Curve Velocity Profile

A disadvantage of previous motion profiles is that they exhibit discontinuities for
acceleration, causing a considerable magnitude of jerk [11]. This paper defines the jerk as
...
x (t). To mitigate this drawback, we use a 7-segment S-curve profile with equal acceleration
times Ta and deceleration times Td to obtain a movement with continuous acceleration
and limited jerk values. The parameters for

...
x max, ẍmax, ẋmax used are computed using

Equations (17)–(19) proposed in [37].

ẋmax =
h

(1− α)T
(17)

ẍmax =
h

α(1− α)(1− β)T2 (18)

...
x max =

h
αTj(1− α)(1− β)T2 (19)

where α is a constant factor in varying the acceleration time Ta = αT, and β is a constant
factor in altering the length of the jerk’s pulse, Tj = βTa. Figure 3 depicts the position,
velocity, acceleration, and jerk of an S-curve profile with α = 0.4 and β = 0.25.
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Figure 3. S-curve velocity profile: (a) Position, (b) Velocity, (c) Acceleration, and (d) Jerk.

Once the values for ẋmax and the time intervals of Equation (20) are calculated, the
acceleration, velocity, and position for the trajectory are obtained by integration using
Equations (21)–(23).

...
x (t) =



...
x max, t0 ≤ t < t1

0, t1 ≤ t < t2
− ...

x max, t2 ≤ t < t3
0, t3 ≤ t < t4

− ...
x max, t4 ≤ t < t5
0, t5 ≤ t < t6...

x max, t6 ≤ t < t7

(20)

ẍ(t) = ẍ(t0) +
∫ t

t0

...
x (τ)dτ (21)

ẋ(t) = ẋ(t0) +
∫ t

t0

ẍ(τ)dτ (22)

x(t) = x(t0) +
∫ t

t0

ẋ(τ)dτ (23)

3. Materials and Methods

An approach to selecting the embedded system, sensor calibration, plant identification,
and motion controller design is presented in Figure 4. The first step is selecting the most
suitable embedded system according to the design constraints. The proper selection of
embedded systems is of utmost importance since it is crucial to understand the capabilities
of these devices to determine if they are suitable to solve a given problem. Thus, it is
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essential to analyze cost-benefit trade-offs during the selection process of an embedded
system to properly balance the costs associated with its implementation and the benefits
achieved.

Figure 4. Design stages of a motion controller.

Once the designer selects an embedded system, the next step is obtaining the parameters
for the motor voltage, current, and kinematic magnitudes. This is crucial to ensure that the
platform operates within its limits. In the case of having information on these parameters
in advance, they can be used directly. However, such values are missing in some cases; in
those cases, designers require determining them experimentally.

The third step involves the designer deriving a mathematical model of the DC motor.
This step, known as identification, involves obtaining a transfer function through exper-
imentation to determine the system’s dynamic response. To reach this goal, designers
must follow a rigorous and methodological approach, comparing motor input and output
data, such as applied voltage and resulting angular velocity converted in linear position
over time, and then use these data to determine the motor’s mathematical model. When
designers assess the closed-loop model of the DC motor, they can design a controller to
ensure the system’s stability. This controller, which is usually proportional in action, plays
a crucial role in rejecting disturbances that may affect the proper behavior of the motor. The
proportional action of the controller also allows errors to be corrected and deviations to be



Electronics 2023, 12, 3853 9 of 29

mitigated, which contributes to maintaining stability and improving the dynamic response
of the plant. Figure 5 shows a block diagram of the system used for the identification
process. The input is the target position the DC motor should reach, denoted as Xsp(s). On
the other hand, the system’s output is the carriage’s real position, denoted by Xm(s). A
control mechanism computes the control signal U(s). In this case, it is the voltage applied
to the motor to get the carriage as close to the target position as possible.

Figure 5. Block diagram of the system used for identification.

The closed-loop transfer function of the block diagram in Figure 5 is given by Equation (24).

X(s) =
Xm(s)
Xsp(s)

=
KpCk

s2 + Cps + KpCk
=

ω2
n

s2 + 2ζωn + ω2
n

(24)

X(s) is the transfer function of a second-order system, where Ck and Cp are parameters
calculated with Equations (25) and (26).

Cp = 2ζωn (25)

Ck =
ω2

n
Kp

(26)

According to modern control theory, when a step input is applied to a second-order sys-
tem, the system response exhibits specific characteristics, such as rise time tr and overshoot
Mp, especially in the case of an overdamped system, where the damping coefficient is in the
range 0 ≤ ζ < 1. To achieve this overdamped behavior, it is necessary to adjust the value of
the proportional coefficient Kp to be large enough. The parameters to be calculated based
on the transient response are the damping constant ζ, the undamped natural frequency ωn,
and the damped natural frequency ωd, expressed in Equations (27)–(29).

ζ =
|ln Mp|√

π2 + ln2 Mp

(27)

ωd =
π − arctan(

√
1−ζ2

ζ )

tr
(28)

ωn =
ωd√
1− ζ2

(29)

The fourth step consists of the design of the controller, a classic PID-type controller
shown in Figure 6 is proposed to eliminate errors in steady state.

Figure 6. PID algorithm structure.

The controller parameters are obtained using the pole assignment method. This ap-
proach consists of selecting the desired poles of the closed-loop system and calculating the



Electronics 2023, 12, 3853 10 of 29

controller parameters so that these poles are located at the desired positions. By assigning
the poles appropriately, a desired behavior of the system in terms of stability, response time,
and damping can be achieved. The closed-loop transfer function of the system is deter-
mined from the controller parameters. This transfer function, represented by Equation (30),
describes the relationship between the system’s input and output in the frequency domain.

Xm(s)
Xsp(s)

=
Ck(Kds2 + Kps + Ki)

s3 + (Cp + CkKd)s2 + KpCks + KiCk
(30)

The controller gains are selected to place specific poles in the denominator of Equation (30).
The poles are calculated using the characteristic equation of a second-order system given in
Equation (31), whose parameters are computed with Equations (27)–(29) according to the
required design criteria.

s2 + 2ζωns + ω2
n (31)

Once the controller meets the specifications, the previously described motion profiles
are added to the control system. The function of the trajectory generator is to generate a
series of values that specify the position that the motor must assume at each instant of time.
Calculating the trajectory requires defining the magnitude of the displacement and the
time to execute the movement. The last step consists of experimentation and validation of
results, which is addressed in a later section.

4. Methodology of Implementation
4.1. Selecting an Embedded System

Following the process described in Figure 4, the TIVA C series TM4C123 evaluation
platform has been selected. This low-cost platform includes two TM4C123GH6PM high-
performance 32-bit microcontrollers based on the ARM Cortex-M4F architecture. The choice
of this embedded system is based on its essential capabilities for implementing the project,
such as motion controller, path generation, and accurate current measurement through the
12-bit analog-to-digital converter (ADC). In addition, it has a QEI (Quadrature Encoder
Interface) module dedicated to reading the encoder, significantly simplifying the system
configuration process and allowing it to implement the system without interruptions or
parallel programming like in an FPGA-based system. Another essential advantage of this
microcontroller is its ability to operate in hard real-time with a sampling rate of 0.001 s.
This ensures that the entire system can respond quickly and accurately to the demands of
the environment in which it is located, which is especially relevant for real-time embedded
system applications. In addition, it allows connection to a computer via serial protocol,
which facilitates efficient data collection from the plant. This communication capacity
is invaluable for monitoring and analyzing the results obtained during the operation of
the embedded system. The main characteristics of this microcontroller are presented in
Appendix A.

As recommended in [38,39], an analysis of computational times is required to validate
the embedded system selection for real-time applications. To prove the computational
analysis, this section compares the backward Euler, trapezoidal rule, and Runge–Kutta
numerical methods for giving a solution to the linear plant and motion controller system
offline. Besides, an integration time of 0.001 s is considered the upper limit, so all the
calculations under these data are adequate for real-time motion control systems. Figure 7
depicts the behavior of the microcontroller during 5000 iterations. The backward Euler and
the trapezoidal rule obtained 0.00000155 se and 0.00000181 s per execution, respectively. The
Runge–Kutta method shows variability in the execution time, where the average computed
per execution was 0.00000362 s. Table 1 contains the execution time for the total number of
iterations using the three integration methods and step sizes. These results demonstrate
that the microcontroller implements hard real-time implementation requirements.
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Figure 7. Execution time for each integration technique.

Table 1. Execution times using different step sizes.

Step Size (∆) Euler Method Trapezoidal Method Runge–Kutta Method

10−3 s 0.008502 s 0.010502 s 0.019379 s

10−4 s 0.085002 s 0.105002 s 0.193754 s

10−5 s 0.837502 s 1.037502 s 1.925004 s

10−6 s 8.375002 s 10.375002 s 19.250004 s

4.2. Embedded Motion Controller Implementation

This section describes the implementation of the motion control system that has been
made. In this system, a classic PID controller and a motion profile generator have been
integrated into a microcontroller to control the position of the carriage of a linear platform.
To allow configuration and adjustment of the motion profile parameters, serial communica-
tion is established between the microcontroller and a computer. Figure 8 shows the general
diagram of the blocks that comprise the proposed system.

Figure 8. Approach of the entire system implementation.

The first block consists of the plant described in the last section. The second block is the
embedded system. In this stage, the microcontroller schedules sensing tasks for measuring



Electronics 2023, 12, 3853 12 of 29

both the current and the position of the encoder, which allows for obtaining information
on the state of the motor. In addition, the microcontroller computes the motion profile
using the received data to determine the carriage’s speed, acceleration, and displacement.
Once the motion profile has been calculated, the PID controller adjusts the trajectory using
the position information. The control signal is applied to the motor driver, the HW-039
BTS7960, Hand on Tech manufacturer, via a Pulse-Width Modulation (PWM) signal.

The third component of the system is a computer, which is linked to the ARM microcon-
troller using the PL2303HX TTL-USB converter from Prolific Technology Inc. manufacturer
in Taipei. During the tests, the computer sends data to the embedded system regarding the
required displacement and the total time for the execution of the movement. These data
define the parameters of the movement profile and the duration of the operation. On the
other hand, the microcontroller sends data to the computer about the current position of
the motor, the computed control signal, and the current consumed by the motor. These
data allow real-time monitoring and visualization of the status and performance of the
control system.

The direct manipulation of the microcontroller registers provides greater control and
optimization of the system, adapting it to the specific needs of this project, one of which
is the sampling time of the entire proposed system. The flowchart in Figure 9 shows the
algorithm used to program the embedded system.

Figure 9. Flowchart of the algorithm used for the microcontroller programming.
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4.3. Initial Definitions of the Microcontroller Memory Addresses

In the initial stage of the programming process, the memory addresses of the registers
related to the device’s configuration are defined. These registers are essential to establish
and control the behavior of the different components of the microcontroller. In addition to
memory addresses, global variables, and constant values are established. Global variables
can be accessed and used anywhere in the program, making exchanging information
between code sections easy. On the other hand, constant values are those that do not
change throughout the execution of the program and are used to establish parameters or
static configurations.

4.4. Initial Configuration

In this subsection, the configuration of the necessary registers for the correct operation
of the microcontroller is carried out. By default, the microcontroller operates at a frequency
of 16 MHz, but by appropriately modifying the corresponding registers, it is possible to
reach a maximum operating frequency of 80 MHz. Once the operating frequency has
been configured, proceed to the activation and configuration of input/output ports. These
ports allow communication and connection with other external devices, facilitating the
interaction of the microcontroller with its environment. In addition to the input/output
ports, other necessary peripheral modules must be initialized. For example, the Quadrature
Encoder Interface (QEI) module is configured to allow quadrature reading of the encoder,
which provides greater accuracy in motor position measurement. In addition, the PWM
module is configured to generate two PWM signals at a frequency of 5 kHz, allowing
efficient control of the speed and power supplied to the motor. In the same way, the
initialization of the ADC module is performed, which enables the conversion of analog
signals to digital for further processing. On the other hand, the Universal Asynchronous
Receiver/Transmitter (UART) module is configured to operate at a speed of 115,200 baud,
which facilitates serial communication with other devices. The last module to configure
is the Systick Timer. This 24-bit timer is loaded with RELOAD_VALUE, a value given
by the Equation (32) to generate an interrupt every t seconds, which allows ensuring a
time-fixed sampling. However, before starting the timer count, x f and T are set according
to the information received by serial communication.

RELOAD_VALUE = t×Clock Frequency (32)

Within the program’s main loop, a series of tasks are carried out periodically every
Ts = 0.001 s, corresponding to the system sampling time. First, the trajectory calculation is
performed, which involves determining the desired position or the path that the system
should follow. Next, the current is measured, an important parameter to evaluate the
performance and load of the motor. This measurement is carried out through an ACS712
model current sensor from Allegro Microsystems, Inc., Worcester Massachusetts. Subse-
quently, the control algorithm is executed, which uses the trajectory information to generate
the appropriate control signal. The control algorithm is based on a discrete PID controller.
Finally, the measured data is sent to the computer using the UART module.

4.5. Implementation of Motion Profiles

For the implementation of the velocity profiles, in each iteration, k, a point of the
trajectory, is calculated for the current time instant t = kTs. In the case of the parabolic
profile, the trajectory is calculated in the microcontroller with Equation (33), which is a
simplification of Equation (4) in which x0 = 0 is considered and t0 = 0.

x(t) = 2ẋmax
T t2 − 4ẋmax

3T2 t3, 0 < t ≤ T (33)
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Regarding the trapezoidal profile, Equation (10) is reduced to Equation (34) considering
the initial position and time equal to 0.

x(t) =



ẋmax
2Ta

t2, 0 ≤ t < Ta

ẋmax(t− Ta
2 ), Ta ≤ t < 2Ta

x f − ẋmax
2Ta

(T − t)2, 2Ta ≤ t < T

(34)

The S-curve velocity profile is calculated with Equations (35)–(37), obtained after the
discretization of Equations (21)–(23) by Euler’s method backward with a step size of 0.001
s, corresponding to the sampling time of the system.

A(k) = A(k− 1) + Ts J(k) (35)

V(k) = V(k− 1) + Ts A(k) (36)

X(k) = X(k− 1) + TsV(k) (37)

k is the sample number, whereas J(k), A(k), V(k), and X(k) are the current jerk, acceler-
ation, velocity, and position, respectively.

4.6. PID Control Strategy Design

The Root Locus Method (RLM) was employed to tune the PID controller. The system’s
behavior was designed with a settling time of ts ≤ 0.3 s and overshoot Mp < 20%. This
corresponds to having dominant poles at s = −13± 25.5 i . As shown in Figure 10, the Root
Locus of the system’s response with the PID controller and the location of the dominant
poles are depicted according to the design.

Figure 10. Root Locus of the control system.
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Similarly, the stability analysis of the controller was analyzed through the Bode diagram
according to Figure 11. Based on the phase margin, it can be concluded that the closed-loop
system is stable.

Figure 11. Bode diagram of the control system.

Figure 12 shows the system model’s time response in simulation. It can be observed that
the overshoot is 30% with a settling time of 0.3 s. It is evident that the closed-loop system is
stable and meets the design requirements. However, as mentioned in the works [40,41], for
the validation of the control system, it is necessary to verify its performance in the physical
system and observe its behavior in the presence of disturbances and model uncertainties.

Figure 12. Time response of the system to a step input, applying a PID controller.

4.7. Implementation of the Control Algorithm

The control algorithm starts with the encoder reading. The value is converted to meters
by multiplying the count by 1

220500 . The error is calculated as the deviation between the
position in meters and the actual set point given by the trajectory generator. The control
signal U(k) is generated with Equations (38) and (39), obtained from the discretization of
the PID controller by the backward Euler method.

Ui(k) = Ui(k− 1) + KiTsE(k) (38)

U(k) = KpE(k) + Ui(k− 1) + KiTsE(k) + Kd
E(k)− E(k− 1)

Ts
(39)
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Controller gains were calculated as described in the materials and methods section. The
controller gains tuned for this experiment are Kp = 60.6464, Ki = 549.2290, Kd = 1.6480.

The value obtained by the control signal represents a voltage in the [−24, 24] V range,
which is the DC motor’s operating range. The control signal is scaled to the microcon-
troller’s operating range [−3.3, 3.3] V by modifying the duty cycle of the PWM signal, given
by Equation (40).

Duty Cycle(%) = 100
PWM_CMP

PWM_LOAD
= 100

U(k)
vMax

(40)

PWM_CMP =
PWM_LOAD

vMax
∗U(k) (41)

where PWM_LOAD is the value to load to the configuration register to generate a 5 kHz
PWM signal, vMax is the maximum voltage (in this case 24 V), U(k) is the control signal,
and PWM_CMP is the value to load in the register that modifies the duty cycle.

4.8. Timer Ended

After sending the measurements to the computer, wait for the timer to expire. In this
step, the account status indicator is checked. When it reaches zero, the counter resets and
the loop starts again.

5. Experimental Results

This section presents the results obtained by applying the three velocity profiles to the
position controller over a linear plant. First, the linear plant is a round rail linear guide
system with end support that ensures correct carriage displacement on the rails. Table 2
describes the geometry of the plant used in the experiment.

Table 2. Geometrical parameters of the linear plant.

Geometrical Parameters Dimensions

Total length of the plant 1.7 m

Plant width 0.30 m

Carriage shaft 0.020 m

Rail linear guides 1.16 m

Round shaft linear guides 0.020 m

Coupling shaft flexible 0.020 m

Bearing balls 0.020 m × 0.42 m × 0.012 m

5.1. Data Acquisition

The QEI module handles the encoder counts, which are held in a 32-bit integer register.
The carriage position in meters is determined by multiplying the encoder counts with a
fixed factor of 22.05, given that 220,500 counts correspond to 1 m. Monitoring the current
drawn by the DC motor is achieved through the current sensor. The embedded system
reads and stores the current sensor data in a 2-byte register, as the internal ADC has a
resolution of 12 bits. The sample time of the experiment was 0.001 s, while the UART
module was configured at a speed of 115,200 bps. Figure 13 shows the linear plant used
for the experimentation. This figure details the main elements that make up the motion
control system.
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Figure 13. Linear plant used for the experimentation.

In Figure 14, the physical system’s performance with a PID controller is depicted for
different step inputs with amplitudes of 0.0025 m at time intervals of 5 s. Besides the
robustness of the controller, it can be observed that the system is stable and meets the
design specifications established, as mentioned in Section 4.6.
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Figure 14. Test of steps response to prove the robustness of the controller.

5.2. Parabolic Profile without Load

The carriage of the plant is moved at a distance of 0.8 m in 4 s. Two cases are considered
for each profile: the first without a load on the carriage and the second with a load of 9 kg.
Table 3 summarizes the parameters for implementing the parabolic velocity profile.

Table 3. Parameters used to implement the parabolic motion profile.

Parameter Value

Final position (x f ) 0.8 m

Total time for displacement (T) 4 s

Maximum velocity (xmax) 0.3 m
s

Maximum acceleration (ẍmax) 0.3 m
s2

Figure 15a compares the carriage position obtained experimentally versus the ideal tra-
jectory of the velocity profile. In both graphs, the final position of the carriage corresponds
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to the target position x f in the required time T. In addition, the graph of the percentage
error ε(%) in Figure 15b shows a higher performance of the controller in terms of tracking
trajectory as ε tends towards zero for most of the execution time of the movement. ε(%) is
obtained with Equation (42), where xr is the actual position and xp is the reference position
calculated with the profile.

ε(%) = 100
∣∣∣∣ xr(k)− xp(k)

xp(k)

∣∣∣∣ (42)

The speed is calculated offline using central difference approximation given by Equation (43)
for the first derivative of the experimental position.

V(k) =
−X(k + 2) + 8X(k + 1)− 8X(k− 1) + X(k− 2)

12Ts
(43)

Figure 15c shows the estimated speed after applying a low-pass filter of the FIR type. The
resulting graph’s shape is close to that of the implemented velocity profile; the estimated
maximum velocity of 0.3 m

s agrees with the calculated maximum velocity. On the other
hand, the acceleration is obtained with the same numerical method of Equation (43). The
acceleration computed and that of the profile are compared in Figure 15d, which is notorious
for the abrupt change in acceleration that the velocity profile presents at the beginning and
end of the movement.
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Figure 15. Parabolic velocity profile: (a) Position, (b) Error (c) Velocity, and (d) Acceleration.

The control signal applied to the system is depicted in Figure 16a. A maximum voltage
of 9.8 V is observed for the no-load case. It is important to note that the shape of the control
signal closely follows the speed modeled by the profile. Figure 16b shows the current
consumed during the execution of the movement. The maximum current value obtained
was 1.12 A. Figure 16c shows the instantaneous power. The energy, calculated from
integrating the instantaneous power, is shown in Figure 16d. The total energy consumed
was 23.7044 J.
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Figure 16. Parabolic velocity profile: (a) Control signal, (b) Current (c) Power, and (d) Energy.

5.3. Trapezoidal Profile without Load

Regarding the trapezoidal velocity profile, Table 4 shows the parameters used to match
the same displacement and execution time as the parabolic profile. The calculated max-
imum velocity of 0.3 m

s is the same as in the trapezoidal velocity profile. However, the
maximum acceleration is reduced from 0.3 m

s2 to 0.225 m
s2 .

Table 4. Parameters used to implement the trapezoidal motion profile.

Parameter Value

Final position (x f ) 0.8 m

Total time for displacement (T) 4 s

Acceleration Time (Ta) 1.333 s

Maximum velocity (xmax) 0.3 m
s

Maximum acceleration (ẍmax) 0.225 m
s2

Figure 17a compares the experimental and ideal position of the profile. It can be seen,
in Figure 17b, that the error drops to less than 1% in 0.7 s. On the other hand, Figure 17c
shows that the estimated velocity is numerically close to that determined by the profile.
Figure 17d offers the estimated acceleration; four abrupt changes are observed. The first
occurs at the beginning of the acceleration phase at t = 0, where the acceleration rises from
0 to ẍmax. The second one happens at the beginning of the constant velocity phase at t = Ta,
where the acceleration drops to 0. The third abrupt change in acceleration rises from 0 to
−ẍmax at t = 2Ta, where the deceleration phase starts. The last one is presented at the end
of the movement at t = T. The acceleration suddenly changes from −ẍmax to 0.
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Figure 17. Trapezoidal velocity profile: (a) Position, (b) Error (c) Velocity, and (d) Acceleration.

From Figure 18a, it can be seen that at the beginning of the constant speed phase in
t = Ta, the control signal presents a maximum peak voltage of 10.45 V, caused by the abrupt
change in the acceleration is subsequently maintained at 9.6 V until the beginning of the
deceleration phase at t = 2Ta, where it begins to drop to zero.

The current presents a similar behavior. Figure 18b shows that in t = Ta, a maximum
current of 1.43 A is measured. During the constant speed phase, the current consumed is
1.04 A. Since instantaneous power is calculated as the product of voltage times current, the
power graph in Figure 18c shows its maximum value at t = Ta. According to Figure 18d,
the total energy consumed is 25.964 J.
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Figure 18. Trapezoidal velocity profile: (a) Control signal, (b) Current (c) Power, and (d) Energy.



Electronics 2023, 12, 3853 21 of 29

5.4. S-Curve Profile without Load

Table 5 presents the selected and calculated parameters for generating the S-curve
velocity profile. The maximum velocity obtained from 0.333 m

s is the largest of the three
profiles. In contrast, the maximum acceleration of 0.277 m

s2 is more significant than in the
trapezoidal but less than in the parabolic profile.

Table 5. Parameters used to implement the S-curve velocity profile.

Parameter Value

Final position (x f ) 0.8 m

Total time for displacement (T) 4 s

Time factor for acceleration (α) 0.4

Time factor for jerk phase (β) 0.25

Acceleration Time (Ta) 1.6 s

Jerk pulse width (Tj) 0.4 s

Maximum velocity (xmax) 0.333 m
s

Maximum acceleration (ẍmax) 0.277 m
s2

Maximum jerk (
...
x max) 0.694 m

s3

Figure 19a shows an approximation of the position of the carriage to that of the cal-
culated profile, which due to numerical integration, has a 0.4% concerning the final posi-
tion. However, a reduction of the following error to less than 1% in 0.8 s is presented in
Figure 19b. Similarly, in Figure 19c, the maximum velocity of 0.35 m

s , is close to 0.333 m
s

of the profile of speed. Regarding the acceleration graphs of Figure 19d, the acceleration
measured does not exhibit the abrupt changes observed in the two previous profiles.
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Figure 19. S-curve velocity profile: (a) Position, (b) Error (c) Velocity, and (d) Acceleration.

The control signal generated for the S-curve velocity profile in Figure 20a has a maxi-
mum voltage of 11 V. This is the profile with the highest maximum voltage in the control
signal and the one that reaches the highest speed during the execution of the movement.



Electronics 2023, 12, 3853 22 of 29

As for the current shown in Figure 20b, the maximum peak presented was 1.54 A, which
gradually reduced to 1.1 A during the constant velocity phase. The power and energy
graphs are shown in Figure 20c and Figure 20d, respectively. The total energy consumed is
26.952 J.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Time [s]

0

2

4

6

8

10

12

V
o
lt
a
g
e
 [
V

] 

Control signal

0.5 1 1.5 2 2.5 3 3.5 4 4.5

Time [s]

0

0.5

1

1.5

C
u
rr

e
n
t 
[A

] 

Current

(a) (b)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Time [s]

0

2

4

6

8

10

12

14

16

18

P
o
w

e
r 

[W
] 

Power

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Time [s]

0

5

10

15

20

25

30

E
n
e
rg

y
 [
J
] 

Energy

(c) (d)

Figure 20. S-curve velocity profile: (a) Control signal, (b) Current (c) Power, and (d) Energy.

Table 6 displays the average execution time of the entire system compounded by the
motion profiles computed in real time. The S-curve is the profile that requires the most
computational time, with an average of 0.000007207 s, while the profile that requires the
least processing time is the trapezoidal, with an average time of 0.000004179 s.

Table 6. Execution times for each motion profile.

Distance (∆x) Parabolic Profile Trapezoidal Profile S-Curve Profile

80 m 0.00000425 s 0.000004179 s 0.000007207 s

5.5. Experimentation with Load

This section reports the experimental results of adding a load of 9 kg to the carriage.
First, the tracking error for each profile is compared in Figure 21. The error in the S-curve
profile shows that an error of 0.003 m at the final position is obtained, which is less than
0.5% of the total displacement. As for the parabolic and trapezoidal profile, the error is less
than 1%. In addition, Figure 22 shows the controller’s robustness since, despite adding a
load to the system, the carriage maintains the position for each profile under test.
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Figure 21. Real error position with a load of the three position profiles.
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Figure 22. Error with a load of the three position profiles.

The control signal computed for each of the three profiles when a load is placed on the
carriage is presented in Figure 23. In the case of the parabolic profile, the control signal
reaches a maximum value of 9.8 V. For the trapezoidal profile, a maximum voltage of 11 V
is presented at t = Ta due to the discontinuity in acceleration. The voltage delivered is 9.6 V
in the constant speed phase. The S-curve profile shows the values of voltage maximums:
11.2 V in the acceleration phase and 10.2 V in the constant speed phase. By comparing these
values with those of the no-load case, we observed that the control signal of the loaded case
presented higher voltage values than the no-load case.
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Figure 23. Control signal with a load of 9 kg.

Figure 24 shows the current consumption of the three implemented velocity profiles.
The graph of the current corresponding to the parabolic profile shows that the maximum
current is 1.11 A. While for the trapezoidal velocity profile, the maximum current is 1.58 A.
Finally, using the S-curve type trajectory, a maximum current of 1.77 A has the highest
current amplitude of the three profiles.
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Figure 24. Current measured with a load of 9 kg.

Figure 25 depicts the instantaneous power of the three profiles. It is observed again that
the S-curve velocity profile gives the highest dissipated power, while the parabolic profile
is the lowest since the latter presented lower voltage and current consumption than the
other two profiles.
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Figure 25. Power estimated with a load of 9 kg.

Finally, Figure 26 displays the energy consumption of the three motion profiles. From
the graph, it can be seen that the profile with the highest energy consumption is the S-curve
with 30.645 J, followed by the trapezoidal speed profile with 26.761 J and the parabolic
with 23.845 J, the latter being the one with the lowest consumption of the three profiles
implemented.
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Figure 26. Energy estimated with a load of 9 kg.

Table 7 presents a comparative chart of the total energy consumed in each profile when
no load was placed on the carriage and when it was used. In both circumstances, 40 tests
for each profile were carried out. As can be seen, the energy consumption is higher in
the S-curve profile and lower in the parabolic velocity profile. Comparing the results
presented in [7,28], the system’s robustness is demonstrated due to the load tests carried
out in this work.

Table 7. Energy comparison of the three motion profiles.

Motion Profile Energy (without Load) Energy (with Load)

Parabolic 23.7044 J 23.845 J

Trapezoidal 25.9644 J 26.7616 J

S-curve 26.9525 J 30.6456 J
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6. Conclusions

This paper focused on a linear platform that underwent an open structure design for a
motion controller and a profile generator. These implementations were carried out on an
embedded system, using C/C++ programming languages, to analyze energy consumption
concerning three specific motion profiles. The paper also includes tests to evaluate the
strength and robustness of the control system using a series of step responses, motion
profiles with and without load, and when a specific weight is applied. Furthermore, a
methodology is proposed that allows the designing and implementation of an open-source
motion control algorithm for a linear plant composed of a direct current motor coupled to
an endless screw to measure the energy consumption of trajectories. The control algorithm
is based on a classic PID controller whose reference signal is given by a motion profile
generator. The selected embedded system allowed a sampling time of 0.001 s, with which
an adequate system response for controlling direct current motors is obtained. The motion
profiles used in this work were of the polynomial type: trapezoidal, parabolic, and S-curve.
The same displacement length h was considered for calculating each of the trajectories and
the exact total movement time T. The kinematic magnitudes of the three profiles, such
as position, velocity, and acceleration, were compared during the experimentation. The
S-curve profile presented the most significant magnitude in speed, and the parabolic profile
had the highest acceleration. However, the main characteristic analyzed was the energy
consumption, which required analyzing the control signal, the measured current, and the
instantaneous power to be estimated using numerical integration techniques. The results
showed that the parabolic speed profile presented the lowest amplitude in the control
signal, current, and power. In contrast, the S-curve speed profile was the one that presented
the highest amplitude in the same magnitudes mentioned. Table 7 shows that the highest
energy consumption was dissipated using the S-curve profile, while the parabolic trajectory
consumed less than the other two. In fact, after carrying out 40 tests for each profile, the
energy consumption in the parabolic profile was 10.89% less than the trapezoidal profile
and 22.19% less than the S-curve profile. In a second case, the same analysis was carried out,
placing a load of 9 kg on the carriage; the robustness of the controller allowed for obtaining
similar results in position, velocity, and acceleration for each profile compared to the case
with no load. The difference identified was in the control signal and current consumed,
translating into higher energy consumption. Nevertheless, from Table 7, it is clear that the
parabolic velocity profile also had the lowest energy consumption despite adding the load.
Finally, the iteration time for the parabolic, trapezoidal, and S-curve motion profile was
0.00000425 s, 0.000004179 s, and 0.000007202 s, respectively, making the embedded system
suitable for hard real-time motion control applications. Based on the results, trajectory
planning is an effective technique easy to implement in low-cost microcontrollers to reduce
energy consumption in motion control systems. In future studies, the S-curve parameters
will be modified to reduce the maximum velocity and analyze the energy consumption
behavior. Finally, a fuzzy controller will be used so as not to require the mathematical
model of the plant.
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Abbreviations
The following abbreviations are used in this manuscript:

PID Proportional-Integral-Derivative
DC Direct Current
ARM Advanced RISC Machine
ADC Analog-to-Digital converter
PWM Pulse Width Modulation
GPIO General-Purpose Input/Output
GPTM General-Purpose Timer
UART Universal Asynchronous Receivers/Transmitter
QEI Quadrature Encoder Interface
PPR Pulses per revolution

Appendix A

Table A1. Main features of the TM4C123GH6PM microcontroller.

Feature Description

Core ARM Cortex-M4F

Performance 80-MHz operation

Universal Asynchronous
Receivers/Transmitter (UART) 8 Modules

General-Purpose Timer (GPTM) 6–16/32-bit GPTM blocks and six 32/64-bit
Wide GPTM blocks

General-Purpose Input/Output (GPIO) 6 physical GPIO blocks

Pulse Width Modulator
2 PWM modules, each with four PWM

generator blocks and a control block, for
16 PWM outputs.

Quadrature Encoder Interface (QEI) 2 QEI modules

Analog-to-Digital Converter (ADC) 2–12-bit ADC modules, with a maximum
sample rate of one million samples/second
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