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Abstract: COVID-19 is the most widespread infectious disease in the world. There is an incubation
period in the early stage of infection. At present, there are some difficulties in the diagnosis of
COVID-19. Medical image analysis based on computed tomography (CT) images is an important
tool for clinical diagnosis. However, the lesion size of COVID-19 is smaller, and the lesion shape
of COVID-19 is more complex. The effect of the aided diagnosis model is not good. To solve this
problem, an aided diagnostic model of COVID-ResNet was proposed based on CT images. Firstly,
an improved attention ResNet model was designed based on CT images to focus on the focal lesion
area. Secondly, the SE-Res block was constructed. The squeeze excitation mechanism with the
residual connection was introduced into the ResNet. The SE-Res block can enhance the correlation
degree among different channels and improve the overall accuracy of the model. Thirdly, MFCA
(multi-layer feature converge attention) blocks were proposed, which extract multi-layer features. In
this model, coordinated attention was used to focus on the direction information of the lesion area.
Different layer features were concatenated so that the shallow layer and deep layer features were
fused. The experimental results showed that the model could significantly improve the recognition
accuracy of COVID-19. Compared with similar models, COVID-ResNet has better performance. On
the COVID-19 CT dataset, the accuracy, recall rate, F; score, and AUC value could reach 96.89%,
98.15%,96.96%, and 99.04%, respectively. Compared with the ResNet model, the accuracy, recall
rate, F1 score, and AUC value were higher by 3.1%, 2.46%, 3.0%, and 1.16%, respectively. In ablation
experiments, the experimental results showed that the SE-Res block and MFCA model proposed by
us were effective. COVID-ResNet transfers the shallow features to the deep, gathers the features, and
makes the information complementary. COVID-ResNet can improve the work efficiency of doctors
and reduce the misdiagnosis rate. It has a positive significance for the computer-aided diagnosis
of COVID-19.

Keywords: COVID-19; residual neural network; coordinate attention; multilevel feature aggregation;
computer-aided diagnosis

1. Introduction

Since the outbreak of the novel coronavirus in 2019, COVID-19 has become the most
widely infected and longest-lasting epidemic disease in the world. There is an incubation
period in the initial stage of the virus infection, and there is no obvious infection symptom
during the incubation period. If COVID-19 is found, it is basically confirmed. There are still
some difficulties in the diagnosis of the virus. Even if the patients show strong symptoms,
the nucleic acid test report cannot completely exclude the prevalence of COVID-19 [1].
The method based on artificial recognition depends on the experience of doctors. The
lesion features that can be observed by the naked eye are combined. It leads to the fact
thatthe accuracy depends on the subjective judgment of doctors. Therefore, it is necessary
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to use artificial intelligence (Al) to diagnose COVID-19. Several artificial intelligence,
machine learning, and deep learning techniques have been deployed in medical image
processing in the context of the COVID-19 disease [2]. Lorenzo Famiglini [3] created four
models. These may help doctors make better decisions during the care and treatment
of patients. M. Raihan [4] solved the problem of class imbalances of COVID-19 datasets
using the Adaptive Synthetic (ADASYN) algorithm. Heidari, A. [5] extensively evaluated
the existing challenges related to AI methods. The necessity of the Al method in the
recognition of COVID-19 was emphasized. Ali Bou Nassif [6] focused mainly on the role of
the speech signal and/or image processing in detecting the presence of COVID-19. Three
types of experiments were conducted utilizing speech-based, image-based, and speech-
and image-based models.

Deep learning (DL) can learn high-level features from a large amount of data adap-
tively. DL is the most widely used in the field of Al The features of autonomous learning of
deep learning are utilized [7]. A large number of features in medical images are extracted
adaptively in batches, which can effectively implement classification tasks. DL overcomes
the limitations of a strong subjectivity and the insufficient observation of features in artifi-
cial recognition. A DL-based model is a good method forimage classification and object
recognition tasks. At present, there are mainly two datasets of X-ray images and CT images
for COVID-19 identification. Ye Qinghao [8] pointed out that computed tomography (CT)
can detect features such as lung turbidity, consolidation, and pulmonary fibrosis caused by
GGO, which is an important tool for the pre-screening and early diagnosis of COVID-19
patients. Song LiPing [9] extracted low-level features of CT images using depth learning.
Then, the diagnosis of COVID-19 was carried out by constructing a fuzzy classifier. The
algorithm hoped to detect infected objects by observing and analyzing the CT images of
suspected patients. It showed that the use of CT images plays a key role in the diagnosis
of COVID-19. Kang Bo [10] proposed a method to support supercomputing to build an
auxiliary system for the comprehensive analysis of COVID-19 CT images. It showed that
a lung CT image is one of the main bases for screening for COVID-19. Therefore, the
recognition of COVID-19 based on CT images is more accurate and efficient.

The problem of gradient disappearance in the deep network is solved by the residual
neural network (ResNet) [11]. It has the advantages of being a simple network structure
and having modularization. In this study, ResNet was selected as the basic network for
improvement. At present, ResNet is a hot spot of deep learning and has also obtainedgood
achievements in medical image processing. The auxiliary diagnosis of COVID-19 from CT
images based on the ResNet model was successfully applied. Zhou [12] had an in-depth
discussion on the integrated deep learning model of COVID-19 CT images. They showed
that CT detection is one of the diagnostic criteria for COVID-19 and is of great significance
for the treatment of COVID-19. Mamalakis M [13] proposed a new deep transfer learning
model, DenResCov-19. The DenResCov-19 model can diagnose COVID-19, pneumonia,
tuberculosis, or healthy patients according to CXR images. Minaee S [14] used the method
based on transfer learning to classify COVID-19 and normal chest images using ResNet18,
ResNet50, DenseNet-121 [15], and other models.

Although the ResNet model has made good achievements in the field of medical image
classification, there are still some problems with the recognition of COVID-19 CT images.
The lesion size of COVID-19 is smaller, the lesion shape of COVID-19 is more complex,
and the lesion tissue of COVID-19 is less different from the normal. It is difficult to extract
features of COVID-19 from CT images. The modelhas a difficult time focusing on the lesion
area of COVID-19, which brings great challenges to the construction of the classification
model [16]. In order to solve these problems, a multilevel feature aggregation attention
surplus network model based on ResNet, COVID-ResNet, was proposed. It was used to
classify chest CT images and diagnose whether patients were infected with COVID-19. In
this study, the main contributions include the following two aspects.

Firstly, according to the analysis of the sample characteristics, the samples with correct
classification were more focused on the lesion area. The samples with the wrong classifica-
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tion were more focused on the background or other areas. In order to further improve the
screening ability of the network for channels of the feature map, we focused on channels
that had more information about the lesion area. The extrusion excitation module was
introduced into the residual block and the residual connection was added. We focused on
the high response channel of COVID-19 to improve the robustness of the model.

Secondly, most of the lesion areas in the CT images of COVID-19 were widely dis-
tributed structures. Deep learning was not enough for the direction feature extraction when
featuring extraction. For this reason, a Multi-layer Feature Converge Attention (MFCA)
module was proposed. It focused on the direction feature of the COVID-19 lesion area with
coordinated attention and enhanced the extraction ability of focus features. It input the
features of different levels into the deep layer and gathered the shallow features and deep
features. It realized information complementation and avoided overfitting.

The work was organized as follows: Section 2 sketches the structure of ResNet and
introduces the COVID-ResNet and all its internal components. Section 3 describes various
experiments and ablation experiments for different COVID-19 screening tasks. Results and
their discussion are presented in Section 4. Conclusions and future work are presented in
Section 5.

2. Materials and Methods

There is a diagnosis of COVID-19 in this article. There were two types of CT images
in the dataset: COVID-19 and no COVID-19. The dataset was divided into training
sets, verification sets and test sets. The original images of different sizes were scaled
to 224 x 224 pixels. The image was imported into the COVID-ResNet. COVID-ResNet was
improved based on ResNet. The SE-Res block and the MFCA module were proposed. The
following will provide an overview of ResNet and introduce the COVID-ResNet and all its
internal components.

2.1. ResNet

The convolutional neural network learns the deep features of images by increasing
the number of convolution layers and pooling layers, such as in LeNet [17], AlexNet [18],
VGG [19], and other models. With the increase in the number of layers of the convolu-
tional neural network model, some problem appeared, such as gradient disappearance and
network degradation. The network convergence speed has become slower and the classifi-
cation performance has become worse. In order to solve this problem, He Kaiming [11]
put forward a residual neural network (ResNet) model in 2016. The network structure is
shown in Figure 1. The convolution layer and pooling layer were overlapped to achieve
classification effects in the full connection layer.

Shortcut Connections

\'4

convolutional layer Pool layer convolutional layer Pool layer Full connection layer

convolutional layer
Figure 1. Residual neural network structure diagram.

The ResNet achieved identity mapping by using shortcut connections outside two
weight layers. Adjacent convolution layers achieved residual connection by cross-layer
connection to form residual blocks. The residual connection made the loss value no longer
increase. It solved the problem of gradient disappearance and gradient explosion caused
by network deepening. The residual block structure is shown in Figure 2. The input



Electronics 2023, 12, 1413

40f18

and output are defined as x; and y;, respectively. The residual function based on ResNet
learning is F(x;,W)) = H(x) — x [Appendix A]. The identity mapping ensured that the
network performance would not decline, and would retain the shallow features while
learning deep features. The identity mapping of ResNet would not increase the additional
parameters quantity and computation quantity, but it would also improve the network
training effect. Therefore, ResNet was used as the basic framework for the network design.

Identity map h(xi)

Input .| Convolutio | Activate N Convolutio é ReLU .| Output
X | nallayer Layer nal layer 1 X

F(x1,W1) v()

Figure 2. Residual block structure.

2.2. COVID-ResNet

COVID-ResNet, an aide diagnosis model of COVID-19 based on CT images, was
proposed. Firstly, the network structure with Squeeze-and-Excitation ResNet (SE-Res)
block as the main network was constructed, and it was named SE-Res block. The SE-Res
block introduced the SE module with the residual connection into ResNet. It made the
network focus on channels with more information about the lesion area.secondly, the
Multi-layer Feature Converge Attention(MFCA) module was designed. It extracted multi-
layer features using coordinate attention, and improved the ability of feature extraction
about the lesion area. It could unify the size to 1 X 1 by using the global average pooling
operation for different feature scales obtained at different levels. Thirdly, the features
were introduced into the deep layer for feature aggregation, which made information
complementary and reduced overfitting. Finally, image recognition was achieved. Figure 3
shows the network architecture.

The lung CT dataset image of COVID-19 is shown in Figure 4. From the CT images of
the lung, it can be seen that most of the lesions of COVID-19 presented a wide distribution
of structures such as sheet, mesh, filamentous, or large scattered spots. In the process of
feature extraction, the direction feature extraction of depth learning is not enough, and
it is easy to ignore the features of texture direction. In order to solve this problem, a
coordinate attention operation was carried out for the features extracted from each residual
block. Channel attention was decomposed by coordinate attention into two 1-dimensional
feature encoding processes, which aggregated features in horizontal and vertical directions,
respectively. Remote dependencies were captured in one direction, location information
was retained in another direction, and they improved the ability to extract the direction
features of the lesion area.

Table 1 describes the structure, dimensions of the overall architecture in detail.

2.2.1. Squeeze-and-Excitation

In image feature extraction, the attention mechanism can enhance the ability of the
feature selection. In 2017, Jie H [20] proposed an attention mechanism structure, Squeeze-
and-Exception (SE), and named it SENet. The SE model can pay more attention to channel
features with a large amount of information and suppress unimportant channel features.
The features of different channels of the image have semantic relevance, but convolution
cannot obtain the relevant information with the channels of the feature map. The SE module
captures the global channel information of the feature map through the global average
pooling operation and full connection layer. It establishes the dependency relationship
with different feature channels, improves the screening ability of the network for channels,
and makes the network focus on the high response channel of COVID-19.
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Figure 3. COVID-ResNet network architecture.
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Figure 4. CT images of the lungs of patients with COVID-19.
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Table 1. Structure of COVID-ResNet framework.

D@
7]

ResNet Structural [11]

COVID-ResNet
Structural

COVID-ResNet18

Input Size

Output Size

Convolutional layer

Convolutional layer

[7x 7 Conv] x 1

224 x 224 x 3

112 x 112 x 64

Maxpooling layer

Maxpooling layer

[3 x 3 MaxPool] x 1

112 x 112 x 64

56 x 56 x 64

MEFCA block

n x 1 avgpool 1 X n avgpool
1 x 1 conv
1x1convlx1conv
Global Average Pooling

x 1

56 x 56 x 64

1x1x64

Res block

SE-Res block

3 X 3 conv
SE layer
3 x 3 conv
SE layer

56 X 56 x 64

112 x 112 x 64

MEFCA block

n x 1 avgpool 1 x n avgpool
1 x 1 conv
1 x1convlx1conv
Global Average Pooling

x 1

56 x 56 x 64

1x1x64

Res block

SE-Res block

3 x 3 conv
SE layer
3 x 3 conv
SE layer

112 x 112 x 64

14 x 14 x 256

MEFCA block

n x 1 avgpool 1 x n avgpool
1 x 1 conv
1x1convlx1conv
Global Average Pooling

x 1

112 x 112 x 64

1x1x128

Res block

SE-Res block

3 x 3 conv
SE layer
3x3conv | % 2
SE layer

14 x 14 x 256

7 X7 x 512

MFCA block

n x 1 avgpool 1 x n avgpool
1 x1conv
1x1convlx1conv
Global Average Pooling

x 1

14 x 14 x 256

1x1x256

Res block

SE-Res block

3 x 3 conv
SE layer
3 x 3 conv
SE layer

7 X 7 x 512

7 X 7 x 512

MEFCA block

n x 1 avgpool 1 x n avgpool
1 x 1 conv
1x1convlx1conv
Global Average Pooling

x 1

7 X7 %512

1x1x512

Classification layer

Classification layer

Full connection

1 x1x1024

I1x1x2
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The structure of the SE module is shown in Figure 5. The input feature map of the SE
module is x = (x1,x2,- - -, x¢). The dimension of the feature map is W x H. The number

of channels is C. The output feature map is X = { ;1, le - xNC } Converting the input
feature map XFrX U (X € RWXHXC 1] ¢ RWXHXC);

C
ue =0 x X =Y 0 x X5 1)
s=1

This is a set of convolution operations. v, is the cth convolution kernel. X® is the s-th
of input. Then the Squeeze operation is performed. The global average pooling operation
of the input feature map X, compressed into a vector with the size 1 x 1 x C:

W
Yo uc 2

j=1

Mm

Ze = qu(”c) =

I
—

1

wherein, Z. is the feature vector of the cth channel in vector Z, and then let the global
information merge together through the excitation operation of two full connection layers.
Through adaptive learning of the corresponding weight parameter matrix Wi, W», the
vector S is obtained:

S=Fx(Z,W)=0(g(Z,W)) =c(Wa6(W12)) 3)

Among them, ¢ activates the function for sigmoid, J is the ReLU activation function,
F.x represents the excitation operation, and W; and W are the dimension reduction param-
eter and dimension increase parameter of the full connection layer or convolution layer,
respectively. Finally, once the weight s. of vector S is weighted to the channel of the feature

map X, the weighted feature map X is obtained:
J?C = Ficale(the,5c) = sc @ uc 4)
wherein, x. is the feature map of channel c in )N( . The function F, . (xc, s.) multiplies the

weight factor and the feature map, and each channel obtains the feature map with different
weights, thus enhancing the transmission of useful information.

1 X
1 X 1 X G Fex( ) Feature maps
sq(*) Fscale( *,
Feature

maps

Figure 5. Structural diagram of Squeeze-and-Excitation module.

2.2.2. SE-Res Block (Squeeze-and-Excitation ResNet Block)

As shown in Figure 6, the SE-Res block was improved based on the residual block of
the ResNet18 model. There were two convolution layers in the residual block. COVID-
ResNetadded an SE module after two-layers convolution of the residual block. The attention
mechanism could be used to focus on the channel of important information. In addition,
two residual connections were introduced for two SE modules to reduce overfitting.
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Figure 6. SE-Res block.

2.2.3. Coordinate Attention

In view of the widely distributed structure of COVID-19 CT images, it was necessary
to propose a feature extraction method that could capture remote dependencies. Channel
attention would significantly improve the performance of the model. However, channel
attention usually ignores the location information, which is very important for generating
spatial selective attention maps. CBAM [21] and other methods obtain location information
by reducing the number of channels and using large-size convolution. This model does not
work well for long distance dependence. Coordinate attention [22] decomposes the channel
attention into two 1-dimensional feature encoding processes. The pooling operation is
performed in the horizontal and vertical directions, respectively [23]. These features were
combined to capture remote dependencies while retaining accurate location information. It
could capture the lesion structure of COVID-19 and enhance the expression of the lesion
area. The structure is shown in Figure 7.

’ Y Avg Pool
’ X Avg Pool C/FX1X(W+H)
conv
BatchNorm + Non-linear _EXHX_l»
—>
Sigmoid w
e
@ matrix multiplicatio x1 = Feature maps
-
Cx1xW Cx1xW

CxHxW CxHxW

Figure 7. Coordinate attention block.
Coordinate attention encodes each channel in both the horizontal and vertical directions:
1 H W
Ze= Hx Yo ) xe(ij) ()

i=1j=1

where, x. is the feature map of the c-th channel, and the feature mapof ¢ x 1 x w and
¢ X 1 x h directions are obtained as follows:

- Ly Ly
Z! = —) x.(hi),Z = =) x(j,w) (6)
‘ W3 ‘ Hj:O

where Z! is the output of the c-th channel with height /; and Z¥ is the output of the c-th
channel with width w. The global receptive field and position information can be obtained
through the above operations. After splicing the two output results, use 1 x 1 convolution

to transform them:
f=3(m([z=])) ?)
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where, 7" is the output of all channels with height /1, Z% is the output of all channels
with width w, [Zh, Zw} is the splicing operation of feature maps in two directions, f is

the intermediate feature mapping of spatial information in coding, and 6 is a nonlinear
activation function. Then, divide the horizontal and vertical dimensions into f" and f®,
and conduct the 1 x 1 convolution F, and F;, respectively:

& =o(F(f"))ig" = o(Fulf)) ®)

Among them, ¢ is the sigmoid activation function, the output ¢ and g% values are
the weights of the vertical and horizontal attention, and the output feature image is:

ye(i,j) = xc(i,f) x gt (i) x 8% (f) )

2.2.4. MFCA (Multi-Layer Feature Converge Attention)

The Multi-layer Feature Converge Attention (MFCA) module was built. The structure
of the MFCA is shown in Figure 8. The MFCA module performed coordinate attention
operations on the feature of different levels of the backbone network. Then, the global
average pooling operation unified the size to 1 x 1. the results were input into the deep
network for feature aggregation. When multiple features were gathered, downsampling
was required to match the final input size. If the size dropped too fast, the information
would be lost seriously. Using a single average pooling operation would make the features
smooth and lose the feature information of prominent lesions. Therefore, the coordinate
attention operation was carried out before the multilevel feature convergence to obtain
enhanced expression of lesion information. Downsampling for feature concatenation could
reduce the loss of lesion information and simplify the feature smoothing. The MFCA
module carried out feature aggregation to aggregate deep and shallow features. It could
transmit important information to the deep layer in order to achieve complementary
information and prevent overfitting.

| Input Feature 1 | | Input Feature 2 | | Input Feature 3 | | Input Feature 4 | | Input Feature 5 |
IFCAL i ! :MFCA_z ! :MFCA_4 ! :MFCAs !
Coordinate Coordmatz Coordmate Coordmate Coordmate

I attention|

I
:| Output Feature 1 |H| Output Feature 2 “ I| Output Feature 3 |”| Output Feature 4 “ :| Output Feature 5 “

Feature 1 | Feature 2 | Feature 3 | Feature 4 | Feature 5

Figure 8. MFCA module structure in COVID-ResNet.

3. Results

In this section, the network was used to identify whether the patient was ill. The
following will introduce the experimental environment and datasets, compare the classi-
fication effect of different networks with COVID-ResNet to prove the advantages of the
COVID-ResNet, and the ablation experiment that was carried out to verify the effectiveness
of the COVID-ResNet.

3.1. Experimental Environment

Hardware environment: The 64-bit system of the Windows Server 2019 Datacen-
ter was equipped with Intel Xeon Gold 6154 and a3GHz x36 CPU processor. The com-
puter had 256 GB of memory and used two parallel TITANV graphics cards to speed up
image processing.
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Software environment: The program was written in Python language. The network
was built and trained based on the GPU version of the Python framework. The Adam
optimizer was used for optimization, and the model architecture was tested and evaluated.

Parameter setting: In the parameter setting, the learning rate was multiplied by 0.9 for
every 10 training cycles. An initial learning rate of 0.001 was used on the chest CT dataset
of COVID-19. The Adam optimizer randomly selected one sample at a time for the training
and gradient updates, and the learning rate decay value was set to 1 x 107> after each
update. In order to slow down the oscillation degree of gradient decline and accelerate
convergence, a momentum of 0.9 was used. The optimal gradient was a weighted average
of the gradient index from the beginning to the current moment. For the chest CT dataset
of COVID-19, the training cycle was set to 150 and the training batch size was set to 32. The
loss function used cross-entropy loss. From Figure 9, it can be seen that when the number
of iterations exceeded 80, the loss value tended to stabilize and eventually dropped to
about 0.2.

— train_loss
1.75 test_|oss
1.50
1.25
w 100
-
0.75 4
\
0.50
|
0.25 h\w\_
-\F\N—"\.f
0.00 e ————
0 20 40 60 80 100 120 140

&poch
Figure 9. Test loss.

3.2. Datasets

With the emergence of COVID-19, many academic studies have been carried out so
far on COVID-19. Some researchers have created datasets based on the original data and
made them available to the public. The COVID-19 patient dataset combines two published
COVID-19 recognized public data. The first public dataset is a large CT scan dataset
downloaded from Kaggle for SARS-CoV-2(COVID-19) recognition [24]. The dataset was
released by researchers at Lancaster University in the UK. It is a public dataset of lung
CT imagesof COVID-19 classification collected from real patients in Sao Paulo Hospital,
Brazil, which is provided free of charge from Kaggle. The second is the public dataset
about COVID-19 (https://github.com/UCSD-AI4H/COVID-CT accessed on 27 January
2021). It includes 349 COVID-19 images and 397 non-COVID-19 images from 216 patients.
The original images of the two datasets are shown in Figure 10. According to the ratio
of 6:2:2, the dataset was re-divided into the training set, verification set, and test set for
the classification experiment. The specific distribution of datasets is shown in Table 2.
The original images of different sizes were scaled to 224 x 224 pixels. They were then
convertedinto vector format and the pixel values were normalized.

Table 2. Dataset distribution of CT images.

D Train Validation Test
ataset
COVID-19 No-COVID-19 COVID-19 No-COVID-19 COVID-19 No-COVID-19
SARS-CoV-2 752 737 250 246 250 246
COVID-19 CT 209 239 70 79 70 79
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(a) (b)

Figure 10. Example of COVID-19 dataset: (a) SARS-CoV-2; (b) COVID-19 CT.

3.3. Experimental Results

The experiment part shows the comparison results of classification effects with differ-
ent networks. Nine kinds of models that are similar to COVID-ResNetwere selected for
comparison. Theywere ResNet18 [11], DenseNet121 [15], Googlenet [25], ResNext50 [26],
SE-ResNet18 [20], Xeption [27], Inceptionv3 [28], Inceptionv4 [29], EiffecienNetb0 [30], and
the COVID-ResNet training in the sample space of chest CT images. According to the
recognition accuracy and training time of different network models, we explored their
recognition rate and efficiency in different sample spaces. An experiment with the model
parameters, accuracy, precision, recall, F score, and AUC value [Appendix B] was used to
verify the effectiveness of the experiments.The comparison results are shown in Table 3.

Table 3. Comparison results of different networks.

Model Parameter

Quantity (MB) ACC PRE RC F AUC

ResNet18 [11] 85.28 0.9379 0.9228 0.9569 0.9396 0.9788
DenseNet [15] 53.07 0.9519 0.9537 0.9508 0.9560 0.9868
Googlenet [25] 48.08 0.9473 0.9318 0.9662 0.9482 0.9871
ResNext50 [26] 175.35 0.9457 0.9394 0.9538 0.9466 0.9863
SE-ResNet18 [20] 85.96 0.9519 0.9324 0.9754 0.9534 0.9803
Xception [27] 158.78 0.9426 0.9472 0.9385 0.9428 0.9799
Inceptionv3 [28] 168.74 0.9302 0.9403 0.9200 0.9300 0.9562
Inceptionv4 [29] 313.92 0.9581 0.9656 0.9508 0.9581 0.9811
EiffcienNetb0 [30] 30.59 0.9395 0.9359 0.9446 0.9403 0.9802
COVID-ResNet 86.94 0.9689 0.9579 0.9815 0.9696 0.9904

As shown in Table 3, it can be seen that the comprehensive performance of COVID
ResNet was better than other models.The COVID-ResNet made improvements based on
ResNet18. The parameter of COVID-ResNet was 96.94MB, which is 1.66MB more than
the ResNet18. The accuracy rate, precision rate, recall rate, F; score, and AUC value of
COVID-ResNet were 96.89%, 95.79%, 98.15%, 96.96%, and 99.04%, separately. Compared
with ResNet18, the accuracy rate increased by 3.1%, which means that the COVID-ResNet
has a good improvement effect. In order to intuitively display the contrast effect with other
networks, a visual radar chart is added as shown in Figure 11. The red line is the result
of COVID-ResNet. It can be seen that the evaluation index based on COVID-ResNet is
superior to other models.
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Figure 11. Radar chart.

Figure 12 shows the confusion matrix for other models identifying COVID-19 in
the training set. It was created in order to further compare the performance differences
among ResNet18, DenseNet121, Googlenet, ResNext50, SE ResNet18, Xeption, Inceptionv3,
Inceptionv4, FiffecienNetb0, and the COVID-ResNet. The details of the prediction of each
network can be seen in Figure 12, and the correct and wrong predictions of each network
can be compared.
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Figure 12. Confusion matrix of other models.
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The COVID-ResNet model identified the confusion matrix of COVID-19 on the training
set in Figure 13. It can be seen from the comparison result of the confusion matrix that
COVID-ResNet had a better recognition effect. It verified the advantages of COVID-ResNet
in the CT image recognition of COVID-19. The attention mechanism was used to focus
on channels with more information about the lesion area. Multilevel feature aggregation
was used to obtain more information. The feature used for classification had enough
information about the lesion area, so as to obtain a higher recognition accuracy.

Confusion matrix

250

200

True label

g

Predicted label
Figure 13. Confusion matrix of COVID-ResNet.

3.4. Ablation Experiment

In order to verify the effectiveness of different modules in the network, ablation
experiments were carried out. Two improvements were made, one was to add the SE
block and residual connection to the Res block, the other was to add the multilevel feature
concatenation method to the overall structure. Ablation experiments were carried out
based on the COVID-19 CT image dataset to verify the effectiveness of the algorithm. We
improved the SE-Res block, as shown in Figure 14. The module of the SE-ResNetwas shown
in Figure 14a. An SE block was added as shown in Figure 14b. A residual connection was
also added as shown in Figure 14c. The ablation results of various methods are shown in
Table 4.

E E E

Residual connection Residual connection

(a)Res_a(SE-ResNet block) (b)Res_b

*‘Lijj' Bt "”
E E
idual connecti

Residual connéction w
(c)Res ¢ s RELU

Figure 14. The 3 variants of the Res block.
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Table 4. Comparison results of ablation experiments.

Parameter Quantity (MB) ACC PRE RC Fq AUC
Experiment 1 85.28 0.9379 0.9429 0.9662 0.9444 0.9825
Experiment 2 85.58 0.9535 0.9429 0.9662 0.9544 0.9867
Experiment 3 85.96 0.9519 0.9324 0.9754 0.9534 0.9803
Experiment 4 86.26 0.9550 0.9405 0.9723 0.9561 0.9857
Experiment 5 86.64 0.9535 0.9456 0.9631 0.9543 0.9875
Experiment 6 86.94 0.9628 0.9574 0.9692 0.9633 0.9935
Experiment 7 86.64 0.9597 0.9572 0.9631 0.9601 0.9910
Experiment 8 86.94 0.9689 0.9579 0.9815 0.9696 0.9904

We improved the SE-Res block and added branches of multilevel features. Experiment
1: ResNet18 network; Experiment 2: ResNet18 was added with the multilevel feature; Exper-
iment 3: SE-Res block was Res_a—it is the SE-ResNet18 network structure; Experiment 4:
SE-ResNet18 network structure was added with the multilevel feature; Experiment 5:
SE-Res block was improved to Res_b’s network structure; Experiment 6: The network
structure of Experiment 5 was added with the multilevel feature; Experiment 7: SE-Res
block was improved to Res_c network structure; Experiment 8: the network structure of
Experiment 7 was added with the multilevel feature—it is the network architecture of
COVID-ResNet. Table 4 shows the comparison results of the ablation experiments. Three
kinds of SE-Res blocks were compared in the ablation experiment, Res_a, Res_b, and Res_c,
separately. In the case that there is no multilevel feature and there is multilevel feature,
Res_c always performed best. It can be seen that the accuracy rate of COVID-ResNet
reached 96.89%. The addition of each module or component improved the accuracy of
identification. The increase in themultilevel feature made the accuracy rate improve again.
It verified the effectiveness of adding modules or components. It can be seen from the
ablation experiment that the performance of the network could be significantly improved
by adding the multilevel feature aggregation operation. It showed that multilevel feature
concatenationwas effective. The method of interactive enhancement and complementary
splicing of deep and shallow features could significantly enhance the ability of the model
to recognize COVID-19.

4. Discussion

In order to solve the problem of computer aided diagnosis, a CT image diagnosis
model based on improved attention ResNet was proposed. Firstly, the SE block was in-
troduced into the residual neural network based on the semantic correlation of features
with different channels of COVID-19 CT images. It improved the ability of the network to
filter channels, so as to focus on the highly responsive channels of COVID-19. Secondly,
in order to extract the directional features of COVID-19, the coordinated attention was
introduced to improve the recognition ability of lesion features. Then, the MFCA module
was proposed. The MFCA module transferred the features extracted from multiple coordi-
nates into the deep layer for multilevel feature aggregation to make up for the feature loss
caused by downsampling. It made the information complementary and further improved
the recognition effect. Finally, the features were classified to identify whether they were
infected with COVID-19. The COVID-ResNet was used to classify and recognize the CT
image dataset of COVID-19. The accuracy, recall rate, F; score, and AUC value could reach
96.89%, 98.15%,96.96%, and 99.04%, separately. The experimental results showed that the
performance of COVID-ResNet was better than similar networks. The results of ablation
experiments showed that the accuracy of recognition could be greatly improved by adding
the SE block and coordinate attention model. At the same time, the combination of deep
features and shallow features for information complementation could significantly improve
the recognition rate. The classification based on the CT image dataset of COVID-19 had
certain clinical application value for aiding the diagnosis of COVID-19. COVID-ResNet can
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effectively assist doctors with identifying COVID-19, improve doctors” work efficiency, and
reduce misdiagnosis.

5. Conclusions

A recognition method for COVID-19 based on ResNet was proposed and studied. As
a detection framework, it could provide more accurate classification results in the field of
recognition through lung CT images. The SE-Res block and MFCA module were proposed.
It was aimed at the problemsof there being difficulty in the feature extraction from CT
images of COVID-19, and that lesions of COVID-19 are difficult to focuson. In this study, the
effectiveness of COVID-19 recognition by COVID-ResNet was tested. The results showed
that the SE-Res block could better focus on the lesions of COVID-19. Shallow features and
deep features were converging because of the MFCA model, and the extraction ability of
lesion features was enhanced.

In the future, we will develop another recognition method from the following aspects:

(1) COVID-ResNet achieved good results in the classification of COVID-19 CT images. In
this study, the dataset of COVID-19 included COVID-19 and no COVID-19. There were
other diseases in the lung, including lung cancer, tuberculosis, and so on. Applying
the networks to more types and multi-source datasets is the direction for future
research tasks.

(2) With the development of COVID-19, COVID-19 does not only infect the lungs, but
also the upper respiratory tract. It is not enough to check the lungs. Other images can
be used for screening in the future.

(3) In the future, other networks of deep learning can be used for auxiliary diagnosis. For
example, DenseNet, Capsule Network, Googlenet, etc.
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Appendix A

Table A1. The summary table of mathematical notation.

Means
X1 features map of input
1 features map of output
F(x;, Wp) residual function
H(x) identity map

X features map of input about SE block
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Table Al. Cont.

Means
F, Conversion operation
u Features after conversion operation
C number of channels
X features map of output about SE block
Z feature vector
w weight matrix
o Sigmoid
) ReLU
Fox excitation operation
[*, *] concat operation
f the intermediate feature mapping of spatial
information in coding
F 1 x 1 convolution
g weight

Appendix B

In this study, the accuracy rate, precision rate, recall rate, F; score, and AUC are used
as evaluation indexes to estimate the effectiveness of the model. The confusion matrix
for the two-class problem is shown in Table A1l. TP means to predict positive samples as
positive samples, FP means to predict negative samples as positive samples, FN means to
predict positive samples as negative samples, and TN means to predict negative samples as
negative samples.

1.  Confusion Matrix

The confusion matrix is a standard format for representing the accuracy evaluation. As
shown in Table A1, each column of the confusion matrix represents the prediction category,
and the total number of each column represents the number of data predicted for that
category. Each row represents the real category of data, and the total number of values in
each row represents the total number of data instances in this category. The values in each
column represent the number of real data that are predicted to be of this type.

Table A1. Confusion Matrix.

Predicted as Positive Sample  Predicted as Negative Sample Total
Label as positive sample TP (True Positive) FN (False Negative) TP + FN
Label as negative sample FP (False Positive) TN (True Negative) FP+TN
Total TP + FP FN + TN TP + TN + FP + FN

2. Accuracy

Accuracy rate (ACC) refers to the proportion of correctly classified samples in the total
samples. The accuracy of the prediction results is evaluated by dividing the number of
correctly classified samples by the number of all samples.

Accuracy = (TN +TP)/(FP+ TN + TP+ FN) (A1)
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3.  Precision

The precision rate (PRE) refers to the proportion of correct classification in the results
predicted as positive samples. The PRE of the disease identified by the system is evaluated
by calculating the proportion of correct positive predictions to all positive predictions.

Precision = TP/ (FP + TP) (A2)

4. Recall

Recall rate (RC) refers to the proportion of correct classifications in the results of true
positive samples. The evaluation system can successfully identify the efficiency of the
disease by calculating the proportion of correctly predicted positives to all actual positives.

Recall = TP/(EN + TP) (A3)

5.  Fj score

The F; score value measures the accuracy of the binary model, taking into account
the accuracy rate and recall rate. It is the harmonic average of the accuracy rate and recall
rate. The Fy score value is distributed between 0 and 1, and the larger the value, the better
the model.

(14 B?) x Precision x Recall

B2 x Precision x Recall

Fg (Ad)
The larger B is, the greater the weight of Recall. The smaller f is, the greater the weight

of Precision. When = 1:

2 X Precision x Recall

I =
1 Precision + Recall

(A5)

6. AUC (Area under Curve)

AUC is defined as the area enclosed by the ROC curve and the coordinate axis. As a
numerical value, it can directly evaluate the quality of the classifier. The larger the value,

the better.
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