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Abstract: Federated learning (FL) is a distributed machine learning method in which client nodes
train deep neural network models locally using their own training data and then send that trained
model to a server, which then aggregates all of the trained models into a globally trained model. This
protects personal information while enabling machine learning with vast amounts of data through
parallel learning. Nodes that train local models are typically mobile or edge devices from which data
can be easily obtained. These devices typically run on batteries and use wireless communication,
which limits their power, making their computing performance and reliability significantly lower than
that of high-performance computing servers. Therefore, training takes a long time, and if something
goes wrong, the client may have to start training again from the beginning. If this happens frequently,
the training of the global model may slow down and the final performance may deteriorate. In a
general computing system, a checkpointing method can be used to solve this problem, but applying
an existing checkpointing method to FL may result in excessive overheads. This paper proposes a
new FL method for situations with many fault-prone nodes that efficiently utilizes checkpoints.
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1. Introduction

According to recent deep-learning-based machine learning research, collecting more
training data guarantees a higher accuracy and generalized models [1]. However it also
comes with privacy leak issues and excessively long training times. Federated learning (FL)
is a distributed machine learning method that does not directly send local data collected
from many nodes (or clients) to the server, but instead trains on local nodes and then sends
only the trained models to the server. The server creates a global model by integrating the
local models trained at each node. FL can learn using a massive amount of training data
through parallel computing on numerous nodes while reducing privacy issues caused by
sensitive data collection. The abundance of training data improves the generalization of
the global model and has the effect of increasing practical accuracy through fine tuning
with local data at each node.

In practical usage, there are many different situations that can arise in FL. The number
of nodes participating in training typically ranges from a few thousand to 10’. In each
round, all nodes may participate in training simultaneously, or only a subset of the nodes
(e.g., 50 to 5000) may participate. Training times can be as long as 1 to 10 days [2]. In each
round, the global training coordinator (usually the central server) decides which nodes
will participate in training and initiates the training. Because the computing performance
of client nodes can vary greatly, the time it takes to train the same amount of data can
also vary greatly. Several nodes may even be turned off during training. Therefore,
the coordinator does not wait until all nodes complete training, but waits only until a
predetermined deadline and ignores the training results of nodes whose local training has
not been completed by then.
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Because FL is inherently based on a distributed computing system, taking appropriate
action when problems occur at a node is also an important issue. Especially in FL, if appro-
priate action is not taken on the node where the problem occurs, training may fail because
one or more bad local models are merged into the global model. Factors that can result
in bad local models include the presence of a malicious attacker, hardware malfunctions,
or training on outlier data. To deal with problems that arise during local training, various
fault-tolerant methods can be used. As an example, a protocol that guarantees Byzantine
fault tolerance can be used in a distributed learning system using FL [3,4]. In this case, even
if problems occur in a certain number of nodes (fewer than a predetermined threshold),
major problems in FL can be prevented.

Since nodes in FL are often mobile or edge devices that run on batteries and use
wireless communication [2], it is desirable to avoid excessive computation or communica-
tion overhead. In particular, in the case of FL, each node can have a different computing
performance, network environment, and failure probability. So, an appropriate level of
action must be taken for each node to ensure efficient failure tolerance.

Checkpointing is one way to ensure efficient fault-tolerant operation of a computing
system. Checkpointing means that the computer periodically saves the current memory
state to trusted storage and restarts the process from the latest checkpoint when an error is
detected. It has the advantage of being able to start from the middle of training when a
problem occurs in a node without having to restart the operation from the beginning.

Incremental checkpointing (IC) is an efficient checkpointing method that results in a
reduced checkpoint memory size. At the first checkpoint, the entire memory is stored in
storage, and from the next checkpoint, only the parts of the memory that have been changed
are saved. Although IC can have a large effect in general computing systems and algorithms,
it has little effect in most FL systems. This is because the local model parameters, which
occupy most of the memory in FL, change values even after only one training epoch. Even
if there are a few parameters whose values do not change, the overhead is not reduced. This
is because IC determines whether the value has changed on a virtual memory page basis.

Therefore, a new checkpointing method suitable for FL is needed. Although there are
several studies utilizing checkpointing during FL [5-7], to the best of our knowledge, no
study has focused on efficient checkpointing methods specifically targeted for FL.

The method proposed in this paper can help perform federated learning reliably, even
with many fault-prone nodes, with as little overhead as possible. The proposed model can
be used to determine an optimal checkpoint interval for each local node. Although it does
not have much effect in cases where errors rarely occur, it is expected that this method will
enable FL to be used in a much wider variety of situations than was previously possible.

The main contributions of this paper are as follows.

1.  An efficient checkpointing method for FL that mitigates performance loss while
reducing communication and computing overhead is proposed.

2. A systematic and analytical model for estimating the overhead of checkpointing at
heterogeneous nodes where faults may exist is presented.

3. A method is presented for finding the optimal checkpoint interval for each node in a
fault-tolerant FL system.

The rest of this paper is organized as follows. Section 2 provides necessary background
regarding federated learning and checkpointing for distributed systems. Section 3 presents
the system model that is used for analysis and proposes an efficient checkpointing method.
Section 4 compares the communication overhead for the proposed method with previously
proposed comparable checkpointing methods. Section 5 describes related work and the
differences with the proposed model. Finally, Section 6 provides concluding remarks.

2. Background
2.1. Federated Learning

FL is a method that simultaneously meets the goals of training using as much data as
possible and preventing user data from leaking during training. The most basic FL. method
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is to send a global model to local nodes, update the models locally using the local dataset
only once, and then send the models back to the main server to merge them.

However, because this learning method incurs too much communication overhead, it
updates each local model multiple times and then merges the global model. The process of
sending a global model to multiple nodes, going through several local updates, and then
merging them into one global model is called a round. If there are too many local training
sessions per round, each local model may overfit the local dataset, thereby degrading the
final global performance. The time taken for one round is proportional to the number of
local training sessions per round and can vary from a few minutes to several hours.

2.2. Checkpointing and Fault Recovery

Checkpointing is a method in which a computing system periodically stores the
current state in non-volatile memory or a stable remote server. This is a method that allows
the system to restart from the most recently saved state when a problem occurs in the
system instead of losing all work completed up to that point.

The most basic checkpointing method involves saving a copy of the entire current
system memory at each checkpoint. If the size of the checkpoint is the same as the size of
the entire memory, a lot of overhead will occur in creating and saving the checkpoint. There
are two ways to reduce this overhead: one is to reduce the size of each checkpoint, and the
other is to increase the checkpoint creation interval. The first method can be further divided
into two methods: a method of compressing the checkpoint and a method of selecting
information to be stored in the checkpoint. The latter method is typically implemented as
incremental checkpointing, which reduces the checkpoint overhead by storing only the
parts of memory whose values have changed when compared to the previous checkpoint.
Figure 1 shows the checkpointing methods described above.

Reduce
checkpoint
overhead
A\ 4 A4
Reduce Increase
checkpoint checkpoint
size interval
A 4 A4

Compress Incremental
checkpoint checkpoint

Figure 1. Different approaches used to reduce checkpoint overheads.

Checkpointing and recovery in an FL system is fundamentally different from the
situation in general computing systems. First, in a typical FL situation, incremental check-
pointing does not result in a reduced memory storage overhead since all trained parameter
values in the local model change during each training phase. Second, a fault in one local
node does not invalidate the entire global training process—it simply results in a slightly
degraded level of training accuracy since the trained model from the faulty local node
cannot be used in the accumulated training model. However, global training is conducted
over a long time interval, and if many local nodes fail at least once during that long interval,
this may result in a significantly degraded global training accuracy. Thus, a checkpointing
and recovery approach specifically targeted for FL systems is necessary.
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3. Proposed Method

A formal and analytical model is needed to systematically analyze the effect of check-
pointing when running FL on a distributed system where faults exist. This section describes
the distributed computing system assumed in this paper and the potential faults that can
occur in FL. Then, the communication overhead on the network caused by checkpoint-
ing and the local training efficiency at each node are formulated and analyzed. Finally,
based on these models and an analysis, we propose a method to find the optimal check-
pointing method in a given FL environment. The notation used for model and analysis is
summarized in Table 1.

Table 1. Symbols and units used in the analysis.

Type Symbol Description

The number of global update rounds

Model parameter size

Time for global update deadline

The number of local training steps

The number of clients participating in training per round

Network bandwidth

Training time taken per one training step

Average number of fault occurrences per unit time
Probability that a fault occurs within a local training step
Ratio of compressed model size to original size
Checkpoint interval

Checkpoint time overhead

Checkpoint energy overhead

Fault penalty

Global

Local

OO ~~=m >Hwm|Z0S v

3.1. System Model

The FL system assumed in this paper consists of a central server, multiple clients,
and checkpoint storage. Clients have different computing performances, network environ-
ments, and defect occurrence probabilities. There may be multiple checkpoint repositories
or just one. Figure 2 represents the described federated learning system.

Central server

| | |
E' EI | | EI Heterogeneous nodes
| ...

éﬁl...||%'@..
S

Checkpoint repositories

Figure 2. A graphical overview that explains FL in a heterogeneous node network with checkpointing.

Recent FL uses local training multiple times and then updates the global model [8,9].
However, because each client has a different computational performance, if the central
server waits for all clients to complete local training, a few slow clients will hinder the
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overall training speed. To alleviate this, a certain deadline time can be used, and if there is a
client that has not completed local training within that time, the global update is performed
excluding that client. It is also possible to consider merging local models that have not yet
been trained, but if there is a difference in the amount of training of the local models to be
merged, the variance of the local models may increase, which may hinder the convergence
of the global model.

Although the above explanation is sufficient for a general FL system, this paper
additionally considers the occurrence of defects in the client. In this paper, a defect refers
to a situation where a local training progress is lost due to an unstable power supply or
hardware malfunction. In the case of general FL, when this problem occurs in a client,
the client is immediately excluded from the round and, like clients that do not meet the
deadline, does not affect the global model. However, if there are many faulty nodes,
the number of clients participating in global model training will be greatly reduced, and, as
a result, FL performance will decrease. In this paper, it is assumed that when a fault occurs
in the client, this local training is not completely excluded from global training, but training
is restarted. If local training is completed before the deadline, it is merged into the global
model like any other local model. However, the higher the probability of defects, the lower
the probability of completing training before the deadline.

To alleviate this problem, checkpoints are periodically saved during the local training
process, and then training starts again from the checkpoint if a problem occurs. This will
significantly increase the chances of completing local training within the deadline if an
appropriate checkpoint frequency is chosen. The checkpoints are stored in a reliable remote
repository because if a local copy of the model is stored inside that node, the copy may
become corrupted when the fault occurs. A central server where global models are stored
can also be used as a checkpoint repository. Figure 3 and Algorithm 1 describe the FL
process used in this paper. The sum of local training times in all nodes is O(RNC).

Note that Algorithm 1 as shown does not include deadline considerations in order
to simplify the explanation. In actual usage, the local models of all nodes are not merged,
but only the local models of nodes that have completed local training within the deadline.
To take this into consideration, the aggregation expression in line 19 of Algorithm 1 can be
rewritten as follows:

N -
0 = ZJ:;VL(]WC (1)
Zj:l 14(f)

where 14 (x) is an indicator function, which returns 1 if x € A, and 0 otherwise. A is the
set of indices of nodes that have completed local training within the deadline.

Training speed
may vary for
Node 1 1]2]s]a]s][e]7]8]e [10“11[12[13[14[15}4—7 each node.

Node 2 1[2[3[4[5| [5[7[8[9[10‘ |11[12[13[14[15

Node 3 1[2[3[4[5| [6[7[8[9[10‘ |11| [11[12[13[14[15‘

Node 4 1[2[3[4[5| [e[7[s|9| |<ﬂ7[8[9|m‘ [11[12[1314[15

All nodes start An error occurs at node 3 Node 4 fails to meet the
local training and 4, and training restarts deadline of global
simultaneously. from the last checkpoint. update round.

Figure 3. An example of how each node operates over time during one round. The number indicates
which local training step is being processed. Green means a fault has not occurred, and red means a
fault has occurred. Blue is the overhead for creating a checkpoint, and yellow shows where training
is restarted from a previous checkpoint. (N =4, C =15, =5).
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Algorithm 1 A checkpointing FL algorithm for a heterogeneous system with fault-prone
nodes
Input: the number of global update rounds R, the number of nodes that participate in a
training round N, the number of local training steps at each node C, the learning rate 7,
and a set of local datasets { D!, D?, ..., DN}
Output: wg, the weight parameter after R training round.
1: initialize wy
2: foreachroundi=1,2,...,Rdo
3: foreachnodej=1,2,...,N in parallel do
J

4: w; g — Wi—1
5: for each local training step k = 1,2,...,C do
. j _ Jopj
6: Aw; = =y VL(w;, ;D)
7: if a fault occurs then
. J ~J
8: Wik < Wikq
9: else 4 ,
. J J J
10: Wi = Wi+ Awi,k
11: if k%I = 0 then
. =]
12: @ wf,k_l
13: else. )
. 7/ T
14: W) Wy
15: end if
16: end if
17: end for

18:  end for )
1 N
20: end for

3.2. Modeling Checkpoint Overhead and Fault Penalty

Creating checkpoints alleviates the performance degradation of the global model by
reducing the chance of faulty clients being dropped during a round. However, creating
excessive checkpoints actually has disadvantages in terms of the energy consumption and
training time. Therefore, it is necessary to model the overhead that occurs each time a
checkpoint is created and the fault occurrence penalty that occurs each time a fault occurs.

There are two type of overhead to consider: the checkpoint time overhead, O;, which
refers to the time required to send a checkpoint to a remote server and is affected by
the model size, model compression rate, and network bandwidth, and the checkpoint
energy overhead, O, which refers to the energy used to send a checkpoint to a remote
server and is affected by the model size, model compression rate, and unit energy usage
for data transmission. The model size and compression ratio are the same for all nodes,
but the network bandwidth and unit energy usage for data transfer vary across nodes.
Therefore, the overhead of checkpointing is also different for every node. The equations
below represent two types of overhead. Here, S, B, r, and E represent the model size,
network bandwidth, model compression ratio, and unit energy usage for data transfer.

r-S

O = B (2)

Oc=r-S-E 3)

The fault occurrence penalty refers to the number of training steps lost when training
is restarted from the last checkpoint after a fault occurs. For example, let us say that local
training needs to be performed for 30 steps and a checkpoint is created every 10 steps,
but an error occurs at step 25. In this case, local training restarts from the checkpoint at step
20, and the local model is merged into the global model after 10 more training steps. It can
be said that the time spent on five training steps (=5T) was wasted.
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The penalty per fault occurrence is a discrete random variable that is between 1 and I,
where I represents the checkpoint interval. Note that the distribution is not uniform, and it
is actually similar to a geometric distribution with an upper bound. The probability density
of this distribution is determined by p, which represents the probability that a fault occurs
within a local training step.

Calculating the expected value of the penalty is not difficult. We can also calculate the
expected value of the sum of all penalties in a round. To calculate this, first, the expected
value of the number of training steps performed to reach the next checkpoint from one
checkpoint is calculated. If a fault does not occur I times in a row, the next checkpoint
can be reached, and if a fault occurs at the j(<I)th step, it must restart from the previous
checkpoint. Thus, the following equation holds:

-1
I j .
x=(1=p) I+ )} p(1—p/(x+1+j) (4)
j=0

where x represents the expected value of the number of training steps performed to reach
the next checkpoint from one checkpoint. Although the expression looks complicated, it
can be organized into an expression for x by multiplying both sides by (1 — p) and then
subtracting it from the original expression.

1 1
xzp((l—m”l) K

In order to complete a total of C local training steps while creating a checkpoint at
each I step, xC/I steps must be learned. Since the penalty is defined as the number of
wasted steps, subtracting the C steps originally needed results in the following equation:

E[)  (Fault penalty)] = pCI ((1_1;?)1 — 1) -C (6)

Using the above equations, the average time taken for a node to perform C local
training steps during one round is obtained.

S-r|C C 1
e ) e

-5 ()

In the first line, the first term is the time required to create a checkpoint, the second
term is due to the fault penalty, and the third term is the time originally required for training
regardless of a fault or checkpoint.

3.3. Optimal Checkpoint Interval

The system model described above and the checkpoint overhead and penalty calcula-
tions can be useful in determining checkpoint intervals to improve FL performance with
less overhead. The main factors used when evaluating FL are the training convergence
time and the final accuracy of the global model, but these factors are difficult to predict
until actual training, except in special cases such as convex optimization.

As the number of clients that cannot complete local training by the end of the round
increases, the number of rounds required for convergence increases and the accuracy of the
final global model decreases. Therefore, in this paper, the optimal checkpoint is defined as
the maximum checkpoint interval that can reduce the probability of a client being dropped
below a certain level. Specifically, the optimal checkpoint I,y is defined as follows:
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I,,+ = ar min O
ovt =6 1%, F (8)
Thotar <m-U

Here, m is a constant that indicates the allowable margin for failure probability. Tj,
and O, are functions on I, as explained above. T}, bounds the range of I that ensures a
low client failure rate, and O, represents the cost that will be minimized.

4. Experimental Results
4.1. Simulation for Checkpoint Overhead and Fault Penalty

To verify the fault penalty model that is explained in Section 3.2, a simulation was
conducted using MATLAB to evaluate the fault penalty. Figure 4 shows the fault penalty
according to the fault occurrence probability p, assuming that the checkpoint interval is
fixed at 100 and the number of local training steps per round is 500 (I = 100, C = 500).
The blue line in the graph is the value calculated using Equation (6) in Section 3.2, and the
orange line is the value obtained through simulation. Since the two results are very similar,
it can be confirmed that the model is correct.

400 -

—Model

300 - Simulation /

200 4 /

100 A /

Fault penalty [# steps]

0.0001 0.001 0.01
Fault probability p

Figure 4. The simulation result and model comparison for the fault penalty.

Looking more closely at the values, when p is as small as 1074, the fault penalty is
close to 0. This means that even without making checkpoints frequently, it is very likely that
the client will send its trained local model back to the global server by the deadline. On the
other hand, if p is 1072, the calculated fault penalty value is approximately 366, which
means that approximately 70% more time is needed compared to when no fault occurs.
This means that there is a high probability that the client will not be able to complete local
training by the deadline, and more frequent checkpoints will need to be created to address
this situation.

4.2. Federated Learning with Faulty Nodes and Checkpointing

In order to determine the negative impact of fault occurrence on the convergence
speed and final accuracy of FL and how much checkpointing can alleviate the negative
impact, two artificial neural networks that classify the MNIST dataset [10] and Google
Speech Command (GSC) dataset [11] were trained using FL. For the GSC classification,
the number of classes is 12.

A simple CNN architecture consisting of two convolutional layers (5 x 5 kernels with
max pooling and ReLU activation) and two fully connected layers was used for MNIST
classification. The output channel size of the first convolutional layer is 32, and the output
channel size of the second convolutional layer is 64. The output size of the first fully
connected layer is 512. The output size of the last layer is 10, which is the number of MNIST
classes. BC-ResNet-8 [12] was used for GSC classification. BC-ResNet is a neural network
model that was developed for efficient keyword spotting. It differs from the simple MNIST
CNN model in that it has much more layers than the MNIST model, including depth-
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wise and point-wise convolutional layers. The MNIST training dataset was divided into
100 clients so that none of them had identical data. When splitting the data, two cases were
considered: a independent and identically distributed (iid) training dataset and a non-iid
training dataset. In the case of the iid dataset, the entire training dataset is divided by the
number of nodes regardless of class and then distributed. This is the result of assuming
that the data distribution at all nodes is the same as the original dataset. In the case of the
non-iid dataset, it is assumed that the distribution of learning data is different for each
node. There are several ways to divide the dataset so that it has a non-iid distribution [13].

The method used in this set of experiments is as follows. First, sort the entire training
data according to the class they belong to. Then, the sorted data are divided into (number of
nodes)*G partitions and G groups are randomly distributed to each node. G is a parameter
that indicates how unbalanced the local dataset is. Dividing the data in this way means
that only some classes of data exist in one node. Although this data partitioning method
seems simple, similar methods are often used in federated learning when assuming non-iid
data partitioning [14-16]. The G value used in this set of experiments is 2 for MNIST and 4
for GSC.

For both MNIST and GSC, the number of clients participating in each round is 10,
which is 10% of the total clients. A total of 30 rounds of global updates were conducted,
with 50 local training steps per round. The batch size used in local training was 20 and
the learning rate was 0.03. It was assumed that a fault occurs randomly in each node once
every 12 h, and that one local training step takes 30 min. Measurements were made by
changing the checkpoint interval to 1, 10, 25, and infinity. The code for the experiment
was written in PyTorch 2.0 [17], a Python library for developing artificial neural networks,
and was executed using GPUs on a Linux server with an Ubuntu 22.04 OS installed.

The experimental results are shown in Figure 5 and Table 2. Figure 6 shows the
learning curve of training accuracy and Table 2 shows the final test accuracy. As a result
of the experiment, it can be seen that fault occurrence has a significant impact on the
convergence speed and accuracy, and that the smaller the checkpoint interval, the better the
convergence speed and accuracy. In particular, in the case of the non-iid dataset, the degree
of accuracy reduction due to fault occurrence was confirmed to be greater than that of the
iid dataset. The reason why the accuracy drops significantly when there are not many
checkpoints in non-iid situations is because the variance between local models is large, so
even a small number of clients dropping out has a large impact on aggregation.

1.00 - 1.0
/ﬁ\f\/\/\*m‘
0.99 08 X
2098 o)
5 g
2 7 0°
Q
£ 0.97 2
@ ® 04 -
£ 0.96 o
0.95 4 02 —I=1 1=10
1=25 1=50 1=25 1=50
0.94 0.0
0 10 20 30 0 10 20 30
Global Training Round Global Training Round

(a) (b)

Figure 5. The MNIST classification task accuracy versus the number of global updates with (a) iid
and (b) non-iid training datasets.
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Figure 6. The GSC classification task accuracy versus the number of global updates with (a) iid and
(b) non-iid training datasets.

Table 2. The final test accuracy of different checkpoint intervals.

Dataset Checkpoint Interval Test Acc. (iid) [%] Test Acc. (Non-iid) [%]
1 99.07 94.40
10 99.08 92.61
MNIST 25 98.87 87.74
inf. 98.42 49.02
1 95.85 79.20
10 95.24 38.22
GSC 25 94.81 26.83
inf. 93.76 41.25

4.3. Checkpoint Interval Decision: Heuristic vs. Modeling

An experiment was conducted to verify the effectiveness of the optimal checkpoint
interval. A neural network performing MNIST classification, as used in Section 4.2, was
used. However, unlike in the previous experiment, where the fault occurrence probability
of all nodes was the same at the rate of once every 12 h, in this experiment, it was set to be
evenly distributed between 0.1 every 12 h and 2 every 12 h. This was only tested for the
non-iid case, because the iid case is too idealistic to represent the real situation.

Looking at the learning curve in Figure 7, if the checkpoint interval of all nodes
is the same and the value is greater than 5, the learning curve fluctuates greatly and
does not converge stably. If the checkpoint interval of all nodes is small, the final test
accuracy appears to be high, but Table 3 shows that the number of clients that failed to
complete training within the time was relatively high, which may have a negative impact
on performance. When the checkpoint interval was set to 1, few nodes failed, but the
overhead was large because too many checkpoints were created. When using the proposed
optimal checkpoint interval, the final accuracy was high and the number of deleted nodes
was low. In particular, compared to when the checkpoint interval of all nodes was fixed to
3, the number of nodes eliminated could be reduced by 42.5% for MNIST and 50% for GSC
with almost the same overhead. Although there was no significant difference in the final
accuracy between the two cases, the significant reduction in the number of dropped nodes
means that it is resistant to fault occurrence.
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Figure 7. Learning curves of different checkpoint intervals ((a): MNIST, (b): GSC).
Table 3. The final test accuracy of FL on heterogeneous faulty nodes.
Dataset Checkpoint # Failed Clients Overhead * Test Accuracy [%]
Interval
Opt. 23 1694 96.4
1 2 5000 96.3
3 40 1600 96.1
MNIST 5 85 1000 96.1
10 152 500 94.4
25 211 200 82.1
Opt. 23 1582 86.1
1 0 5000 86.5
3 46 1600 83.3
GSC 5 78 1000 72.3
10 183 500 70.6
25 194 200 66.7

* In this table, overhead means the sum of the number of checkpoints created on all local nodes
during the entire FL process.

5. Related Works

Recently, there have been FL studies that consider defect occurrence. In [18], a fed-
erated reinforcement learning method was proposed that theoretically guarantees fault
tolerance against random system faults or adversarial attacks by adding a subroutine to
the aggregation process. In [19], a secure and fault-tolerant aggregation method for FL was
proposed, which makes recovery possible even if failure occurs in some clients during the
secure aggregation process.

There are papers that use checkpoints when implementing FL. In [5], checkpoints
were used to reduce communication costs by checking the need for communication before
starting communication between the server and client. In [6], checkpoints were used to
search various training configurations while simultaneously training weights and hyper-
parameters. There is no research yet that proposes a method to determine the optimal
checkpoint cycle for different clients with frequent defects.

There are also studies that are not related to FL but can be compared with the pro-
posed method. Ref. [20] used checkpoints when training a recommendation model in a
distributed system. This study used differential checkpointing, which stores only part
of the model, making it suitable for use in recommendation models rather than general
models. Ref. [21] proposed a method called Distributed Incremental Learning across the
Computing Continuum (DILoCC), which can perform incremental learning [22,23] in a
distributed system by additionally learning data in an already learned model. This method
is related to FL in that data obtained from the edge device’s sensor are directly used for
learning. The difference between the two is that in DIL, new data are used only for learning
the local model at the corresponding node, whereas in FL, they are used for learning the
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global model. Ref. [24] proposed an analytical method to optimize checkpoint intervals in
distributed stream processing systems. Ref. [25] proposed an adaptive checkpoint interval
for distributed data parallel training. It uses an algorithm together with a simple analytical
model to adaptively determine checkpoint intervals. Ref. [26] uses an asynchronous multi-
level checkpointing method along with several techniques to reduce overhead, including
efficient serialization. Table 4 compares the proposed method with related studies.

Table 4. A comparative table of the proposed method and other studies related to distributed learning
in faulty systems.

Uses Checkpoint Uses an Analytical Method to Local Dataset
Determine Checkpoint Interval Is Private
Proposed. Yes Yes Yes
[5] Yes No Yes
[6] Yes No Yes
[18] No No Yes
[19] No No Yes
[20] Yes No No
[21] No No Yes
[24] Yes Yes No
[25] Yes Yes No
[26] Yes No No

6. Conclusions

This paper has introduced a new checkpointing FL. method that is especially useful
when there are many fault-prone clients. The checkpointing method helps clients success-
fully complete local training and send the local model back to the central server, resulting
in a relatively high accuracy even when there are many unstable clients. Additionally,
this paper proposes an analytical method to select the optimal checkpoint interval for
each client. Thanks to this analytical method, efficient performance improvements with
a minimal overhead are guaranteed because checkpoints are used only on clients with a
high probability of fault occurrence. According to the experimental results, by using the
checkpointing method, the FL accuracy did not drop even with a high fault occurrence rate.
Furthermore, the optimal checkpoint interval decision based on proper analysis reduced
the number of failed clients by 42.5% for the MNIST dataset and 50% for the Google Speech
Command dataset with marginal overheads compared to a heuristic greedy method. To
the best of our knowledge, this paper is the first study to analyze the use of client-side
checkpoints in FL and can be applied in parallel with methods proposed in other studies.
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