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Abstract: When an unmanned aerial vehicles (UAV) swarm is used for edge computing, and high-
speed data transmission is required, accurate tracking of the UAV swarm’s centroid is of great
significance for the acquisition and synchronization of signal demodulation. Accurate centroid
tracking can also be applied to accurate communication beamforming and angle tracking, bringing
about a reception gain. Group target tracking (GTT) offers a suitable framework for tracking the
centroids of UAV swarms. GTT typically involves accurate modeling of target maneuvering behavior
and effective state filtering. However, conventional coordinate-uncoupled maneuver models and
multi-model filtering methods encounter difficulties in accurately tracking highly maneuverable
UAVs. To address this, an innovative approach known as 3DCDM-based GRU-MM is introduced for
tracking the maneuvering centroid of a UAV swarm. This method employs a multi-model filtering
technique assisted by a gated recurrent unit (GRU) network based on a suitable 3D coordinate-coupled
dynamic model. The proposed dynamic model represents the centroid’s tangential load, normal
load, and roll angle as random processes, from which a nine-dimensional unscented Kalman filter is
derived. A GRU is utilized to update the model weights of the multi-model filtering. Additionally,
a smoothing-differencing module is presented to extract the maneuvering features from position
observations affected by measurement noise. The resulting GRU-MM method achieved a classification
accuracy of 99.73%, surpassing that of the traditional IMM algorithm based on the same model.
Furthermore, our proposed 3DCDM-based GRU-MM method outperformed the Singer-KF and
3DCDM-based IMM-EKF in terms of the RMSE for position estimation, which provides a basis for
further edge computing.

Keywords: edge computing; target tracking; dynamic modeling; gated recurrent unit; multi-model
filtering

1. Introduction

UAV swarms have emerged as a promising edge computing platform capable of
supporting high-speed data transmission by leveraging nodes with strong communica-
tion capabilities [1-3]. In contrast to conventional satellite systems, which depend on
supplementary data like predicted ephemeris information to support phase-locked loop
(PLL) operations, highly dynamic UAV swarms face scarcity of easily accessible auxiliary
information [4]. This absence of information poses challenges in achieving signal alignment,
compensating for Doppler frequency offsets, and other critical operations. To address these
challenges, this paper introduces a novel scenario wherein a coordinated UAV swarm is em-
ployed for edge computing applications. The proposed approach focuses on ensuring that

Electronics 2024, 13, 1054. https://doi.org/10.3390/ electronics13061054

https://www.mdpi.com/journal/electronics


https://doi.org/10.3390/electronics13061054
https://doi.org/10.3390/electronics13061054
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0001-8237-7861
https://orcid.org/0000-0001-9379-7714
https://doi.org/10.3390/electronics13061054
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics13061054?type=check_update&version=1

Electronics 2024, 13, 1054

2 0f 23

a high-throughput UAV responsible for ground transmission remains positioned at the cen-
troid of the swarm. Trajectory tracking of the UAV swarm’s centroid using ground-based
radar observations is employed to aid with rapid acquisition and robust tracking of the PLL
in ground signal demodulation. Moreover, accurate tracking of the UAV swarm’s centroid
enables precise beamforming and directionality, resulting in enhanced receiver gain and
improved signal reception rates. By emphasizing the tracking of the UAV swarm’s centroid,
this research aims to provide solutions specifically tailored to this aspect, contributing to
advancements in tracking methodologies within UAV swarm technology.

Some research has been conducted on UAV tracking based on UAV attitude, anti-
drone technologies, and remote sensing imagery [5-7]. The theory of group target tracking
(GTT) provides a flexible framework for effectively monitoring UAV swarms and enabling
efficient calculation [8]. By dividing received measurements into groups based on specific
criteria, GTT allows for estimating and predicting swarm trajectories and states from a
group perspective [9]. The group’s state encompasses both the motion state of the group
centroid and the external shape of the group distribution, making accurate tracking of the
motion state crucial for the effectiveness of tracking and interception systems. As a result,
tracking of maneuvering UAV swarms to achieve efficient edge computing capabilities has
gained prominence.

Previous research on tracking maneuvering centroids has primarily focused on motion
modeling and filtering algorithms. However, the success of filtering algorithms in achieving
the desired tracking accuracy depends on the modeling of the target’s motion, for which
prior information is often insufficient [10]. Many models that try to capture the target’s
motion, such as the classic Singer [11], current statistical [12], and Jerk models [13], all
assume that the target’s acceleration or rate of acceleration change is independent in a
decoupled coordinate system. However, most target maneuvers exhibit coupling across
different coordinates, particularly from the observer’s coordinate system [10]. To overcome
this issue, some studies have adopted dynamic models of target characteristics to represent
the control quantity generated by target maneuvers as a random process, such as the two-
dimensional model [14], three-dimensional turning model [15-17], and flight dynamics
model [18,19]. In [19], the authors considered the influence of aircraft attitude angles on
target acceleration and utilized a 16-dimensional state extended Kalman filter, significantly
improving the prediction accuracy of the target’s state. However, the required attitude
angles were unobservable with only position measurements, and the set parameters were
limited to specific scenarios, thereby restricting the practical application of this model in
tracking aircraft targets.

The various models mentioned above, along with models with different parame-
ters, correspond to distinct maneuvering modes of the target. To address the issue of
motion pattern uncertainty in target tracking, a multi-model (MM) algorithm was pro-
posed in [20]. The MM algorithms are classified into three generations: autonomous [21],
cooperative [22,23], and variable structure MM methods [24-29]. Two challenges arise
when employing methods that incorporate multiple filtered states. The first challenge
involves using an incomplete set of models to estimate the state, while the second pertains
to tracking delays during model transitions [30]. In the IMM algorithm, the transition
probability matrix contains information from past models over a period of time. As a result,
the IMM algorithm exhibits significant delays in response to model transitions, leading to
substantial tracking errors during the initial phase of such transitions [30-33]. To mitigate
model estimation delays, several approaches have been proposed. Among them, the fuzzy-
tuned IMM algorithm adjusts the transition probabilities between models [34], while an
adaptive neural fuzzy inference system (ANFIS) is used for mobile robot localization [35].
Deep learning techniques have been introduced into the Bayesian filtering framework
due to their capabilities of nonlinear mapping and feature extraction using data-driven
approaches. Recurrent neural networks (RNNs) excel at extracting features from sequential
data, making them widely employed for learning motion models [36,37], noise parame-
ters [38], and Kalman gains [39] in state estimation tasks. When dealing with switching
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systems, RNNs are combined with IMM methods to learn mode probabilities, which fa-
cilitate trajectory estimation, prediction, and human posture estimation. For switching
systems, RNNs are combined with IMM methods to learn mode probabilities, which are
used to estimate and predict trajectories and estimate human posture [40]. In combination
with multi-model tracking, the long short-term memory (LSTM) network is used to replace
the transition probability matrix to realize the function of model judgment [41]. Currently,
such methods have not been applied to tracking a UAV swarm’s maneuvering centroid.

In summary, tracking a UAV swarm’s maneuvering centroid presents two main chal-
lenges in the process of edge computing. One is to achieve a more realistic dynamic
modeling of the UAV swarm’s centroid when only position observations are available.
Another challenge is accurate centroid tracking in the presence of various maneuverable
scenarios and potential model transitions at any time. Thus, we propose multi-model
filtering assisted by a GRU network based on a novel 3D coordinate-coupled dynamic
model. The key contributions of this paper can be summarized as follows:

*  Firstly, we propose an approach for tracking the centroid of a UAV swarm by utilizing
a 3D coordinate-coupled dynamic model. In this model, the control quantity is
considered a random process, and an unscented Kalman filter is employed.

*  Secondly, we introduce a novel GRU-based network that extracts features from po-
sition observations. This enables quick and accurate detection of the maneuvering
mode. With the detected features, a multi-model filtering method is applied to track
the UAV swarm’s centroid.

e  Finally, we conduct simulations and experiments to validate the feasibility and supe-
rior performance of the proposed algorithm compared with traditional approaches.

The following sections provide further details. Section 2 discusses centroid tracking in
GTT and presents the overall framework of our algorithm. Section 3 focuses on the state
filtering for the UAV swarm’s centroid based on the dynamic modeling of UAV swarmes.
Section 4 describes how the GRU network assists with filtering the UAV swarm’s centroid
under different maneuvering modes. Sections 5 and 6 demonstrate the effectiveness of
our tracking method through simulated UAV swarm trajectories and flight experiments.
Finally, we conclude our work in Section 7.

2. Background Information

The proposed method in this paper aims to improve the accuracy of UAV swarm
centroid tracking by utilizing a three-dimensional coordinate-coupled dynamic model and
multi-model filtering assisted by a GRU network. The improved tracking results can be
used for ground communication by airborne nodes in UAV swarm-based edge computing.
Therefore, this section provides the key background information to familiarize readers with
the working model of the system and the main principles involved.

To begin with, we introduce the scenario of UAV swarm-based edge computing and
centroid tracking in it. Moreover, the working principle of centroid tracking in GTT is intro-
duced. Subsequently, we outline the fundamental principle of modeling unknown control
quantities as random processes in target tracking. Finally, we present a comprehensive
framework that outlines the proposed tracking method.

2.1. Centroid Tracking in UAV Swarm-Based Edge Computing

As illustrated in Figure 1, the edge computing architecture based on UAV swarms
aims to provide edge computing services for various types of users by integrating a commu-
nication node (called a centroid UAV) and multiple UAVs responsible for edge computing.
The centroid UAV plays a crucial role in the overall communication and coordination of the
management cluster, with the primary responsibility of efficiently distributing and relaying
data between edge computing nodes, ensuring high-speed transmission and seamless
connectivity of different tasks. At the same time, the centroid UAV is also responsible
for high-speed data transmission to the communication gateway. The relative positions
between the UAV swarm colonies are pre-programmed so that the main communication
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node is located at the center of mass of the UAV swarm, which serves as the dynamic anchor
point of the whole UAV swarm. Different from satellite communication using ephemeris
prediction to assist with the function of PLL operaitons, the trajectory information of a UAV
swarm’s centroid is used to assist the acquisition, synchronization, and Doppler frequency
offset of ground station signal demodulation. Since the centroid UAV is placed in the cen-
troid position of the UAV swarm in advance, the tracking result of the centroid of the UAV
swarm is the track of the centroid UAV. It is not necessary to recalculate the phase center
when the trajectory information is used to demodulate the signal. The communication
gateway performs two main steps: tracking the centroid of the dUAV swarm by using radar
observations and the GTT algorithm. The results of centroid tracking are used to assist
with the acquisition, synchronization, beamforming, and angle tracking of the receiving
antenna in digital signal demodulation.

""" UAV swarm e

/ Centroid QA_V_ = N

\ % § Edge Computing Service D) ///
(ST e M%% / A— |
Neo_ User -7 7" \Communication |
O / U M M' ‘ Gatewa?////

T -— - -~ Track Information

Figure 1. Scenario of UAV swarm-based edge computing.

A group target, as defined in [42], comprises multiple targets that meet specific criteria.
The characteristics of a group encompass its label, centroid motion state, and overall
shape, as outlined in [9]. GTT involves five key steps to effectively track UAV swarms:
measurement partitioning, group data association, centroid state estimation, group shape
estimation, and the detection of group spawning and combination:

1. Measurement partitioning: This step involves dividing the received measurements
into groups based on specific criteria. The criteria can be the proximity, similarity in motion
characteristics, or any other relevant factors that define a group.

2. Group data association: In this step, the measurements are associated with their
corresponding groups. This can be accomplished using various techniques such as nearest
neighbor association or probabilistic data association.

3. Centroid state estimation: Once the measurements are associated with their groups,
the motion state of the group centroid is estimated. This includes estimating the position,
velocity, and other relevant parameters of the centroid.

4. Group shape estimation: In addition to tracking the centroid state, GIT also aims to
estimate the external shape of the group distribution. This helps with understanding the
spatial arrangement and dynamics of the swarm.

5. Detection of group spawning and combination: UAV swarms are dynamic systems
where individual UAVs can join or leave the swarm, and multiple smaller swarms can
combine to form a larger swarm. Detecting such events is important for accurate tracking
and prediction of swarm behavior.
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By following these steps, GTT provides a comprehensive framework for tracking
maneuvering UAV swarms and enabling efficient edge computing capabilities. Under
predefined criteria, measurement partitioning divides the incoming measurement data
into several sets, each representing a distinct group of mobile edge computing (MEC).
Group data association links an unlabeled set to the corresponding group track. Shape
estimation is utilized to estimate the group’s shape and attitude parameters. The spawning
and combination of groups are recorded based on the movement state and shape overlap
of the groups, influencing the outcomes (creation or loss of groups) in data association.
Group motion state estimation determines the motion state of the group’s centroid using
measurements from the same group. The initial step in this process involves obtaining
centroid observations from multiple measurements by utilizing established schemes not
discussed in this paper. Subsequently, the motion state of the group is estimated through
dynamic modeling and nonlinear filtering of the group’s centroid. Centroid tracking, in
a strict sense, encompasses both centroid state estimation and group data association.
However, this paper solely focuses on the centroid tracking of a single group. The predicted
state generated by centroid tracking significantly impacts the accuracy of group association
and the spawning and combination of groups, serving as a critical factor in the overall
functionality of the tracking system’s edge computing.

2.2. Stochastic Process Modeling of the Control Volume

The unexpected maneuvers of the object are a result of unknown time-varying state
controls for the observer. When tracking maneuvering targets, Singer initially suggested
modeling the acceleration of maneuvering targets as a zero-mean first-order stationary
Markov process, where the acceleration value at a given time depends on the value at
neighboring times. By considering the symmetry and attenuation of the correlation function
of a stationary random process, the time correlation function R, (7) with the offset integral
7T for the maneuvering acceleration a(t) in Singer’s model can be expressed as shown in
Equation (1):

Ry(7) = E[a(t)a(t 4 1)) = o2e /" 1)

where ¢2 denotes the variance of acceleration and « is the maneuvering frequency. In
practical tracking applications, because different values of « adapt to different maneuvering
scenarios, it is necessary to preset the value according to prior information before filtering.
The continuous-time equation of a(t) can be expressed as shown in Equation (2):

a(t) = —a-a(t) + w(t) )

where w(t) represents Gaussian white noise with a variance of 2« - ¢2, and the detailed
derivation can be found in [11]. The state space for the continuous-time model of one-
dimensional target maneuvering is formulated as shown in Equations (3) and (4):

%(t) 01 0 x(t) 0
¥(t) |=10 0 1 X(H) |+ 1] 0 [w(t) 3)
X (t) 0 0 —a ¥(t) 1
%(t) x(t)
#(t) | =F| %(t) | + Gw(t) (4)
X(t) %(t)
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where x(t), x(t), %(t), and X'(t) denote the position, velocity, acceleration, and first deriva-
tive of acceleration, respectively. Upon discretization with a sampling period of T, the state
transition equation for a one-dimensional maneuver is expressed as shown in Equation (5):

1 T (aT—1+e*T)/a?
Xep1 =FXe+We=1]0 1 (1—e*T)/a X + Wy (5)
0 0 —e 0T

where F;, Wy, and X represent the state transition matrix, state noise vector, and state
vector at time k and X} 1 represents the state vector at time k + 1. The state noise covariance
matrix Qy in the Kalman filter can be expressed as shown in Equation (6):

Qi = E[Ww, | ©)

where W can be expressed as shown in Equation (7):

W = /(kH)TeF[(k“)T_T]Gw(T)dT 7)
Jkr

The covariance matrix for state noise in a more intricate model is fundamentally
derived in accordance with Equation (6). Furthermore, the acceleration of maneuvering,
which represents unknown controls, can be modeled as a time-dependent second-order
model and a “current” statistical model. When dealing with a target that lacks prior
information, it is necessary to model the acceleration of each dimension of the target as
independent random processes within the coordinate system where the observer’s point of
origin is located. This modeling is both essential and feasible in such scenarios. However,
in practical scenarios, each control quantity of the UAV swarm’s centroid, generated by
maneuvers such as thrust acceleration in the direction of velocity extension, pitch angle, roll
angle, and deflection angle control, are independent of one another in the body coordinate
system. These controls are better suited to be modeled as independent random processes
within the body coordinate system. As a result, this paper derives a new state model and
filtering process for tracking the UAV swarm’s centroid based on the dynamic characteristics
of the UAV swarm’s centroid.

2.3. Framework of the Proposed Tracking Method

Drawing inspiration from the concepts of the MM algorithm and the utilization of deep
learning as demonstrated in [18,41], this paper proposes the utilization of a maneuvering
model estimation network to enhance the multi-model centroid tracking of UAV swarms.
A noteworthy distinction from [18] lies in the derivation of maneuvering filtering, which
exhibits significant differences based on the dynamics model of UAVs. Additionally, due to
variations in maneuver types and the essential features that necessitate extraction, certain
segments of the network architecture have been redesigned. The tracking framework is
divided into four sequential steps:

(Step 1) Initialize filters: The given fused state estimation X;_1x_; and the error covari-
ance matrix Py_y;_1 at time k — 1 are updated to ensure their dimensions are appropriate
for each filter. Then, the modified fusion state, error covariance matrix, and centroid
observations zj at time k are used as inputs for each filter.

(Step 2) State filtering based on various maneuvering models: The filters employing N
maneuvering models produce N state estimations )“(,1‘ K’ )“(,%‘ 7o )‘(llg" r and an error covariance
matrix Pilk, Pi\k' ey Pllc\\lk at time k.

(Step 3) Model estimation using deep learning: Based on observations of different
time epochs zy, zx_1, ..., Zx_,;, the maneuvering model estimation network determines the
current maneuvering mode of the UAV swarm’s centroid. It outputs weights uy, 2, ..., Un
corresponding to different maneuver modes.
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(Step 4) Fusing the related states and covariance of multiple models: In (Step 2), the
outputs of multiple maneuvering filters at time k are combined by a weighted summation
with the weights obtained from (Step 3). The fused states X, and the error covariance
matrix Py, are also used as inputs at time k + 1.

3. The Centroid’s UKF with the Proposed 3D Coordinate-Coupled Dynamic Model

At first, drawing inspiration from [43], we represent the tangential load, normal load,
and roll angle as factors that affect the three-dimensional position, velocity, pitch angle,
and yaw angle of the centroid within a zero-mean first-order stationary Markov decision
process. Following this, we design a nine-dimensional unscented Kalman filter, taking into
account the aforementioned constraints to effectively track the centroid of the UAV swarm
using only position observations, thereby enabling efficient edge computing capabilities.

3.1. Modeling Description of the UAV Swarm’s Centroid

As depicted in Figure 2, the reference origin in the Cartesian system is set as the
observer, and the position of the UAV swarm can be expressed as (xc, J¢, z¢). The velocity of
the center point relative to the origin of the coordinate system can be expressed as a scalar
vc. The pitch angle 0 is defined as the angle between the velocity direction and the XOY
plane, while the yaw angle 1 is the angle between the projection of the velocity direction
onto the XOY plane and the X axis. It should be noted that “pitch” and “yaw” in this paper
describe the trajectory characteristics and should not be confused with the vehicle attitude
angles described in [19]:

Xc = vccos B cos P

Ye = Uccos O sin

Zo = v.sin 6

Uc = g(ny —sinf)

6 = & (n; cos¢ — cos )
l,iJ _ 8"z sin ¢

v cos B

The state of the centroid is influenced by three control factors: the tangential load
ny, normal load 7, and roll angle ¢. The velocity v, is impacted by the decomposition
of thrust into the velocity extension component and the gravitational component. The
tangential acceleration of the centroid resulting from the thrust components in the direction
of extended motion is denoted as 7,g, where g represents the gravitational acceleration
constant and 7y is the dimensionless tangential load. The pitch and yaw angle indicate
the track’s direction and curvature. The control inputs affecting 8 and ¥ include the
thrust component perpendicular to the velocity direction and the roll angle determining
this component’s direction. The normal acceleration of the centroid due to the thrust
component perpendicular to the motion direction is defined as n,g, with n, representing
the dimensionless normal load. The angle between the normal acceleration and the vertical
plane of velocity corresponds to the roll angle ¢. Equation (8) illustrates the relationships
governing the states and control variables.

Until it is accurately modeled, all information about the control quantities is unknown
to the observer. In addition, changes in the three control quantities are largely independent
and uncoupled from each other when maneuvering a swarm of UAVs. Thus, it is appro-
priate to treat ny, 1, and ¢ as distinct random processes, as outlined previously. In this
study, we adopt Singer’s model assumption, positing that ny, 1,, and ¢ follow zero-mean
first-order stationary Markov decision processes. The continuous-time equations describing
these processes can be formulated as shown in Equation (9):

iz (t) = —ap,nz(t) +wn, ()
iy (t) = —an Ny (t) +wn, (1) )
P(t) = —app(t) +wgp(t)
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where wy, (t), wy, (t), and wy (t) follow the additive white Gaussian noise with variance o7,

O'%X, and U'q%, respectively, while a;,_, a,, and a4 are the maneuvering frequencies of ny, 1,
and ¢, respectively. In addition, wy, (t), wy, (t), and wy(t) are zero-mean Gaussian white
noise, and their variances are defined as Zanzaﬁz, Zanxa,zlz, and 2ay, Ué, respectively. Also,
by assuming independence among these control parameters, we can effectively model the
dynamics of the UAV swarm during maneuvers.

> ®» .

2
ot
T z

Figure 2. 3D coordinate-coupled dynamic model of the UAV swarm’s centroid.

3.2. Nine-Dimensional UKF of the Centroid State

Integrating the dynamical equations governing the centroid of the swarm with the
differential equations concerning the control volume results in a nine-dimensional state
vector X, as represented in Equation (10):

X = [xC/ yc/ ZC/ vC/ 6/ l,b/ nZI nX/ (P]T (10)

This comprehensive state vector encapsulates the essential variables necessary for mod-
eling the UAV swarm'’s behavior and interactions during flight maneuvers. By combining
these fundamental dynamics, we aim to enhance our understanding of the system’s complex
behaviors and optimize the control strategies for improved performance and efficiency.

The continuous-time state space of x can be expressed as shown in Equation (11):

x(t) = f(x(t)) + Gw(t)
vc(t) cos B(t) cos p(t)
ve(t) cos O(t) sinyp(t)
vc(t) sinO(t)
g(nx(t) —sin6(t))

= | (gnz(t)cosp(t) —gcosb(t))/v.(t) | +

gnz(t) sing(t)/vc(t) cos 0(t)

_anznz(t> wﬂz(t)

—aty, My (t) ne (£)

t)

i —D(q;(l)(t) i L th(

In the realm of tracking nonlinear state equations, common approaches involve the
utilization of extended Kalman filters, unscented Kalman filters, or particle filters. In our
study, we opted for the unscented Kalman Ffilter (UKF) due to its robustness in handling
nonlinear state estimation tasks compared with the extended Kalman filter (EKF). The UKF
offers a reliable solution while maintaining a relatively straightforward implementation,
making it a preferred choice for our analysis. Additionally, the computational burden
associated with the UKF’s iterative process is notably lighter than that of the particle filter,
enhancing computational efficiency.

When considering a sampling interval of Ts and accounting for state noise, the discrete-
time state equation can be effectively computed as described in Equation (12):

(11)

S O O O oo

S
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Xk = Xk—1 + XTs

Xek—1+ Uck—1T5 0801 CO8 1
Yek—1+ 0ck—1Tscos b1 sinthy_q
Zek—1 1 Ve p—1Tssinb_q
Uck—1+8Ts(nyp—1 —sinby 1) (12)
=| 01+ 8Ts(nzk—1cosPp_1 —cosOr_1)/Vcp—1 | +Wk_1

Y1+ 8gTsny k1 8INPr_1/0c 1 €081
Nyk—1 — &n Nz k-1 TS

Myk—1— OnMyi—1Ts

b1 — apPr—1Ts

The observation z;, composed of radar measurements (range R, azimuth A, and
elevation E), can be expressed as shown in Equation (13), considering measurement errors:

2 2 2
Ry \/ xc,k + yc,k + Zc,k TRk

zp = | Ax | =h(xx) +r = | arctan(y,/x.;) + | Tak (13)
Ex arctan(zck/, /x?k + y?k) TEk

where the measurement errors vector ry is additive white noise and its error covariance
matrix Ry can be expressed as shown in Equation (14):

Ri,= diag(aﬁ,aﬁ,aﬁ) (14)

where 03, 03, and o2 are the variances of the observation errors of the range R, azimuth
A, and elevationE, respectively. The computation process of the unscented Kalman filter
based on the above dynamic model is as follows:

1. Initialization

* Initialize the state estimate %;|; and the error covariance matrix Py|;. The initial-
ization of X;|; can be expressed as shown in Equation (15):

=

¢0lo = Rocos(Ap) cos(Eo)

P00 = Rosin(Ag) cos(Ep)
2c,0\0 = Ro Sil’l(Eo)
1)1 = Rq1cos(Aq) cos(Eq)
Jeapn = Rysin(Aq) cos(Eq)
26,1‘1 = R1 Sln(E])
Oepn = || (Reaj1 T 2ean) — (Jec,0|0/]26,0\0120,0|0)HZ/TS (15)
éc,l\l = arctan((ic,m - 2c,0|0) /‘ (J?c,l\l/gc,l\l) - (fc,o\ofﬁc,om)Hz)
$ein = arctan((y},m - %,0\0) /(Zeap — Zeo/0
fi;11=0
fle11=0
$11=0
The initialization of the matrix Py}; follows as shown in Equation (16):
Py = E[€1|1€¥|1] = E[(x1 — &11) (x1 — &11)"] (16)

where €;; represents the estimated error of Xy;.

®  Set the initial values for the process noise covariance matrix Q as shown in
Equation (17) and the measurement noise covariance matrix R:

Q= diag(c;;, 07, 05) (17)
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2. Augmentation

T
Augment the state vector x; with the process noise vector [wnZ,k, Wy, ks w(p,k} to
form an augmented state vector x, as shown in Equation (18):

T
Xg = [xc,k/ Yekr Zekr Ve r Ok Yioo Mz s Mo or Phes Wi r Wiy s wqy,k] (18)

Augment the state covariance matrix Py, with the process noise covariance
matrix Q to form an augmented covariance matrix P, as shown in Equation (19):

_ | Prx O
L 5

3. Sigma Point Generation

Compute the weight coefficients of the sigma points. The mean weight coeffi-
cients follow as shown in Equations (20) and (21):

A
A+ n,

(20)

Wm,o =

1
We; = ——,
“2(A 4 ny)
where 1, represents the dimension of the augmented state vector and A is a

tunable parameter typically set to 3 — 1,. The covariance weight coefficients can
be expressed as shown in Equations (22) and (23):

Wi = i=12,---,2n, (21)

A
T A+n,

We,0 +(1—a®+pB) (22)

1
e = 30 )

where & and B are tunable parameters usually set to 0.5 and 2, respectively.

i=1,2-,2n, (23)

Generate sigma points from the augmented state vector x,; and the correspond-
ing covariance matrix P, using the unscented transformation as expressed in
Equation (24):

X, i=0

Xl(cl&( =Xz + [\/m]i i=1,2,---,n4 (24)

Xu—[ (”ﬂ"i_)‘)Pﬂ]ifna i:nﬂ_‘_l/"'lznﬂ

where [-]; denotes the ith column of a matrix and /- represents the square root of
a matrix. By linearly transforming the augmented state vector x,; and combining
it with the weight coefficients, we obtain a set of sigma points that represent the
state distribution.

4.  State Prediction

Propagate the sigma points through the nonlinear state transition function f(xy)
(i)

to obtain predicted sigma points X; K

as expressed in Equation (25):

X e = FOGD) (25)
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*  Estimate the predicted state X, 1, and the predicted covariance matrix Py
based on the predicted sigma points as expressed in Equations (26) and (27):

2n,

Xr1k = ) wmrixl(:j-ﬂk (26)
i=0
2n, . . T
Prce = L o (Reaie = X Lye) (Reie = Xhaje) 27)
i=0
5. Measurement Prediction
*  Map the predicted sigma points Xl(i)ﬂ\k through the measurement function

()

h(xi) to obtain the predicted measurement sigma points Z, ik

as expressed
in Equation (28):

O _ (i)
Zkl+1\k = h(xkl«kl\k) (28)

*  Estimate the predicted measurement 2; | 1; and the innovation covariance matrix
Si based on the predicted measurement sigma points as expressed in

Equations (29) and (30):
2k+1\k = 'zi:)wm,izl((:)_”k (29)
i—
2n, , . T
Sk+1 = Rk+1 + Z(:)wc,l- (ik+1‘k — Zl(cl—2-1|k) (ik+1‘k — Zl(cl-'?-l\k) (30)
i—
6. Update

4 Compute the cross-covariance matrix Pyzrt1 between the state and measurement
and the Kalman gain Kj 1 as expressed in Equations (31) and (32):

2n, ) .
Pypjei1 =), wc,i(xl(ﬁr”k - f‘k+1|k)(zl(<21\k — 1) (31)
i=0
Ki1 = Pygjs1Si )y (32)

e  Update the state estimate X, and the state covariance matrix Py, using the
actual measurement zj as expressed in Equations (33) and (34):

K11 = K1) T Kir1(2e01 — Zesap) (33)

Py = Pk+1|k - Kk+1sk+1Klz+1 (34)
7.  lterate

*  Repeat steps 3-6 for each new measurement.

4. GRU-Assisted Multi-Model Filtering

In this section, we will focus on the development of a GRU-based network that allows
for the extraction of features from position observations. This network plays a crucial role
in enabling swift and precise detection of the maneuvering mode. Once the features have
been detected, we employ a multi-model filtering approach to effectively track the centroid
of the UAV swarm and achieve edge computing.

4.1. Prior Knowledge

The aircraft’s motion is composed of seven basic motion modes, as described in [43]:
maintaining the original state of flight, maximum acceleration straight flight, maximum
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overload left turn, maximum overload right turn, maximum overload climb, maximum
overload dive, and maximum deceleration flight. These maneuvers exhibit significant
differences in normal load, tangential load, and roll angle. Based on these characteristics,
the seven basic maneuvering modes are further divided into four categories.

Mode 1 corresponds to maintaining the original state of flight, where the normal load
n,, tangential load 7y, and roll angle ¢ remain relatively constant over a period of time.

Mode 2 corresponds to maximum acceleration straight flight and maximum decelera-
tion flight, where n, changes significantly while n, and ¢ change insignificantly.

Mode 3 corresponds to maximum overload climb and maximum overload dive, where
n, and n, change significantly while ¢ changes insignificantly.

Mode 4 corresponds to maximum overload left turn and maximum overload right
turn, where 7, and ¢ change significantly while 7, changes insignificantly.

To track the motion of the centroid as it switches between these modes, we employ
multi-model filtering. The model transitions are determined based on historical obser-
vations of the centroid. The focus of these maneuvering frequency combinations is to
differentiate between different types of maneuvers. The optimal values for the maneuver-
ing frequencies may vary from those obtained empirically in this study. Further analysis
of the track characteristics of UAV swarms can lead to optimization of the maneuvering
frequency values. Although this aspect is not discussed in this work, the methodology of
analysis can be found in [11].

4.2. GRU-Based Maneuver Estimation Network

The gated Rrecurrent unit (GRU)-based approach is another variant of recurrent neural
networks (RNNs) that is widely used for learning features from sequence data [44]. In this
paper, the GRU network is employed to estimate the model probability and replace the
calculation of the model transition probability in multi-model filtering. Similar to LSTM, a
GRU also utilizes gates to adaptively control the flow of information.

At each time step k, the GRU network maintains a hidden state sy and a cell state
csg. The cell state consists of two gates: the reset gate 1, and the update gate zuy. These
gates, defined by point-wise sigmoid functions o (-), determine how much previous
information should be forgotten and how much new information should be kept, while
input, represents the input at time step k. The calculation of the hidden state at time k can
be summarized by Equation (35):

zuy = 0g(Wy - [hy_q,inputy] +b;)
re = 0g(Wr - [hg—1,inputy] + b;)

hy = tanh(Wj, - [re © hsg_1,%¢] + by)
hsg = (1 — zuy) © hsg_q + zug © hsy

(35)

In the above equations, W, W;, and W, are trainable weight matrices; b, b;, and
by, are trainable bias vectors; and tanh(-) denotes the hyperbolic tangent function. The
element-wise product operation ® signifies the Hadamard product.

When multiple GRU layers are stacked, the hidden state of the previous layer is used
as an input for the next layer, allowing for hierarchical learning of sequential patterns.

The structure of the network is shown in Figure 3. The maneuvering model estimation
of a single moment mainly consists of the following two steps:

(Step 1)

Feature extraction: The input to the network consists of multiple observations of the
position, including x,ps, Yops, and z,ps, spanning from the past to the present [45]. At each
time step k, the output includes observations of the velocity v, r, yaw angle ¢, , and
pitch angle 6, . While the position observations contain information about ny, 1, and
¢, these characteristics are actually implicit in the second-order differentials between x,pg,
Yobs, and z,ps. Moreover, due to measurement noise, using the observations directly as
input for the GRU would mask actual changes in the states. To address this, we designed
a “smoothing + first-order difference” feature extraction for the network. Specifically, we
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derive vgps k, Pops k, and O,ps x from the first-order differences of the filtered observations,
which are then combined into a vector that serves as the input to the GRU layer. To reduce
the impact of noise on estimating the motion model without accurately estimating the
states of the centroid, we use the classical « — B filtering for smoothing the observations, as

expressed in Equations (36)—(39) [46].

M Moy Mg Hapa Mk Hox Hyi Hyx
t ¢t f f f fF f f
[ Classification ] [ Classification ]
[ Softmax ] [ Softmax ]
[ Fully Connected ] [ Fully Connected ]
h., T he T h
2 ke
: GRUs GRUs
C_ C ¢
k2 Tvobs.kfl T (29 T Vopst <! T Vobs T [ T Vobs k *
[ Feature Extraction ] [ Feature Extraction ]
[ Observation Smoothing ] [ Observation Smoothing ]
Kobs k-m Xobs k-2 Xobs k-1 Xops e 1 Xons k-1 Xobs
Yoskem 77 Yoosk2 Yobsicn Yoskmet 0 Yobskr Xobsk
Zops kem Zops k-2 Zops k-1 Zyps k1 Zops k1 Yobsk

Figure 3. Network structure for maneuver model estimation.

Prediction:
Xap klk—1 Rapk—1lk—1 Dy k—1lk—1
Yapik—1 | = | Japh—1jk—1 | +Ts| Oyk—1k—1 (36)
Zapklk—1 ZaBk—1k—1 Uz k—1]k—1
Dy klk—1 Dy k—1]k—1
Oyik—1 | = | Oyk—1k—1 (37)
Oz, k|lk—1 Uz k—1]k—1
Update:
Rap ik Rapklk—1 Xobsk — Xap klk—1
Yapile | = | Yapilk—1 | T | Yobsk — Yupjk—1 (38)
ZaB K|k ZaBkk—1 Zobs k — Zup,k|k—1
Dy kk Dy klk—1 Xobsk — Xup k-1
Oykik | = | Oyrk—1 | +B/Ts| Yobsk = Jupilk—1 (39)
Uz k|k Uz, klk—1 Zobsk — “apklk—1

where (%), kx—1 Tepresents one-step prediction based on a — g filtering, (*) g x|« represents
the smoothed state at time k, (-),ps x represents the observation at time k, and (x,y,z) and
(vx, vy, v;) represent the position and velocity vector, respectively.

The first-order difference operation used in feature extraction can be derived as shown

in Equation (40):
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T T
[xaﬁ,k\k/yaﬁ,k\k/Zaﬁ,k|k} - {xtxﬁ,kfukfl/ya/S,k71|k71/Zaﬂ,k71|k71}

Oobs,k = ’ / Ts (40)
2

Zupklk — Zapi—1lk—1

0,ps,x = arcsin T T
H [xtxﬁ,k|kfytxﬁ,k|kfZa/&,k\k] - [xtx/S,k71|k71/yaﬁ,kfl\kflfzzxﬁ,kfl\kfl] H2

Wobs k = arCtan((%g,k|k — Dapr—1jk-1)/ Rap ik — ﬁzxﬁ,k71|k71)>

In theory, the designed feature extraction can potentially learn the necessary features
for maneuver detection. However, in practice, the expected increase in classification
accuracy was not attained during model training. Further analysis of subsequent results
revealed that the limited accuracy, which did not exceed 60%, predominantly stemmed
from the narrow intervals between the feature samples and the relatively small absolute
changes within individual data points. These factors posed challenges for the computer
to precisely calculate the differences due to floating-point precision limitations. To tackle
this issue, we experimented with amplifying the differences by multiplying each variable
by 10 after calculating the first-order difference. This adjustment aimed to amplify the
disparities between data points and facilitate accurate feature learning within a specified
level of precision. Following this amplification, the model successfully converged during
training, resulting in a classification accuracy of 99.73%.

(Step 2) Regarding model classification, the GRU layer receives a vector that comprises
the velocity, yaw angle, and pitch angle. The maneuver model classification is then per-
formed via a fully connected layer, a softmax layer, and a classification layer. The hidden
layer contains 200 neurons, and each time step of the GRU layer generates an output.

During model training, the categorical cross-entropy loss function is applied as shown
in Equation (41):

Knw N

M
L==Y"Y"Y tminlog(fmin) (41)

m=1k=1n=1

where M represents the number of trajectories involved in the training process. Each
trajectory has its own length and is represented by a sequence of K;, data points. The
variable N represents the number of categories, y,,  , represents the true probability of
a given data point k at a trajectory m belonging to a category n, and fl,, ;. , indicates the
predicted probability.

The model weights were initialized using Glorot initialization, and the ADAM opti-
mizer was employed for optimization. A dropout rate of 0.5 was chosen for the experiment,
with network connections being dropped between the final GRU output and the dense
classifier. The network underwent 100 training epochs with a learning rate of 0.001 and a
gradient threshold of 2.

In this paper, the training data utilized for model training were generated through
simulation. The simulation process involved the following steps:

(1) Target generation: A swarm of UAV targets, separated by distances ranging from 5 to
7 m, was generated with their geometric center flying along a predefined trajectory.

(2) Maneuver and trajectory simulation: The trajectory of the center was divided into
several time segments of varying lengths, with each segment randomly corresponding
to a maneuver type. The trajectory of the center was simulated based on the selected
maneuver type, and the corresponding motion model label was assigned.

(8) Observation simulation: Observations of the swarm were simulated at a specific
resolution, with an observation error having a standard deviation of 8 m along a
single coordinate axis and an update frequency of 0.5 s. The centroid observation
of the swarm was obtained by combining multiple measurements of the swarm
using weighting.
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The resulting training data consisted of observed centroid measurements with obser-
vation errors and corresponding motion model labels. The trajectory was divided into
50 segments, with a total duration of 75,812 s and an update interval of 0.5 s. The generated
tracks are presented in Figure 4.

Figure 4. Simulated UAV swarm trajectories for network training.

4.3. Estimation Fusion

At time step k, the UKF estimation and error covariance matrix of the ith model are
denoted as )‘(f{‘ . and P;(‘ » respectively. The weight assigned to model i by the maneuver
estimation network is denoted as y;. The output state X, and covariance Py of the

multi-model filtering can be defined as shown in Equations (42) and (43), respectively:

N . .
Rk = ) MK (42)
i=1

N
. . i N i N T
P =) i (P;c\k + R — Ripe] - Rige — R ) (43)
=

In [18], the weight ! is also determined by the considered deep learning network,
which restricts its values to either one or zero. In practical scenarios, an alternative approach
can be employed where the output of the softmax layer is utilized to assign weights to
each model. The reason behind only considering binary values for p is not explicitly
provided [18]. Furthermore, the paper does not provide a direct comparison between the
two methods. To address this gap, we will conduct a thorough analysis and comparison of
both approaches in the Section 5. Our objective is to determine which method of assigning
weights to models is more suitable for estimation fusion in the context of our study. By
evaluating and contrasting these techniques, we aim to provide insights into the advantages
and limitations of each approach, enabling us to make informed decisions regarding weight
assignment in model fusion for estimation purposes.

5. Simulation
5.1. Simulation Settings

To verify the proposed algorithm, this study carries out simulation experiments that
compare the filtering performance of maneuver model estimation and centroid tracking.
In the comparative experiments for maneuver model estimation, we adopted the IMM
algorithm and set the initial transition probability matrix as shown in Equation (44):

025 025 025 025
1025 025 025 025
Pii =1 025 025 025 025

025 025 025 025

(44)
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The initial mode probabilities were set as shown in Equation (45):
ubE¥4 — 025 0.25 0.25 0.25] (45)

The validation trajectory’s length was 1213 s, with the observation update frequency
set to 0.5 s. The UI%, (ff‘ and U% values were set as 15 m, 0.1°, and 0.1°, respectively. We
divided the validated trajectory into 30 segments, with a randomly generated maneuver
mode used in each segment. The target’s velocity relative to the coordinate system’s origin
fell within the range of (50, 120). The pitch variation for a single time segment was within
the range (—7t/2,71/2), while the yaw variation’s range was (0,27r). We obtained the
initial state values for filtering from Equation (23). The track generation process was similar
to that in Section 4. Refer to Figure 5 for the tracking scenario. The simulation tool used in
this paper is MATLAB 2021A.

—— Track of the UAV swarm centeroid
Y% Position of the observer

e X e

Figure 5. The tracking scenario used for validating the centroid trajectory tracking.

5.2. Simulation Results and Analysis

Figure 6 illustrates the training process of the model estimation network. After a
predetermined number of 100 iterations, the classification accuracy reached 99.5413%, and
the loss function decreased to 0.02419. The network convergence performance was also
better, as expected.

Figure 7 illustrates the difference in performance between the traditional IMM and
proposed algorithms in estimating motion models. The GRU-assisted algorithm provided
higher credibility and promptly reflected model transitions compared with the traditional
IMM algorithm.

A 1000 run Monte Carlo simulation of position estimates is shown in Figure 8, which
compares the root mean square error (RMSE) values of different algorithms. The IMM-
EKF that employed the dynamical model proposed in this paper achieved more accurate
state estimation than the Singer model. Overall, GRU-assisted filtering yielded a more
accurate state estimation compared with the traditional IMM method. In Figure 9, we show
the tracking results of the centroid, comparing the Singer-EKF, IMM-EKF, GRU-assisted
filtering (1), and GRU-assisted filtering (2). GRU-assisted filtering (1) and GRU-assisted
filtering (2) represent the model weight being zero or one and the model weight being the
output of the softmax layer, respectively.

Furthermore, we observed that the reduction in error mainly occurred after model
changes, demonstrating the ability of GRU-assisted motion model estimation to promptly
reflect mode transitions. There was no significant difference between GRU-assisted filtering
(1) and GRU-assisted filtering (2). The smaller RMSE of GRU-assisted filtering (2) may have
been due to the retention of some states from other models during model transitions, which
increased fault tolerance and mitigates the impact of model weight switching between 0
and 1 at incorrect time steps.
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Figure 7. True mode and estimated mode probabilities of the maneuvering centroid. The topmost
subgraph represents the true mode. The subgraphs below compare IMM estimates and GRU estimates
for each model.
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Figure 8. RMSEs of the position estimates for Monte Carlo simulation of the proposed method and
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Figure 9. Comparison of different centroid tracking methods. The subgraph at the top left is a view
of the entire flight path. The remaining three subgraphs are fragments selected from the track, and
the corresponding areas are shown in the box in the figure.
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(a)

6. Experiments
6.1. Flight Experiments

To further evaluate the effectiveness of the proposed algorithm, flight experiments
were conducted using three hexacopter UAVs developed in our laboratory [30]. As shown
in Figure 10a, the UAVs were equipped with Langyu SUNNYSKY X5212S brushless motor
multirotor motors, Tattu 30,000 mAh batteries, and the DJI A3 flight control system,
providing flight endurance of 25 min. Three sets of flight experiments were carried out
with different durations, namely 1194 s, 1243 s, and 1223 s. Each UAV was equipped with a
BeiDou receiver (SinoGNSS M600mini) to record its real-time position. During each flight
experiment, the three UAVs formed a swarm for cooperative flight, as shown in Figure 10b.
The centroid trajectories of the swarm during cooperative flight, as depicted in Figure 11,
consisted of multiple maneuvering segments. Within the maneuvering capabilities of the
UAUVs, the specific maneuvers performed were randomly generated by pre-programmed
ground routines. Additionally, the YAOFENG RADAR YFR-01C was employed to record
radar observations of the UAVs for predicting the motion model and trajectory filtering.
The scan interval of the radar was 0.5s.

(a) (b)

Figure 10. (a) Picture of the UAV. (b) Picture of the cooperative flight.

(b) (0)
Figure 11. Flight trajectories with different durations of (a) 1194 s, (b) 1243 s, and (c) 1223 s.

The data processing for the experiment was divided into two parts: prediction of the
maneuver models and trajectory filtering. In maneuver model prediction, two approaches
were employed. The first involved directly using a network trained on a simulated dataset
to validate the maneuver model with flight data, while the second approach utilized
70% of the flight data duration for training and the remaining 30% for validation. The
training environment was set to mimic the simulation environment. Additionally, trajectory
filtering was compared with the Singer-KF and IMM-EKF methods. Figure 12 illustrates
the confusion matrix for the proposed deep learning approach in the flight experiment.
The false alarm rate for mode estimation by the network trained in the simulation and the
retrained network were found to be quite low, validating the algorithm’s capability to detect
maneuver models. This also serves as preliminary evidence that the data generation process
in the simulation closely approximated reality. Table 1 displays the root mean square error
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(RMSE) results for position and velocity estimation during the flight experiment. The
results demonstrate that the algorithm can more accurately estimate the centroid trajectory
of the UAV swarm. Furthermore, the proposed maneuver model and the GRU-assisted
multi-model filtering significantly reduced tracking errors.

Table 1. The RMSEs of position and velocity estimation for the three flight experiments with GRU-
assisted filtering, Singer-KF, and IMM-EKF.

GRU-Assisted

Trajectory Filtering Singer-KF IMM-EKF

Flight1 position RMSE (m) 2.5237 3.9419 3.2917
Flight1 velocity RMSE (m/s) 1.6806 2.2451 2.0906
Flight2 position RMSE (m) 2.7068 4.2543 3.3111
Flight2 velocity RMSE (m/s) 1.8814 2.4985 2.1550
Flight3 position RMSE (m) 2.6991 3.8935 3.5317
Flight3 velocity RMSE (m/s) 1.6977 2.3391 2.1863

(b) (©)

(e) )

Figure 12. Confusion matrix of three flight experiments with networks trained by simulation and
actual observations. (a) The 1194 s flight with a simulated network. (b) The 1243 s flight with
a simulated network. (c) The 1223 s flight with a simulated network. (d) The 1194 s flight with
a retrained network. (e) The 1243 s flight with a retrained network. (f) The 1223 s flight with a
retrained network.

In practical scenarios, the high dynamic displacement between communicating par-
ties can pose challenges to signal acquisition, synchronization, and stable transmission.
Leveraging the spatial relationship between the parties’ displacements to assist with phase
acquisition within communication signals can potentially lead to more stable or higher rates
of data transmission under the same conditions. Enhanced accuracy in position estimation
enables the trajectory information of high-dynamic UAV swarms’ centroids to serve as
auxiliary data in communication systems. This auxiliary information, through specific
mathematical transformations, can aid in rapid signal demodulation, precise compensation
for Doppler frequency shifts, and tracking of communication beam directions within a phase-
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locked loop framework. Consequently, edge computing based on swarm UAVs can achieve
more reliable or high-speed data interaction with the ground in high-dynamic environments.

6.2. Computational Complexity

In this section, the computational complexity of our 3DCDM-based GRU-MM algo-
rithm is discussed in comparison with the Singer-KF and IMM-EKEF algorithms by testing
the average computation time for a single tracking iteration. To ensure a fair comparison,
all algorithms were tested using the same Intel Core i7-8750H 2.2 GHz CPU and 16 GB
of RAM. During the trajectory tracking process, our 3DCDM-based GRU-MM algorithm
took an average of 17.4 ms per iteration, while the Singer-KF and IMM-EKF algorithms
took 3.4 ms and 16.1 ms, respectively. Our 3DCDM-based GRU-MM algorithm achieved
higher tracking accuracy without significantly sacrificing computational complexity. When
the radar operated in the track-while-scan (TWS) mode with a scan interval of 0.5 s, our
proposed method could be applied in real time.

7. Conclusions

Our proposed 3DCDM-based GRU-MM method aims to improve the tracking of
maneuvering centroids in UAV swarms, which can significantly enhance the efficiency of
mobile edge computing. By adopting a novel 3D coordinate-coupled dynamic model and
multi-model filtering assisted by a GRU-based network, our method can better capture
complex maneuvers and enhance state estimation accuracy. Furthermore, our proposed
GRU-MM method achieved a high classification accuracy of 99.73%. The results demon-
strate that our method outperformed traditional models or IMM algorithms in the state
estimation of UAV swarms’ maneuvering centroids. The combination of our innovative
tracking approach and mobile edge computing opens up new possibilities for advanced
applications and services in various fields.

In the context of tracking the centroid of the UAV swarm, future research endeavors
will involve exploring more intricate and precise maneuvering models to effectively capture
the complex dynamic behaviors exhibited by UAV swarms in high-dynamic environments.
This pursuit may involve introducing additional dimensions within dynamic models
or considering the impact of uncertainty factors. Moreover, the integration of multiple
sources of information will be a focal point, particularly in terms of effectively fusing data
from various sensors and communication nodes to enhance the accuracy of UAV swarm
state estimation.

Regarding the application of tracking results related to the centroids of UAV swarms,
the subsequent step will involve exploring how trajectory information can be transformed
to facilitate the enhancement of existing communication systems, specifically in the ar-
eas of phase-locked loop (PLL) operations, Doppler frequency estimation, beamforming
techniques, and evaluating the implications of these advancements for edge computing.
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