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Abstract: Working in the SU(2) flavor version of the NJL model, we study the effect of taking a finite
system volume on a strongly interacting system of quarks, and, in particular, the location of the chiral
phase transition and the CEP. We consider two shapes for the volume, spherical and cubic regions
with different sizes and different boundary conditions. To analyze the QCD phase diagram, we use
a novel criterion to study the crossover zone. A comparison between the results obtained from the
two different shapes and several boundary conditions is carried out. We use the method of Multiple
Reflection Expansion to determine the density of states and three kinds of boundary conditions over
the cubic shape. These boundary conditions are: periodic, anti-periodic and stationary boundary
conditions on the quark fields.

Keywords: chiral symmetry; QCD phase diagram; critical end point; chiral crossover; finite volume

1. Introduction

Two of the most interesting aspects of Quantum Chromodynamics (QCD) are the
chiral symmetry breaking and the deconfinement phenomena. Today, we know that the
meson isospin structure in the light sector we observe in nature is a direct consequence
of both the spontaneous and the explicit chiral symmetry breaking [1,2]. On the other
hand, deconfinement is still not fully understood [3,4], and many theoretical and experi-
mental efforts are currently being made to understand it better [5]. One intuitive way to
present these phenomena with different system boundary conditions is via a QCD phase
diagram, as there is a common agreement about the dependence of the chiral symmetry
and confinement on the system temperature [6–9] and, to a lesser extent, on the chemical
potential [10,11].

Chiral symmetry is a fundamental concept in the explanation of the existence of
baryonic mass. The spontaneous breaking of the chiral symmetry is best exemplified by the
existence of an isospin triplet state portrayed by the three pi mesons (π+, π− and π0) which
correspond to the (pseudo) Goldstone bosons for the approximate SU(2) flavor symmetry.
This mechanism is of utmost importance, as nearly all the mass that can be measured in
the observable universe exists because of this. During the evolution of the universe, from
the Big Bang until today, the underlying exact and approximate symmetries that strongly
interacting particles possess are fundamental for our understanding of the inner workings
of nature.

Confinement was one of the most important features during the progress of the
universe just moments after the Big Bang [12–14] although it is unknown how (or if) the
baryon asymmetry of the universe affected the general state (specifically the chemical
potential) of the early universe [15–18]. In the QCD phase diagram, this general state of
the early universe is described in the high temperature and either the zero or low nonzero
chemical potential zone. If the baryon asymmetry did not take a role whatsoever, then
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the chemical potential was exactly zero. Today, we think that a deconfined state of matter
which we call quark gluon plasma (QGP) existed in the earliest moments of the universe.

Another natural instance where the confinement takes an important role is in the
description of the nucleus and the inner layers of the neutron stars [19–22]. Strongly
interacting matter is thought to be so tightly packed in these stars that the regular atomic
arrangement of matter becomes degenerate [23]. In the phase diagram, this kind of system
is described in the low temperature and high chemical potential zone. This particular
zone is also of special interest because many QCD-based models predict the existence of a
critical end point (CEP) in this zone [24–26]. A CEP is a point in the temperature–chemical
potential plane where a first order phase transition ends and a continuous but complete
shift of the order parameter, called a crossover, starts.

Currently, many theoretical and experimental efforts are being made to gain more
knowledge about the QCD phase diagram. Lattice QCD is a method that takes first prin-
ciples as a starting point; however, at present, there are several nontrivial difficulties at
nonzero chemical potentials with lattice QCD with the sign problem [5,27–29]. Effective
models such as the NJL type models, the QM type models, etc., sacrifice the gauge symme-
try of QCD to obtain a plausible description of several aspects of QCD at nonzero chemical
potentials. For physical values of the quark masses and vanishing chemical potentials,
lattice QCD predicts a rapid but smooth chiral crossover around the pseudocritical temper-
ature Tc ≈ 155 MeV [30–32]. Effective theories take this prediction as a starting point, but
they are not forced to agree with each other with the qualitative aspects of the QCD phase di-
agram at finite chemical potential [24,33]. Experimentally, many ultra-relativistic heavy ion
collisions performed at the LHC [34,35], RHIC [36], NICA [37], SPS [38], NA61/SHINE [39]
and many other research centers can give insight about the QCD phase diagram itself.

In this work, we study the QCD phase diagram in the framework of the two-flavor
Nambu–Jona–Lasinio model, but we consider a system outside of the thermodynamic
limit to be limited within a finite volume. We decided to work in the SU(2) version of the
NJL model to keep the computation difficulties of the resulting phase diagrams at a bare
minimum. In the current experimental work, heavy ion collisions are being performed,
where a QGP state is thought to be able to be achieved [40–42] although the volume this
state occupies is very small and lasts for a very limited timespan until it reaches freeze-out.
This volume can be considered in theoretical calculations as having different sizes and
geometries. Frequently, the consideration of a finite volume to study its effects in the QCD
phase diagram has been carried out by contemplating a cubic box [43–46], and very few
of the studies have considered the spherical shape [47,48] which is more realistic. In our
work, we consider spherical and cubic droplets with density of states derived from the
Multiple Reflection Expansion (MRE). In addition, we work within a cubic box of finite size
L comparing boundary conditions: stationary wave, periodic and antiperiodic.

2. Two-Flavor Nambu–Jona–Lasinio (NJL) Model

The four-quark point interaction in the NJL model is described by the Lagrangian [49]

L = q(i/∂ − m̂0)q +
G
2

[
(qq)2 + (qiγ5τq)2

]
, (1)

where /∂ = γµ∂µ, ] q = (qu, qd)
T denotes the quark field in the fundamental representation

of the flavor SU(2), and m̂0 = diag(mu, md) stands for the current quark mass matrix. We
assume exact isospin symmetry, namely m0 = mu = md. τ are the Pauli matrices, and G is
the coupling constant.

In the chiral limit, the NJL model describes the dynamical chiral symmetry breaking of
SU(2)L⊗ SU(2)R down to SU(2)V symmetry [50]. As a result, the quark–antiquark pairing
gives rise to the chiral condensate 〈q̄q〉with nonzero expectation value [51,52]. Accordingly,
the order parameter is 〈q̄q〉 = 〈q̄RqL + q̄LqR〉 ∼ σ [53,54], where σ is the mesonic field
corresponding to the expectation value 〈q̄q〉. In nature, a finite current quark mass breaks
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the chiral symmetry explicitly. In the mean field approximation, the constituent quark mass
is related to the chiral condensate through the self-consistent gap Equation [55–57]

M = m0 − σ = m0 − G〈q̄q〉. (2)

In a vacuum, the condensation

〈q̄q〉 = −
∫ d4 p

(2π)4 tr[S(p)], (3)

where S(p) is the dressed quark propagator

S(p) =
γµ pµ + M
p2 −M2 , (4)

and the trace is taken in color, flavor and Dirac spinor spaces. In the gap Equation (2), the
two remaining free parameters are the (finite) temperature (T) and the chemical potential
(µ), so this equation can be solved self-consistently for any two given values of T and
µ to obtain a description of the thermodynamic state at those conditions. To study the
thermodynamic properties of the system at a determined region in the T− µ plane, we work
with the thermodynamic potential per unit volume [58] in the imaginary time formalism.
We perform a Wick rotation t → τ = it, t = −iτ, and the temperature and chemical
potential are introduced by means of [59,60]

i
∫ d4 p

(2π)4 f (p0, p)→ −T
∞

∑
−∞

∫ d3 p
(2π)3 f (iωn − µ, p), (5)

where p0 → ip0 = ωn, p0 = −iωn, ωn = (2n + 1)πT are the Matsubara frequencies for
fermions. Thus we have

Ω(T, µ) =
σ2

2G
− T ∑

n

∫ d3 p
(2π)3 tr

[
ln

S−1(iωn, p)
T

]
, (6)

and the inverse quark propagator in momentum space is defined as [55,61]

S−1(p0, p) = γ0(p0 + µ)− γ · p−M, (7)

computing the trace through the identity tr ln X = ln det(X), we obtain

Ω(T, µ) =
σ2

2G
− 2NcN f

∫ d3 p
(2π)3

{
Ep + T ln [Z+(Ep)] + T ln [Z−(Ep)]

}
, (8)

where Ep =
√

p2 + M2 is the energy of quarks, Nc is the number of colors and N f is the
number of flavors. The fermionic partition function is then given by

Z±(Ep) = 1 + e[−β(Ep∓µ)]. (9)

To describe the system at finite temperature and chemical potential and to analyze
the behavior of 〈q̄q〉, the thermodynamic potential (8) is minimized. One way to include
the finite volume effects is by using a modified density of states derived from the multiple
reflection expansion (MRE) [62–64]. In this model, we consider a sphere of radius R that
encloses a quark matter system. The density of states per unit volume in the (MRE) for a
sphere at first order is given by [65,66]

ρMRE =
p2

2π2

[
1 +

6π2

pR
fS

( p
α

)
+

12π2

(pR)2 fC

( p
α

)]
, (10)

where
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fS

( p
α

)
= − 1

8π

[
1− 2

π
arctan

p
α

]
, (11)

fC

( p
α

)
=

1
12π2

[
1− 3p

2α

(π

2
− arctan

p
α

)]
, (12)

are the the surface and curvature contributions to the density of states, respectively. The
parameter α is related to the penetration of the wave function of the quark matter confined
in a finite volume into the hadronic medium [67].

As Equation (10) is quadratic in p, two real roots are bound to appear in the density of
states. If they do, that would imply that the density of states, which has a positive quadratic
coefficient, is negative between these roots. These negative density values are unphysical,
so an infrared (IR) cutoff ΛIR is defined in momentum space. The following replacement is
performed [64]

∫ d3 p
(2π)3 f (T, µ, p)→

∫ ∞

0
dp ρ(p) f (T, µ, p)→

∫ ΛUV

ΛIR

dp ρMRE(p, α, R) f (T, µ, p), (13)

where ΛIR is the largest solution to ρMRE(p, α, R) = 0 with respect to momentum p.
The NJL model is a non-renormalizable effective model that leads to divergent in-

tegrals [68,69], so we need to introduce a regularization procedure. A relatively simple
regularization method is achieved by adding a three-momentum cut-off to the integrals
to eliminate the ultraviolet divergences [70]. The momentum integrals are limited in the
upper limit by p2 = Λ2

UV [71], where ΛUV is the three-momentum cutoff.
Following [72,73], the Dirichlet boundary condition is imposed by setting α = ∞

in (11) and (12). The density of states [Equation (10)] takes the form:

ρMRE =
p2

2π2

[
1− 3π

4pR
+

1
(pR)2

]
. (14)

where ΛIR = 1.8/R. On the other hand, to be consistent with the MIT Bag model, the
Neumann boundary conditions are applied for α = 0 [72]. With this, the infrared cutoff
becomes ΛIR = 1/

√
2R.

Nevertheless, the thermodynamic properties of a finite volume system depend not
only on the size of the system, but also on its geometric shape [48]. Therefore, we also
consider a cubic shape for the MRE approximation of the density of states. With this
geometry, the curvature contribution to the density of states is zero. The obtained density
of states is

ρMRE =
k2

2π2

(
1− 3

4kL

)
, (15)

with these conditions ΛIR = 0.75/L.
Another way to analyze the finite volume effects is by considering the system as a

cubic box with finite length L and working within a discrete three-momentum scheme
introducing specific boundary conditions. Small volumes imply high frequency modes.
Hence, a regularization scheme that includes the whole momentum spectra is needed. If a
UV cutoff is adopted, the contribution of high frequency modes would be ignored, and if an
infrared cutoff is applied, the contribution of low frequency modes would be ignored [57].

In this approximation, which is explained in greater detail in Appendix B, the proper
time regularization is used. In the regularization, the integrand that appears on the gap
Equation is adjusted with a regularization factor that vanishes when p→ ∞, which allows
accounting for all relevant momenta. Under this scheme, the chiral condensate at vacuum
is given by

〈q̄q〉 = −4MNcN f T
∫ ∞

τUV

dτ e−τ(M2−µ2)Θ2

[
− 2τπTµ, e−4π2T2τ

] ∫ d3 p
(2π)3 e−τp2

, (16)
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where Θ2
[
z, q
]
≡ ∑∞

n=−∞ q(n+1/2)2
e(2n+1)iz is the Jacobi’s theta function. To modify the con-

densation, the integral over momentum is replaced with a sum over all allowed momentum
modes [48,74] ∫ d3 p

(2π)3 →
1
V ∑

p
(17)

with V the volume of the system. The discrete momentum depending on the boundary
conditions is

∑
n

p2
n,PBC =

4π2

L2

∞

∑
n=−∞

n2, ∑
n

p2
n,APBC =

4π2

L2

∞

∑
n=−∞

(
n +

1
2

)2
, ∑

n
p2

n,SWC =
π2

L2

∞

∑
n=0

n2, (18)

Antiperiodic boundary conditions for fields in the Euclidean time direction are needed.
In that manner, the anticommutation relations for fermions enclosed into a finite Euclidean
box are satisfied [75,76]. However, in light of the fact that the Matsubara frequencies
for fermions were used earlier (5), the boundary conditions for these frequencies in the
imaginary time formalism are antiperiodic. For this reason, any boundary condition scheme
between PBC and APBC for spatial directions is adequate to describe this finite volume
system [74].

The zero-momentum mode contribution becomes especially important for small vol-
ume size. While APBC induces chiral symmetry restoration, PBC including the fermionic
zero mode enhances the chiral condensate [75]. Stationary wave conditions in which the
generated plasma is limited inside of a finite volume surrounded by a cold external medium
were proposed by [44,77] to simulate the particle collision experiments performed in the
laboratory. Therefore, the quark wave functions must be equal to zero in the boundaries.

By applying the conditions (18) on the chiral condensate (16), we obtain

〈q̄q〉 = −4MNcN f T
∫ ∞

τUV

dτ e−τ(M2−µ2)Θ2
[
− 2τπTµ, e−4π2T2τ

][ f (θ)
L

]3

(19)

with

f (θ) =


Θ3
[
0, e−4π2τ/L2]

for PBC
Θ2
[
0, e−4π2τ/L2]

for APBC
1
2

(
Θ3
[
0, e−π2τ/L2]− 1

)
for SWC

(20)

3. Setting Parameters
3.1. Multiple Reflection Expansion

For each symmetry and boundary condition, we obtained its corresponding set of
parameters: ultraviolet three-momentum cutoff ΛUV , infrared three-momentum cutoff
ΛIR and the coupling strength constant G for m0 = 5.5 MeV. They are fixed to reproduce
experimental values of the pion decay constant fπ = 92 MeV and its mass mπ = 138 MeV
at vacuum [78]. These values are listed in Tables 1–3. The minimum employed length
corresponds to that in which the system still converges.

For all cases, when R→ ∞ or L→ ∞, we recover the usual version of NJL. In this case,
for m0 = 5.5 MeV, the parameters are: G = 5.47054× 10−6 MeV−2 and ΛUV = 629.063 MeV.
For these values, we obtained a constituent quark mass M = 326.143 MeV.

Table 1. Setting parameters for spherical symmetry with Dirichlet boundary conditions.

R [fm] G × 10−6 [MeV]−2 ΛUV [MeV] ΛIR [MeV]

30 5.471 629.054 11.844
20 5.472 629.031 17.766
7 5.503 628.331 50.760
4 5.642 625.402 88.830

2.5 6.168 615.737 142.128
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Table 2. Setting parameters for spherical symmetry with Neumann boundary conditions.

R [fm] G × 10−6 [MeV]−2 ΛUV [MeV] ΛIR [MeV]

30 5.47056 629.063 4.655
20 5.47062 629.061 6.982
7 5.47257 629.018 19.949
4 5.48135 628.821 34.910

0.9 6.402 611.982 155.155

Table 3. Setting parameters for cubic symmetry with Dirichlet boundary conditions.

R [fm] G × 10−6 [MeV]−2 ΛUV [MeV] ΛIR [MeV]

30 5.47057 629.063 4.937
20 5.47064 629.061 7.406
7 5.473 629.009 21.159
4 5.483 628.775 37.027
1 6.268 614.112 148.110

3.2. Boundary Conditions

For SWC, APBC and PBC, we use proper time regularization to eliminate the di-
vergent integrals. For this scheme, the parameters are fitted to reproduce fπ = 94 MeV
and mπ = 135 MeV [33] for m0 = 5.5 MeV. With these constants, we compute
G = 3.4626× 10−6 MeV−2, ΛUV = 1041.066 MeV and M = 208.265 MeV. The label L→ ∞
in the phase diagrams means the usual PTR scheme (with no finite-size effects).

4. Results
4.1. Constituent Quark Mass
4.1.1. Multiple Reflection Expansion

In Figure 1, the dependency of quark constituent mass with system volume and
boundary conditions is shown. For all configurations, it is found that a chiral transition
crossover exists for µ = 0. Using Dirichlet conditions, a great volume influence over the
mass is found. The effects of spontaneous chiral symmetry breaking are reduced when the
volume is reduced. In Figure 1a, constituent mass decreases from 326 MeV to 22 MeV for
R = 2.5 fm, and in Figure 1c, mass has a value of 31 MeV for L = 1 fm. It can also be noted
that the system geometry is of utmost importance. Even though spherical symmetry has
greater volumes than cubic symmetry, it presents a higher sensibility to decreasing volume.

(a) (b) (c)

Figure 1. Constituent quark mass as a function of temperature at µ = 0: (a) sphere-Dirichlet;
(b) sphere-Neumann; (c) cube-Dirichlet.

In cubic symmetry, these effects are considerable for a volume of 343 fm3 (L = 7 fm),
where a constituent mass of 279 MeV is obtained. A very similar mass of 275 MeV is
obtained for a volume of 33,510 fm3 (R = 20 fm) for spherical symmetry, almost a hundred
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times the volume of the one with spherical symmetry. Since volume effects are lower
in cubic symmetry, a very small volume is needed to obtain nonconvergent results in
the calculations.

The obtained results for spherical symmetry with Neumann conditions can be ob-
served in Figure 1b, where volume effects are important for very small volumes; this is so
because the surface effects disappear with these boundary conditions. These results are in
agreement with the ones reported by [73]. The reduction in the mass value is negligible un-
til R = 0.9 fm, where constituent mass is 222 MeV. It is important to mention that the MRE
scheme is not valid for very small system sizes, given that the higher order terms of the
approximation were discarded. Therefore, the cubic geometry results for R = 0.9 fm with
Neumann conditions and L = 1 fm with Dirichlet conditions must be carefully analyzed.
Curvature terms are not accounted for under these two scenarios, hence the finite volume
effect becomes significant for very small volumes. All obtained constituent mass values for
each system are shown in Table 4 .

Table 4. Constituent quark mass [MeV] for MRE systems at µ = 0 MeV.

Dirichlet Neumann

R(L) [fm] Sphere Cube Sphere

∞ 326.143 326.143 326.143
30 292.407 315.488 325.982
20 275.106 310.084 325.773
7 172.276 279.249 323.249
4 59.557 241.908 317.774

2.5 22.224 - -
1 - 31.428 -

0.9 - - 221.695

4.1.2. Finite Volume Approximation by Boundary Conditions

The behavior of constituent mass with increasing system temperature and decreasing
system volume is shown in Figure 2. The order parameter is smooth for the whole interval,
which implies the existence of a crossover at µ = 0. The APBC results in Figure 2a
indicate that a very small volume is needed to observe the effects of the system size. For
L = 7 fm, the thermodynamic limit is reached; however, for L = 4 fm, the constituent
mass is 206.624 MeV, which has a negligible mass difference of 1.641 MeV compared with
L = ∞ fm.

(a) (b) (c)

Figure 2. Constituent quark mass as a function of temperature at µ = 0: (a) APBC; (b) PBC; (c) SWC.

For PBC in Figure 2b, the same exact effect as APBC is shown, but in an inverse fashion:
constituent mass increases with a decreasing cube size. This behavior is in agreement with
the one reported by [74,75,77] in which they explain that this is because of the present
fermionic zero mode. The thermodynamic limit for PBC is kept for L = 7 fm, and for
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L = 4 fm, there is a very small constituent mass increase toward 210.567 MeV. Then, a very
small volume is also needed to observe a significant change of the order parameter. By
using SWC, Figure 2c is obtained, where a great diminishing of the constituent mass is
obtained for L = 30 fm and M = 165 MeV, whereas for the two previous conditions, the
mass value remains constant. For L = 2 fm, the chiral symmetry restoration is practically
obtained; for this size, constituent mass is M = 10 MeV. The results for LSWC = 30 fm
are approximately equal to LAPBC = 2 fm. In Table 5, obtained quark constituent mass is
shown for each boundary condition and sphere radius.

Table 5. Constituent quark mass [MeV] for finite volume approximation by boundary conditions at
µ = 0 MeV.

R [fm] APBC PBC SWC

∞ 208.265 208.265 208.265
30 208.265 208.265 165.229
20 208.265 208.265 141.654
7 208.232 208.301 40.302
4 206.624 210.567 18.969
1 168.294 258.028 9.867

4.2. Phase Diagram

Chiral symmetry restoration occurs if the temperature and/or density is increased in
such a way that the condensate disappears in the chiral limit, and at the same time, quark
constituent mass is zero. In the case of finite current mass quarks, chiral condensate is not
an exact order parameter because its value never reaches zero, no matter how high the
temperature/density is. Nevertheless, important information of the phase diagram can be
obtained from the chiral condensate through the chiral susceptibility. Chiral susceptibility
χS is defined as the response of the order parameter or quark constituent mass to a pertur-
bation of quark current mass [79,80]. The associated expression to this quantity is given by
the derivative of the gap Equation (2) with respect to m0

χS =
∂M
∂m0

. (21)

One of the most fundamental features of a phase diagram is the phase transition
line. This line is located where the value of the order parameter presents a jump-type
discontinuity [81]. An alternative way to locate this line is by means of the susceptibility
related to the order parameter. This susceptibility is continuous everywhere except for the
phase transition line. This discontinuity is asymptotic; however, we can only recover an
intense peak by virtue of the discrete nature of our computational numerical calculations
of the phase diagram. On the other hand, the susceptibility can be continuous everywhere,
in which case there is no phase transition. Even if there is no phase transition, the order
parameter is still bound to change value, albeit in a continuous way, rather than a discrete
one. We refer to this type of change as a crossover.

Given the continuous nature of a crossover, there is no unique way to determine either
its location or its width. Regarding its location, we use two different criteria with which
we determine where the crossover is. The one criterion, which we call global, is based on
the value of the order parameter at the global maximum of the susceptibility. This global
maximum is a finite value if, and only if, there is no CEP and no first order transition curve.
In case the global maximum does not exist, the criterion will be based on the value of
the order parameter at the CEP instead. The other criterion, which we call local, is based
on the local maxima of the susceptibility, which goes through the phase diagram. These
maxima are located on a curve in the µ− T plane, and this curve’s end points are located
in both axes. These maxima can also be nonfinite (asymptotic), in which case the line will
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go through the coordinates where these discontinuities are located. It is worth mentioning
that the local criterion is the one almost universally used in the literature [79,82].

4.2.1. Multiple Reflection Expansion

In Figure 3, the phase diagrams corresponding to the local criterion are shown; the
solid red dot represents the CEP, which separates the crossover region from the first-order
phase transition. In the limit when R(L) → ∞, the critical temperature is Tc = 206 MeV,
and the CEP is at µ = 324 MeV and T = 44 MeV. For spherical geometry with Dirichlet
conditions in Figure 3a, critical temperatures decrease with decreasing volume; CEP shifts
quickly toward lower temperatures and slowly toward lower chemical potentials. For
R < 20 fm, the CEP disappears, and only a crossover region between both phases is
obtained. The smallest computed volume is for R = 2.5 fm, where chiral symmetry is
practically restored at Tc = 9 MeV. With the same geometry, but with Neumann conditions,
the diagrams in Figure 3b were obtained; it is observed that the volume effect is negligible
until R = 4 fm, where temperature has decreased from Tc = 206 MeV at R → ∞ to only
Tc = 202 MeV. Hence, CEP coordinates are almost the same. With this boundary condition,
volume effects are minimal because there is not a surface term in the density of states. For
R = 0.9 fm, the CEP disappears; hence, the line represents the crossover region. These
two results are quite similar to the ones reported by [73] at the chiral limit; they reported
that the temperature and chemical potential of the tri-critical point reduce as R decreases.
At R = 12 fm, the tri-critical point disappears, and the first order region vanishes. For
Neumann conditions, they report that the critical temperature decreases considerably only
when the size goes below R = 2 fm, and the tri-critical point disappears when R = 1.2 fm.

(a) (b) (c)

Figure 3. Phase diagram superposition for local criterion: (a) sphere-Dirichlet; (b) sphere-Neumann;
(c) cube-Dirichlet. The red dots indicate the location of the CEP.

Geometry effects in the system may be observed in Figure 3c, where a significant
critical temperature decrease exists until Tc = 184 MeV for L = 7 fm, from which the
CEP disappears for lower lengths. An almost complete chiral symmetry restoration is
obtained for L = 1 fm, where Tc = 10 MeV. The CEP trajectory presents a similar behavior
to the one obtained with Dirichlet conditions and a spherical geometry. Nevertheless,
the movement of the CEP through the µ− T plane was much lower in magnitude, quite
like with Neumann conditions. This happens because of the lack of a curvature term
contribution. Of these three schemes, the one that favors the chiral symmetry restoration
the least is the spherical geometry with Neumann conditions. Even when the radius R is
lower than the corresponding length on the other two schemes, chiral symmetry restoration
is nowhere near as generalized. In Table 6, the trajectory of the µ− T coordinates of the
CEP are shown for each boundary condition scheme. In Table 7, critical temperatures for
both criterion diagrams are shown.
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Table 6. Critical end point for MRE systems. µ and T are in [MeV].

Dirichlet Neumann

Sphere Cube Sphere

R(L) [fm] µ T µ T µ T

30 318 13 322 37 324 44
20 309 1 321 33 324 44
7 - - 311 5 324 44
4 - - - - 323 40

Table 7. Phase diagram critical temperature [MeV] for MRE systems.

Dirichlet Neumann

Sphere Cube Sphere

R(L) [fm] loc glob loc glob loc glob

∞ 206 187 206 187 206 187
30 190 166 201 176 206 182
20 182 152 198 170 205 182
7 132 119 184 153 204 181
4 38 53 166 144 202 175

2.5 9 30 - - - -
1 - - 10 34 - -

0.9 - - - - 160 139

With the PNJL model, by using the same MRE approach, ref. [64] reports that as
the system size decreases, the CEP moves toward lower temperatures, but the chemical
potential remains practically constant, µ ' 312. For the smallest system size they used
(R = 2.5), they reported a CEP at the coordinates T = 30 MeV and µ = 312 MeV. With
Dyson–Schwinger equations (DSEs), the infinite sum is replaced by an integration over a
continuous momentum interval with a lower cutoff and neglected surface and curvature
effects. The author of [83] reports that the critical and CEP temperatures decrease as the
system size becomes smaller, but the CEP chemical potential increases. The CEP moves from
µ ≈ 230 MeV and T = 103 MeV at R = ∞ to µ ≈ 355 MeV and T ≈ 25 MeV at R = 2.1 fm.
A similar scheme is used in the Polyakov–Quark–Meson model, where [45] introduces
finite volume effects via a lower cutoff. He reports that the crossover temperature increases
by 19% and the chemical potential by 30% as volume decreases.

The obtained phase diagrams for the global criterion are shown in Figure 4 for
R(L)→ ∞, Tc = 187 MeV. Local and global criteria match at the CEP, and at the first-order
transition region, the CEP is located at µ = 324 MeV and T = 44 MeV. The same volume
effect over the phase diagrams is obtained; as system size decreases, critical temperatures
decrease, and the region corresponding to the broken chiral symmetry phase shrinks.

For a system with infinite volume, critical temperatures calculated with the local
criterion are always higher than the ones calculated with the global criterion [84,85], but
with Dirichlet conditions systems with very small volumes, the opposite happens: local
criterion critical temperatures are lower than global criterion ones. This feature can be
observed by comparing the phase diagrams for L = 4 fm in Figures 3a and 4a: for the local
criterion Tc = 38 MeV and for the global criterion Tc = 53 MeV. For L = 2.5 fm in the
local criterion, chiral symmetry is almost restored at Tc = 9 MeV, while this happens in the
global criterion at Tc = 30 MeV.
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(a) (b) (c)

Figure 4. Phase diagram superposition for global criterion: (a) sphere-Dirichlet; (b) sphere-Neumann;
(c) cube-Dirichlet. The red dots indicate the location of the CEP.

A very similar result was obtained for L = 1 fm (Figures 3c and 4c). For spherical
symmetry with Neumann conditions (Figure 4b). Volume effects are significant for the
global criterion at L = 4 fm. Critical temperature decreases from Tc = 187 MeV at L→ ∞
to Tc = 175 MeV, while the local criterion decreases from Tc = 206 MeV at L → ∞, to
Tc = 202 MeV. In general, phase diagrams obtained with the global criterion are more
sensitive to the system size changes. This can be inferred by the fact that the phase diagrams
constructed by the local criterion are almost superimposed, while the phase diagrams
constructed by the global criterion are more easily distinguishable.

4.2.2. Finite Volume Approximation by Boundary Conditions

In Figure 5, the obtained local criterion diagrams are shown. There is no CEP for
L → ∞, so the complete line represents a crossover, which separates the chirally broken
and chirally restored phases. This agrees with [33], where a CEP appears for large bare
quark masses of around 15 MeV.

(a) (b) (c)

Figure 5. Phase diagram superposition for local criterion: (a) APBC; (b) PBC; (c) SWC. The red dot
indicates the location of the CEP.

The finite sizes used in this work lead to considerably lower critical temperature
values compared to the ones with infinite volume. Phase diagrams in Figure 5a correspond
to APBC, where Tc = 166 MeV is constant for L = 30, 20, 7 and 4 fm. However, for
L = 30 and 20 fm, our calculations converged until around µ = 210 MeV. Introducing a
finite volume to the calculations leads to unavoidable computation problems because of
the lack of convergence of the gap Equation (2) at the zone of the phase diagram where
the temperature is low and the chemical potential is high. As volume decreases, this
chemical potential convergence limit increases. As a result, our phase diagrams reach
higher chemical potential values. At L = 2 fm, critical temperature diminishes slightly
by 6 MeV compared with higher finite volumes. The lines shown in the figure represent
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the crossover zone, but for L = 4 fm a CEP exists. This particular result is described
in more detail in Figure 7. These results generally agree with the ones reported by [86],
where DSEs are used to study a cubic box with antiperiodic boundary conditions. They
report that the pseudocritical line stretches toward larger µ values and smaller T values as
system size decreases. Similarly, CEP coordinates move toward higher µ values and lower
temperature values: from µ = 135 MeV and T = 127 MeV at L = ∞, to µ ≈ 270 MeV and
T ≈ 80 MeV at L = 2.3 fm. They found that critical temperatures remain nearly constant
for larger volumes. They did not continue with the construction of the phase diagram for
temperatures smaller than 60 MeV due to computational complications derived from the
Matsubara frequencies.

PBC effects are displayed in Figure 5b. As in APBC, volume effects over the critical
temperature are negligible, practically remaining constant for L = 30, 20, 7 and 4 fm, where
Tc = 166 MeV. Given that periodic boundary conditions imply a constituent mass increase
(chiral catalysis), the critical temperature also increases. For L = 2 fm, Tc = 173 MeV is
obtained. The presence of the zero-momentum is of crucial importance for chiral symmetry
restoration. This contribution is heavily suppressed by the term θ2(0, e−4π2τT2

) only for
very high temperatures, and then the chiral symmetry is restored. At low temperatures,
constituent quark masses must approach −∞ to solve the gap equation, and chiral symme-
try restoration cannot be achieved with that unphysical constituent quark mass value [77].
This agrees with our obtained results where we could delimit the crossover zone that
divides the broken and restored chiral symmetry phases at high temperatures.

In the Linear Sigma Model coupled to quarks, ref. [87] studied the finite volume effects
with PBC and APBC. They found that as system size decreases, the CEP quickly moves
toward very high chemical potential values and low temperature values: from µ ≈ 210 MeV
and T ≈ 98 MeV to µ ≈ 558 MeV and T ≈ 42 MeV for PBC; and to µ ≈ 438 MeV and
T ≈ 50 MeV for APBC. In addition, the crossover temperature rises as the system size
decreases. This effect is more notable for PBC, where temperature increases∼80% for µ = 0
and L = 2 fm. By working with the Quark–Meson model formalism, ref. [88] found that
the CEP moves toward lower temperatures and higher chemical potentials as the volume
decreases: from µ ≈ 299 MeV and T ≈ 35 MeV at L = ∞ to µ ≈ 336 MeV and T ≈ 9 MeV
at L = ∞. They found a similar behavior with APBC and PBC.

SWC results are shown in Figure 5c, where a considerable decrease in critical tempera-
ture may be observed: from Tc = 225 MeV for L = ∞ fm to Tc = 144 MeV for L = 30 fm.
For volumes smaller than L = 7 fm, a very small chirally broken phase is enclosed at
Tc = 12 MeV. For L = 4 and 2 fm, an extremely small chirally broken phase was found, but
it was not possible to enclose by using the local criterion. All critical temperature values for
local and global criteria and the maximum reached chemical potential µmax for each cubic
system size are displayed in Table 8.

Table 8. Critical temperatures [MeV] and maximun reached chemical potential [MeV] for finite
volume approximation by boundary conditions systems.

APBC PBC SWC

L [fm] loc glob µmax loc glob µmax loc glob µmax

∞ 225 208 320 225 208 320 225 208 320
30 166 164 210 166 163 205 144 142 166
20 166 164 213 166 163 205 130 128 149
7 166 98 242 166 164 204 12 62 158
4 166 142 285 166 165 191 - 75 269
2 160 157 547 173 169 169 - - 350

In Figure 6, phase diagrams obtained with the global criterion are shown. It is impor-
tant to note that the maximum calculated susceptibility is used as a basis in this criterion.
As a result, in these built diagrams the susceptibility that was used is limited in the zone
where the calculations were able to be performed, which probably is not the maximum one
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because the crossover zone spans the whole range of obtained values. For R→ ∞ fm, we
obtained a Tc = 208 MeV, quite unlike the local criterion. A greater effect of the system
size decrease over the crossover critical temperatures is observed for the global criterion.
In general, a volume decrease leads to a critical temperature value decrease; however, for
very small volumes, such as L = 4 and 2 fm, critical temperature increases. Hence, the
region corresponding to the broken chiral phase increases in size. Regarding Figure 6a
for APBC, Tc = 164 MeV for L = 30 and 20 fm, this value is nearly equal to the one of
the local criterion, but for L = 7 fm, the critical temperature decreases to Tc = 98 MeV. In
this size, phases are almost totally delimited by the crossover. The same behavior from
the local criterion is obtained for the diagrams in Figure 6b for PBC; the volume effect in
these conditions is negligible. Critical temperature stays around Tc = 163 MeV and slightly
increases for L = 2 fm to Tc = 169 MeV.

(a) (b) (c)

Figure 6. Phase diagram superposition for global criterion: (a) APBC; (b) PBC; (c) SWC. The red dot
indicates the location of the CEP.

In fact, critical temperatures for all finite volumes are practically the same for the
local and global criteria. The diagrams in Figure 6c were obtained with the SWC; critical
temperature decreases from Tc = 208 MeV at L = ∞ to Tc = 142 MeV at L = 30 MeV.
Unlike the local criterion, at L = 7 fm a larger chirally restored phase is obtained; the size
of this phase increases when the system volume decreases to L = 4 fm. All obtained critical
temperatures in the local criterion are higher than their global criterion counterparts, except
for the SWC system at L = 7 fm, where the global criterion critical temperature is much
higher than the local criterion one.

In Figure 7, phase diagrams for APBC are shown; with very small volumes, the
presence of a CEP and a first order phase transition is favored. As the volume decreases,
the CEP moves toward higher chemical potentials.

For L = 4.5 fm, the CEP is located at T = 23 MeV and µ = 269 MeV, but we were
only able to obtain a single point beyond the CEP in the first order transition region for
µ = 270 MeV. There is no CEP for L > 4.5 fm. For L = 4 fm, the CEP is located at
T = 25 MeV and µ = 283 MeV; a small first order transition line is also obtained. When
the cube has an edge L = 3.5 fm, the CEP is located at T = 25 MeV and µ = 306 MeV; the
size of the first order transition line increases its size slightly. The smallest diagram where
crossover separated phases could be obtained was at L = 2 fm; the obtained crossover
region extends to very high chemical potentials and the CEP appears at T = 10 MeV and
µ = 517 MeV. Under these conditions, the first order transition line crosses the chemical
potential axis at µ = 547 MeV.



Universe 2022, 8, 264 14 of 25

(a) (b)
Figure 7. APBC phase diagram superposition for small volumes: (a) local criterion; (b) global
criterion. The red dots indicate the location of the CEP.

A comparison of the six different schemes is shown in Figure 8. All lengths are equal
to 7 fm, but it is important to mention that this length is equal to the radius R in spherical
schemes, while it is equal to the edge L in cubic schemes. For both criteria, the cubic
SWC scheme is the one that favors chiral symmetry restoration the most; chiral symmetry
is nearly restored for the whole diagram according to the local criterion. On the other
hand, the spherical Neumann condition scheme is the one that obstructs chiral symmetry
restoration the most. For all cases, the chirally broken region is smaller in the global
criterion compared to the local one. Moreover, we were able to obtain more diagrams that
extend all the way to the chemical potential axis with the global criterion. As an example,
the APBC case of the phase diagram shown in Figure 8b displays a complete crossover
curve that ends at the chemical potential axis; however, its local counterpart does not
(Figure 8a).

(a) (b)
Figure 8. Phase diagram superposition for R = L = 7 fm. SN: sphere-Neumann; CD: cube-Dirichle;
SD: sphere-Dirichlet; APBC: antiperiodic boundary conditions; PBC: periodic boundary conditions;
SWC: stationary wave conditions. (a) local criterion; (b) global criterion. The red dots indicate the
location of the CEP.

4.3. Crossover Zone

The crossover is a region of the phase diagram where the order parameter changes
value on a continuous fashion. Physically, this can be interpreted as a zone where the
matter interactions resemble both phases when a phase transition is present. However,
the location and width of the crossover zone is arbitrary until some point, in contrast
to a phase transition in which its discontinuity can be located without ambiguity. In
strict mathematical terms, the crossover zone occupies the whole phase diagram until it
reaches the CEP, and the phase transition proper takes off from there. If there is no CEP
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present, the crossover occupies the entire diagram. However, this is not useful from a
phenomenological standpoint because that does not say anything about the properties of
the strongly interacting matter at different temperatures or chemical potentials.

One of the objectives of determining a definite location and a finite width of the
crossover zone is to distinguish different zones of the phase diagram where the order
parameter changes more quickly or more slowly, albeit always continuously. A convenient
phenomenological description of the crossover takes into account only the zones where the
order parameter changes quickly, but this is obviously subjective unless some limit to the
rate of change of the order parameter is established (even if this limit is also subjective).

Taking advantage of the fact that for any perpendicular plane to the µ − T plane
(where the susceptibility is the additional axis), the susceptibility is described by a bell-like
curve. It is convenient to establish the extent of the crossover as the zone of the diagram
where the susceptibility values are closest to the crest. The location of the crest is interpreted
as the location of the crossover, and this is analogous to the local maximum in one variable
functions. To determine which values are close to the crest and which are not, the curves
where the Hessian matrix has zero determinant will act as the lower and higher limits of
the crossover zone, analogous with the inflection points in one variable functions.

Given that the crests (or the vertical asymptotes) will always be contained between the
two limits described by the inflection points, this way of defining the extent of the crossover
will always ensure that the location of the crossover according to the local criterion is
contained between these two limits, although this is not necessarily true for the global
criterion. Nevertheless, both criteria will always agree with the location of the CEP and the
first order phase transition line (if they exist).

The phase diagrams in Figure 9 were obtained for an infinite volume system. The
proper time regularization diagram is displayed in Figure 9a, where a thick band that
represents the crossover region can be observed. There is no CEP, so the band continues
practically with a constant width until it reaches the chemical potential axis. When a CEP
exists, such as in Figure 9b, the band reduces its width until it reaches the CEP, from which
it continues as a line that represents the first order transition. This diagram corresponds to
the UV cutoff regularization scheme.

(a) (b)
Figure 9. Inflection point criterion phase diagram for infinite volume systems: (a) proper time
regularization; (b) ultraviolet cutoff. The red dot indicates the location of the CEP.

4.3.1. Multiple Reflection Expansion

For the spherically symmetric Dirichlet condition scheme, the corresponding phase
diagrams can be observed in Figure 10. In these, the first order transition disappears with a
decreasing system volume, the crossover width increases and the temperature range moves
toward lower temperatures. For very small volumes, a very wide crossover region that
extends over the whole chemical potential axis is obtained; in this state, the size of the
chirally broken phase is almost insignificant.
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(a) (b) (c)

Figure 10. Inflection point criterion phase diagram for spherical geometry with Dirichlet boundary
conditions: (a) R = 30 fm; (b) R = 7 fm; (c) R = 4 fm. The red dot indicates the location of the CEP.

With spherically symmetric Neumann conditions, the crossover region does not change
(Figure 11). It keeps the same width, and its temperature range moves downward by a
few units. In Figure 12, the cubically symmetric Dirichlet boundary condition scheme can
be observed. The crossover region keeps its width, but the temperature interval moves
downward. Meanwhile, the high chemical potential zone of the crossover increases its
width until the CEP disappears, and the crossover region occupies the whole diagram. This
behavior is similar to the one displayed in Figure 11, but the cubic symmetry of Figure 12
causes the gradual (less abrupt) crossover widening in high chemical potentials.

(a) (b) (c)

Figure 11. Inflection point criterion phase diagram for spherical geometry with Neumann boundary
conditions: (a) R = 30 fm; (b) R = 7 fm; (c) R = 4 fm. The red dots indicate the location of the CEP.

(a) (b) (c)

Figure 12. Inflection point criterion phase diagram for cubic geometry with Dirichlet boundary
conditions: (a) R = 30 fm; (b) R = 7 fm; (c) R = 4 fm. The red dot indicates the location of the CEP.
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4.3.2. Finite Volume Approximation by Boundary Conditions

With SWC, the obtained diagrams can be seen in Figure 13. For larger volumes, we
obtained a constant width band that continued until we were not able to calculate the
order parameter at that chemical potential value. By reducing the volume, the band width
increases drastically, and the crossover zone becomes very wide, taking the majority of
the displayed region of the T− µ plane for L = 4 fm. For L = 7 and 4 fm, a small chirally
broken phase can be appreciated. For smaller volumes, a very wide band is obtained. This
band stretches over the whole chemical potential range (µε[0, 350] MeV). In Figure 14, the
evolution of the extension of the first order transition line can be observed. The sharp part
of the diagram at the end of the crossover region is lengthening as the volume decreases.
In addition, the crossover width and range for low chemical potentials remains constant,
which agrees with the diagrams seen in Figure 7. For lesser volumes (L = 1 fm), a very
wide crossover zone is obtained, such as in SWC. This zone occupies the whole temperature
and chemical potential intervals used in this work. The obtained phase diagrams with this
criterion for PBC were very similar to the one seen in Figure 13a for all finite values for L.

(a) (b) (c)

Figure 13. Inflection point criterion phase diagram for stationary wave conditions: (a) L = 30 fm;
(b) L = 7 fm; (c) L = 4 fm.

(a) (b) (c)

Figure 14. Inflection point criterion phase diagram for anti-periodic boundary conditions:
(a) L = 30 fm; (b) L = 7 fm. (c) L = 4 fm.

In general, we found out that the crossover behavior in a boundary condition scheme
follows a few trends. One of them is that the width of the crossover band invariably
becomes wider. This is more obvious for SWC, but it also happens in APBC. Another
curious thing is that we are able to obtain higher chemical potentials of the phase diagram
for smaller volumes. For APBC we were even able to retrieve the CEP at L = 4 fm.

5. Summary and Conclusions

In this work, the effect of the finite volume on the chiral phase transition was studied
in the framework of the two-flavor Nambu–Jona–Lasinio model at finite temperature and
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chemical potential with the mean field approximation. One of the two ways we introduced
a finite system size was with a multiple reflection expansion, where both an infrared and
ultraviolet cutoff on the three-momentum regularize the integrals, and finite volume effects
are introduced via a modification of the density of states. Under Dirichlet conditions for
a spherical geometry, the broken chiral symmetry phase occupies a lesser region in the
µ− T plane as the volume shrinks. Moreover, the CEP that appears in the thermodynamic
limit moves toward lower temperature and chemical potential values until it disappears for
R < 20 fm. On the other hand, cubic geometry has a lesser effect on the phase diagram. We
obtained an important qualitative change when L ≤ 7 fm. It is from this size toward lower
sizes where the CEP disappears. Regarding the Neumann conditions, system size does
have a negligible effect on the phase diagram. The width of the crossover zone remained
the same throughout all system sizes, and the CEP and the first order transition remained at
the same set of µ− T coordinates. Generally, in the MRE formalism, the CEP shifts toward
lower temperature values and remains almost constant in its chemical potential value.

Another way with which we studied the finite volume effects was by using a proper
time regularization to control divergences. After that, the three-momentum integration was
replaced by a sum over discrete momentum modes that depends on the specific applied
boundary condition: APBC, PBC or SWC. In the thermodynamic limit, we obtained a
crossover zone whose width remains almost the same throughout the whole µ− T plane.
As a result, we did not find a CEP. We found that the antiperiodic boundary conditions
support the chiral symmetry restoration, the existence of a CEP and the existence of a
small but growing first order phase transition line. As the cube size shrinks, the first
order transition line grows in size, and the CEP moves toward higher chemical potential
values and lower temperature values. Stationary wave conditions favor chiral symmetry
restoration for the smallest volumes (where a small broken chiral symmetry phase was able
to be delimited). However, unlike with APBC, the crossover zone is much wider, and as
the cube size shrinks, the width increases until it occupies the whole calculated region of
the µ− T plane. In a completely opposite way to the other two boundary conditions, PBC
favors the spontaneous chiral symmetry breaking. We were able to delimit the crossover
zone only for high temperatures and low chemical potentials. Moreover, as the length of
the edge of the cube decreases, the system remains virtually with no changes. All of this is
because of the zero mode that causes an increase in quark condensation, preventing chiral
symmetry restoration. For the smallest sizes in all system configurations, we obtained a
widespread crossover zone that filled the whole interval that separates the broken symmetry
phase and the restored symmetry phase.

One particular curiosity about the proper time regularization boundary condition
schemes was the computational difficulties that we came across at high chemical potentials.
We were able to obtain a complete APBC phase diagram only at L = 4 fm, in which we
recovered a CEP, and we were never able to obtain a single complete phase diagram for
SWC. We believe this issue is not physical, but rather computational: the convergence
area for iterative numerical methods is likely becoming smaller as the chemical potential
increases, and this convergence area can become even smaller than the tolerance commonly
used in these computer algorithms.

In conclusion, theoretical approaches to the QCD phase diagram through effective
theories such as the NJL model can be of great utility. Many experimental efforts are
currently being made to know more about the QCD phase diagram, but in the low chemical
potential zone most of them are already able to achieve, we know, up to a certain degree of
accuracy, that the corresponding zone of the phase diagram to the one currently experimen-
tally achievable is the crossover. This is why it is so important to be able to determine its
characteristics, such as its location or its width. We believe that being able to qualitatively
describe the crossover is fundamental because many experiments have already gotten there.
With the firsthand measurements achieved in all those experimental efforts, this zone of
the QCD phase diagram is likely the first we will fully understand.
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Appendix A. Multiple Reflection Expansion

Appendix A.1. Spherical Droplet Shape

The volumetric density of states, which is the number of states per unit interval of
momentum, is given by

dNvol =
V

(2π)3 d3 p, (A1)

in spherical coordinates, the term d3 p becomes 4πp2dp which allows us to write the density
of states in the form

ρ(p) =
dNvol

dp
= V

p2

2π2 , (A2)

This definition can be extended to the framework of multiple reflection expansion (MRE) [62–64]
that leads to a liquid drop model which means that it is possible to study a sphere of radius R
that encloses a quark matter system. The density of states per unit volume in the (MRE) for a
sphere is given by [65,66]

ρMRE =
p2

2π2

[
1 +

6π2

pR
fS

( p
α

)
+

12π2

(pR)2 fC

( p
α

)]
, (A3)

where

fS

( p
α

)
= − 1

8π

[
1− 2

π
arctan

p
α

]
, (A4)

fC

( p
α

)
=

1
12π2

[
1− 3p

2α

(π

2
− arctan

p
α

)]
, (A5)

are the the surface and curvature contributions to the density of states, respectively. The
parameter α is related to the penetration of the wave function of the quark matter confined
in a finite volume into the hadronic medium [67].

Equation (A3) being a quadratic one, it may happen that there is an interval of p values
in which the density of states takes negative values which are physically not allowed. To
avoid this problem, an infrared (IR) cutoff is defined for the value of the momentum p in
the lower limit of integration of (2). The following replacement is performed [64]

∫ d3 p
(2π)3 f (T, µ, p)→

∫ ∞

0
dp ρ(p) f (T, µ, p)→

∫ ΛUV

ΛIR

dp ρMRE(p, α, R) f (T, µ, p), (A6)

where ΛIR is the largest solution to ρMRE(p, α, R) = 0 with respect to momentum p. The
momentum integrals are limited in the upper limit by p2 = Λ2

UV [71], where ΛUV is the
three-momentum cutoff. Following [72,73], a Dirichlet boundary condition is imposed by
setting α = ∞ in (A4) and (A5) to obtain
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lim
α→∞

fS

( p
α

)
= − 1

8π
, (A7)

lim
α→∞

fC

( p
α

)
=

1
12π2 , (A8)

and the infrared cutoff is written as

ΛIR =
1.8
R

, (A9)

once boundary conditions (A7) and (A8) are established, the density of states (Equation (A3))
takes the form:

ρMRE =
p2

2π2

[
1− 3π

4pR
+

1
(pR)2

]
. (A10)

On the other hand, to be consistent with the MIT Bag model, the Neumann boundary
conditions are applied for α = 0 [72]

lim
α→0

fS

(
k
α

)
= 0, (A11)

lim
α→0

fC

(
k
α

)
= − 1

24π2 , (A12)

and the infrared cutoff is

ΛIR =
1√
2R

. (A13)

Appendix A.2. Cubic Box

For a sphere, in the MRE model there are three terms in the expression for density of
states (A3). The first term is the volumetric density, the second is the surface density, and
the last refers to the curvature, this is

ρMRE = ρvol + ρsur f + ρcurv, (A14)

where in the case of a cubic geometry, ρvol is defined in the same fashion as the sphere in
Equation (A1). In analogy to volumetric density in Equation (A1), we can define a surface
density of states for ρAsur f

dNsur f =
A

(2π)2 d2 p, (A15)

where A = 6L2 represents the area of the six sides of a cube, and in polar coordinates, we

have d2 p = 2πp dp. Then the surface density of states as a function of volume, V =
AL
6

is

dNsur f

dp
=

Vp
2πL

, (A16)

the curvature contribution fcurv is zero due to the fact that we are working inside a cubic
shape, thus ρcurv = 0. Therefore, the density of states per unit volume for a cubic system in
the MRE model reads

ρMRE =
k2

2π2

(
1− 3

4kL

)
. (A17)

Just as it was already described for a spherical volume, there are two roots of the
density of states (A17) in the p axis, and the density is negative between these zeroes. To
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avoid this unphysical feature of the model, the interval between p = 0 and p = 3/4L is not
taken into account, and the higher root is taken as an infrared cutoff ΛIR

ΛIR =
0.75

L
. (A18)

Appendix B. Finite Volume Approximation by Boundary Conditions

The vacuum chiral condensate is given by

〈q̄q〉 = −NcN f

∫ d4 p
(2π)4

4M
p2 + M2 , (A19)

with the number of color Nc = 3 and the number of flavor Nc = 2.
In the proper time regularization, the chiral condensate is transformed through the

identity [33,84]

1
A(p2)n =

1
(n− 1)!

∫ ∞

τUV

dτ τn−1 e−τA(p2), (A20)

into

〈q̄q〉 = −24M
∫ ∞

−∞

d4 p
(2π)4

∫ ∞

τUV

dτe−τ(p2+M2), (A21)

which is valid as long as τ and τUV are greater than zero. The lower limit τUV = 1/Λ2

induces the dumping factor e−
p2

Λ2 to make finite the original integral. At finite temperature
and chemical potential, the integration of p0 in (A21) is transformed via Equation (5). Then
we obtain

〈q̄q〉 = −4MNcN f T
∫ ∞

τUV

dτ e−M2τ
∞

∑
n=−∞

e−τ(ωn+iµ)2
∫ d3 p

(2π)3 e−τp2
, (A22)

the doubly infinite sum can be written in terms of a Jacobi’s theta function [44] as follows

∞

∑
n=−∞

e−τ(ωn+iµ)2
= eτµ2

Θ2

[
− 2τπTµ, e−4π2T2τ

]
, (A23)

where Θ2
[
z, q
]
≡ ∑∞

n=−∞ q(n+1/2)2
e(2n+1)iz. So we have

〈q̄q〉 = −4MNcN f T
∫ ∞

τUV

dτ e−τ(M2−µ2)Θ2

[
− 2τπTµ, e−4π2T2τ

] ∫ d3 p
(2π)3 e−τp2

. (A24)

Appendix B.1. Periodic Boundary Conditions PBC

Here, it is assumed for quark fields q(x = 0) = q(x = L), and the reachable momen-
tum modes values are given by pn = 2nπ/L for n = 0,±1,±2, . . .. Therefore, for all n
values we have

∑
n

p2
n =

4π2

L2

∞

∑
n=−∞

n2, (A25)

then, for the three-momentum, we define n2 = n2
x + n2

y + n2
z , replacing (17) and (A25)

in (A24)

∫ d3 p
(2π)3 e−τp2

=
1
L3

[
∞

∑
n

exp
(
−4π2τ

L2 n2
)]3

, (A26)



Universe 2022, 8, 264 22 of 25

let q ≡ e−4π2τ/L2
, therefore Θ3

[
0, q
]
≡ ∑n qn2

. Finally the chiral quark condensate for a
finite volume with PBC reads

〈q̄qi〉 = −4MNcN f T
∫ ∞

τUV

dτ e−τ(M2−µ2)

×Θ2
[
− 2τπTµ, e−4π2T2τ

] 1
L3

{
Θ3
[
0, e−4π2τ/L2]}3

. (A27)

Appendix B.2. Antiperiodic Boundary Conditions APBC

Under APBC, we define q(x = 0) = −q(x = L), and the momentum values are
p = (2n + 1)π/L for n = 0,±1,±2, . . ., then the whole momentum spectrum is

∑
n

p2
n =

4π2

L2

∞

∑
n=−∞

(
n +

1
2

)2
, (A28)

thus

∫ d3 p
(2π)3 e−τp2

=
1
L3

[
∞

∑
n

e
(
− 4π2τ

L2

)
(n+ 1

2 )
2
]3

, (A29)

let q = e−4π2τ/L2
, in this case for (n + 1/2) we introduce the Jacobi Θ2-function

〈q̄q〉 = −4MNcN f T
∫ ∞

τUV

dτ e−τ(M2−µ2)

×Θ2
[
− 2τπTµ, e−4π2T2τ

] 1
L3

{
Θ2
[
0, e−4π2τ/L2]}3

. (A30)

With this redefinition of momentum given by (A25) and (A28) at finite volume, the
discretized momentum p is established in terms of n, its maximum value corresponds to
the UV-cutoff ΛUV

pmax = ΛUV =
2nmaxπ

L
, (A31)

for the minimum value we have nmin = 1.

Appendix B.3. Stationary Wave Conditions SWC

In the case, the function takes zero value at both ends. This is equivalent to having
a field enclosed inside a box with finite volume q(x = 0) = q(x = L) = 0. Then the
momentum is p = nπ/L, for n = 1, 2, . . . , the summation for all momentum is

∑
n

p2
n =

π2

L2

∞

∑
n=0

n2, (A32)

and

∫ d3 p
(2π)3 e−τp2

=
1
L3

[
∞

∑
n=0

e(−π2τ/L2)n2

]3

,

let q ≡ e−π2τ/L2
, then we have Θ3

[
0, q
]
= 1 + ∑∞

n=1 qn2
, after that the gap Equation (A24)

for a finite volume with SWC can be written as

〈q̄q〉 = −4MNcN f T
∫ ∞

τUV

dτ e−τ(M2−µ2)Θ2
[
− 2τπTµ, e−4π2T2τ

]
× 1

8L3

{
Θ3
[
0, e−π2τ/L2]− 1

}3
. (A33)
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