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Abstract: We present relativistic ab initio calculations of fundamental parameters for atomic selenium,
based on the Multiconfiguration Dirac-Fock method. In detail, fluorescence yields and subshell
linewidths, both of K shell, as well as Kβ to Kα intensity ratio are provided, showing overall
agreement with previous theoretical calculations and experimental values. Relative intensities
were evaluated assuming the same ionization cross-section for the K-shell hole states, leading to
a statistical distribution of these initial states. A method for estimating theoretical linewidths of
X-ray lines, where the lines are composed by a multiplet of fine-structure levels that are spread
in energy, is proposed. This method provides results that are closer to Kα1,2 experimental width
values than the usual method, although slightly higher discrepancies occur for the Kβ1,3 lines. This
indicates some inaccuracies in the calculation of Auger rates that have a higher contribution for
partial linewidths of the subshells involved in the Kβ1,3 profile. Apart from this, the calculated value
of Kβ to Kα intensity ratio, which is less sensitive to Auger rates issues, is in excellent agreement
with recommended values.

Keywords: X-rays; atomic fundamental parameters; selenium; fluorescence yields; high-accuracy
spectra simulation

1. Introduction

The need of data related to the interactions of light with matter is important in
the development of research tools in several fields, such as fundamental physics [1],
spectroscopy [2], plasma physics [3], and astrophysics [4]. Atomic calculations constitute
an important source of information that partially fulfill this need.

Within this framework, the x-ray emission spectrum has long been a subject of interest,
not only because it provides information about the atomic structure through the analysis
of the characteristic radiation as, for instance, transition energies, but also because the
peaks asymmetry reflects the existence of complex atomic processes beyond a simple
bound-bound transition. Nowadays, the atomic structure is adequately explained through
the relativistic quantum theory of the atom, whereas profile analysis is a test bed of
atomic models.
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Among the various atomic systems, inner-shell, multiple open-shell systems, and sys-
tems with highly excited states, are the most difficult to handle due to technical issues like
the growth of needed computation time, convergence failure, and the existence of multiple
near-degenerate eigenstates. Selenium is an example of such systems.

Experimental K-shell fluorescence yields for several atoms, among which Se is in-
cluded, have been published by several authors. A compilation of the latest results can
be found in Kahoul et al. [5]. In what concerns theoretical results, one still relies on the
works of Kostroun et al. [6], and Walters and Bhalla [7]. Kβ/Kα intensity ratios have been
very recently compiled by Daoudi et al., and although there are a substantial number of
experimental data, the theoretical results are scarce.

In the last decade, with the fast development of computational power, emission spectra
of open shell systems such as Se, Ti, and Cu could be investigated theoretically. A good way
of testing the quality of the calculations is by comparing a synthesized emission spectra
with high resolution x-ray data from crystal spectrometers. This has been done by the group
of Chantler et al. for Ti [8,9], Cu [10], and V, Sc, Cr, and Mn [9] and by other collaborations
bridging together theory and experiment [11–15]. These high resolution spectra might soon
be used to update the SRD 128 database [16] run by the National Institute for Standards
and Technology, by providing transferable x-ray standards, traceable to the S.I. units,
that can be used by the x-ray community to perform high-accuracy calibrations of their
systems [17]. Among these recent works are the measurements with a Double-Crystal-
Spectrometer (DCS) of Cu [18], Mo [19], and the new microcalorimeter results for the
lanthanide metals [20].

In this paper, we report some fundamental parameters related to the x-ray spectra
of the selenium isolated atom calculated using the MCDFGME code, developed by De-
sclaux and Indelicato [21,22], which implements the Multiconfiguration Dirac-Fock code
(MCDF) method.

2. Theory
2.1. Atomic Fundamental Parameters

In the context of the MCDF method, an atomic state is characterized by the electronic
configuration A, the total angular momentum J, the total magnetic quantum number M,
and all other quantum numbers α necessary to fully characterize that state. In the absence
of external fields, the energies of these states are degenerate in the total magnetic moment,
that is, there are 2Ji + 1 states with identical energies. The set of these degenerate states
is called an atomic level, which will then be characterized by (A, J, α). The MCDFGME
code developed by Desclaux and Indelicato [23,24] allows for the calculation of the level
energies Ei as well as radiative Ri f , and radiationless RNR

i f transition rates between levels i
and f . From these quantities one can obtain the other atomic fundamental parameters.

The fluorescence yield of an one-hole atomic configuration A is defined as the proba-
bility that a vacancy in the ith subshell is filled through a radiative transition

ωA =
∑i f giRi f

∑i f gi(Ri f + RNR
i f )

, (1)

where the sum in i is over all the initial levels belonging to the configuration A and the
sum in f is over all allowed final atomic levels. The quantity gi = 2Ji + 1 takes into account
the degeneracy of the initial level.

2.2. Relativistic Calculations

Level energies and transition probabilities, both radiative and radiationless, were
obtained using the multiconfiguration Dirac–Fock method, fully implemented in the
general relativistic MCDFGME code developed by Desclaux and Indelicato [23,24].
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We will give here a brief description of the MCDF method. For a detailed description
we refer the reader to Refs. [23,25–27]. The relativistic Hamiltonian is taken in the form

HDCB =
N

∑
a=1

hD
a +

N−1

∑
a=1

N

∑
b=a+1

VCB
ab , (2)

where hD
a is the one-electron Dirac Hamiltonian, and VCB

ab describes the sum of Coulomb
repulsion and Breit interaction between the ath and the bth electron. Furthermore, the
code also accounts for radiative corrections, namely, self-energy and vacuum polarization.
For details on Quantum Electrodynamics (QED) corrections, we refer the reader to Ref. [28].
Nuclear size effects were taken into account by using a uniformly charged sphere, and
the atomic masses and the nuclear radii were taken from the tables by Audi et al [29],
and Angeli [30], respectively.

For the determination of the radiative transition probabilities we followed the formal-
ism proposed by Löwdin [31] to treat the nonorthogonality effects, and consider indepen-
dently the initial- and final-state wave functions obtained in the so-called optimized level
scheme. The length gauge was used for all radiative transition probabilities.

For radiationless transitions, we assumed that the creation of the inner-shell hole is
independent of the decay process. The continuum-electron wavefunctions are obtained
by solving the Dirac-Fock equations with the same atomic potential of the initial state.
To ensure orthogonality in these calculations, no orbital relaxation was allowed between
the initial and final bound state wavefunctions.

The code was used in the single-configuration approach, with the Breit interaction
and the vacuum polarization terms included in the self-consistent field process, and other
QED effects included as perturbations.

2.3. Line Shapes

The width of an atomic level i is given by the sum of all the allowed transition proba-
bilities from this level to all lower-energy levels, both through the emission of a photon
(radiative) RR

i f ′ and through the emission of an electron (radiationless) RNR
ik′ , multiplied by

h̄ [32],

Γi = h̄

∑
f ′

RR
i f ′ + ∑

k′
RNR

ik′

, (3)

where the index f ′ represents all one-hole levels that the initial level i can decay to ra-
diatively, and the index k′ represents all two-hole levels that the level i can decay to via
a radiationless emission. The width of a particular transition is connected to its parent-
and daughter- level’s lifetimes, thus depending not only on the transition rate from i→ f ,
but also on all possible decay pathways that the atom can undergo, both from the initial
and the final level. Thus, we can define the width of a given transition to be the sum of the
widths of the initial and final levels, as

Γi f = Γi + Γ f . (4)

An x-ray “line” is composed, in general, of a multiplet of lines resulting from fine
structure levels as shown in Refs. [11,13,32], and thus when trying to compute the line
width one has to sum Equation (5) for all of the initial and final levels, i and f , respectively,
in the x-ray line manifold,

ΓA−B =
∑i f giΓi f

∑i gi
, (5)

where the sums run over the initial levels i belonging to the one-hole configuration A and
over the final levels f belonging to the one-hole configuration B. This method of computing
linewidths is henceforth labeled as “Method 1”.



Atoms 2021, 9, 8 4 of 10

For example, the transition width of the Kα1 multiplet (in Siegbahn notation) is usually
obtained as the sum of the K(1s−1) and L3(2p−1

3/2) manifolds (in IUPAC notation), where K
represents all of the fine structure levels that arise from a one-hole configuration with a
hole in the K shell, while the same is valid for the L3 subshell.

The Kα1,2 and Kβ1,3 line shapes were obtained, by means of a simulation, from the
atomic structure data computed in this work. Similarly to what has been done in previous
works (see Refs. [11,13]), the emission line shape (without Doppler broadening) is obtained
from the individual transitions between fine structure levels. This is accomplished by
summing the contribution of every Lorentzian distribution whose centroid is the transition
energy and a natural width given by Equation (4). For comparison with experimental
results one has to convolute the simulated line shape with the spectrometer instrumental
function in order to get the proper broadening. The intensity of each individual transition
is obtained through the expression:

Ii f = Ni
gi
g

RR
i f

∑ f RR
i f + ∑k RNR

ik
, (6)

where Ni is a scaling factor that represents the rate of formation of ions in level i per unit
volume (in units of s−1 · cm−3), assumed here to be equal for all levels. The factor g is
the sum of the multiplicities of all the possible levels in the subshell that contains level
i. RR

i f is the radiative rate of a transition from the one-hole level i to the one-hole level f ,

while RNR
ik corresponds to a radiationless-transition rate between the one-hole level i to the

two-hole level k. Once the spectra are synthesized, we can in principle fit it with multiple
Lorentzians in a similar fashion to the analysis of experimental spectra to obtain natural
linewidths [12,13,33]. If this method is applied to the simulated spectra including only
the natural widths of the transitions in a given x-ray line, we will obtain the theoretical
natural widths of the lines in question. This will be labeled in this work as “Method 2”.
The difference between Method 1 and Method 2 is that in the latter, the influence of the
broadening of the line shape due to the energy spread of the multiplet, is already taken
into account, whereas in the first method we are just summing the weighted widths of each
transition as if all of them had the same energy.

The ratio of the two line intensities belonging to the same initial configuration, such as
the Kβ/Kα ratio, depends only on the radiative transition rates, and can be written as:

IA−B
IA−C

=
∑i f giRR

i f

∑i f ′ giRR
i f ′

, (7)

where the sum in f is over all levels belonging to the one-hole configuration B and the sum
in f ′ is over all levels belonging to the one-hole configuration C. In Equation (6), the term
gi/g represents the probability that a given ion is left in level i after ionization, assuming
that all the states are equally probable. This approximation is only valid if the cross sections
for the creation of the holes are similar. Note that if we are comparing peaks that originate
from the same levels, this factor is the same for both. The second term corresponds to a
transition fluorescence yield, that is basically the probability that a radiative transition from
level i→ f occurs taking into account all of the other decay possibilities.

If the simulated spectra were to be compared with experimental results, some broad-
ening mechanisms would have to be included in the simulation. One of the most common
ways of including the instrumental broadening or line broadening due to the thermal mo-
tion of the atoms that are emitting the x rays (in a gas or plasma), is through the convolution
of the natural line shape with a Gaussian profile [34]. This convolution of a Lorentzian and
a Gaussian distributions is usually known as a Voigt profile and can be computed by the
direct calculation of
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V(E, σ, Γ) =
∫ +∞

−∞
G(E′, σ)L(E− E′, Γ)dE′, (8)

where

G(E, σ) =
1

σ
√

2π
exp

(
− (E− E0)

2

2σ2

)
, (9)

and
L(E, Γ) = Ii f

Γ/2π

(E− E0)2 + (Γ/2)2 , (10)

where E is the energy, E0 is the energy centroid of a particular transition, Γ is the full-width
at half-maximum (FWHM) of the Lorentzian profile and σ is the standard deviation of the
Gaussian distribution, related to the FWHM α, by α = 2σ

√
2ln2. Ii, f is the intensity of the

transition, given by Equation (6).
Although there is no closed analytical form for the Voigt profile, it can be obtained

from the real part of the Faddeeva function, w(z) by

V(E, σ, Γ) =
Re[w(z)]

σ
√

2π
, (11)

where z = E+iΓ
σ
√

2
. As with the Fadeeva function, which can be computed from different

algorithms [35], there are some other representations of the Voigt function that are usually
given in terms of special functions. Some examples are the confluent hypergeometric
function [36], the Whittaker function [37], and the Complex Error function [38]. In any
simulation, the instrumental broadening can be simulated by the use of Equation (11)
or, if the instrumental function is closer to a Lorentzian than to a Gaussian shape as is
the case of some crystal spectrometers [11,13], a Lorentzian shape can also be used. This
Lorentzian line shape will have a FWHM obtained by summing the natural width to
the spectrometer energy resolution, because the convolution of two centered Lorentzian
functions is still a Lorentzian function whose width is just the sum of the two. These
procedures have been recently applied to compare high-resolution measurements with
simulated spectra [12,13,15].

3. Results and Discussion

Simulations for Se Kα1,2 and Kβ1,3 x-ray lines were performed in this work by using
all the formalisms described in the above sections. In Figure 1a,b, a simulation of the Kα1,2
and Kβ1,3 diagram lines is shown. The presented stick spectra represent the individual
transitions between levels belonging, respectively, to the configurations with a hole in the
K and L2,3 subshells (Kα1,2), and to configurations with a hole in the K and M2,3 subshells
(Kβ1,3). The solid curves are obtained by including the natural broadening of the individual
transitions using Equation (10) with linewidths given by Equation (5). No instrumental
function is included in the simulations of (a) and (b) panels in Figure 1. An experimental
line shape is usually influenced by the presence of satellite lines, originated from shake-off
processes. We have also computed these lines which are are shown in Figure 1c,d.
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a) b)

c) d)

Figure 1. Simulation of the Kα1,2 (a) and Kβ1,3 (b) natural line shapes of Se. The stick spectra in both plots represent the
intensity and energy of individual transitions belonging to the multiplets Kα1,2 and Kβ1,3. In panels (c) and (d) the satellite
lines with a spectator hole in a given subshell, arising from shake-off processes, are presented.

In Table 1 the K-shell fluorescence yield, calculated from Equation (1), is presented and
compared with the values from the Xraylib [39] database, Krause [40], Kostroun et al. [6],
Walters and Bhalla [7], Bambynek [41], and Hubbell et al. [42]. As can be seen, our result
compares quite well with the tabulated values, being only 0.6% and 1.5% apart, respectively,
from the Xraylib and Krause’s widely used values. In fact, only for the fluorescence yield
reported by Walters and Bhalla, we find a discrepancy of 4.2%. This is an indication that
the transition yields needed to compute the Kα1,2 and Kβ1,3 natural line shape are correctly
computed by the MCDF code.

Table 2 shows the line widths computed in this work with the use of Equation (4)
and also those obtained by a two-Lorentzian fit of the unbroadened simulated spectra of
Figure 1a,b. In Method 1, which is very widely used, the broadening of the x-ray lines
due to the different energies of the individual transitions resulting from the fine-structure,
is not included. This is due to the fact that it is only a sum of the statistically weighted
level widths over all of the possible transitions for the initial and final levels, as if all of the
transitions had the same energy. Method 2 resembles the way that experimentalists extract
width information from the spectra, without the need of knowing the instrumental function
or the influence of satellites, as we can simulate simply the natural line shapes. This will
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always cause a broadening of the line width when compared to Method 1, especially if
the spread in energy of the multiplet is not much smaller than the natural with of each
transition within the manifold.

Table 1. K-shell fluorescence yield, ωK.

This Work XrayLib Krause Kostroun et al. Walters & Bahalla Bambynek Hubbell et al.
[39] [40] [6] [7] [41] [42]

0.5981 0.6019 0.589 0.602 0.6230 0.596 0.6019

Table 2. Subshell linewidths, ΓA−B, and partial subshell widths divided into their radiative and radiationless parts, in eV.

A-B Siegbahn This Work This Work Relative Ito et al. Krause & Oliver

Method 1 Method 2 difference [13] [43]

K-L3 Kα1 3.319 3.405(2) 2.5% 3.468(20) 3.33(20)
K-L2 Kα2 3.294 3.371(3) 2.3% 3.414(39) 3.46(21)
K-M3 Kβ1 4.925 5.109(7) 3.6% 4.085(87)
K-M2 Kβ3 5.411 5.815(15) 7.0% 5.50(10)

Subshell Widths

Subshell Radiative Radiationless

K 1.344 9.034×10−1

L1 1.209×10−2 5.652
L2 1.826×10−2 1.029
L3 1.748×10−2 1.054
M1 1.038×10−4 2.749
M2 2.654×10−4 3.162
M3 2.339×10−4 2.676
M4 2.201×10−6 4.419×10−2

M5 2.305×10−6 4.900×102

The results from the two methodologies for the Kα lines show a good agreement,
with a relative difference of only 2.5% at most, while for the Kβ lines, the discrepancy
rises to 7% for the Kβ3 line. Note that the fitting error in Method 2 for the Kβ3 line is only
0.34%, which cannot explain this difference. Comparison to other results from literature is
also shown on Table 2, and as can be seen, our results show a very good agreement with
those of Krause and Oliver [43] with less than 2.5% difference for the Kα lines, which is
lower than Krause’s estimated uncertainty of 6%. Comparing to the experimental results
of Ito et al. [13] we see that our results for the Kα lines with Method 1 are around 3.5–4.4%
lower and using Method 2 the differences drop to 1.3–1.8%. Regarding the Kβ3 line, the
differences from Method 1 to 2 increase from 1.6% to 5.7%, within the quoted experimental
error bar. However, for the Kβ1 line, the difference is of 20% using Method 1 and of 25%
if we employ Method 2. This is quite puzzling and a possible explanation might be that
in the experimental procedure one cannot get rid of the satellite’s influence, while in both
theoretical methods we can ignore this effect. In fact, the common way of assigning only
one Lorentzian distribution to account for the satellite band might result in shifts to the
widths of the Lorentzian lines that are fitted to the diagram components. This can be
easily seen from Figure 1c,d where it is clear that the satellite bands have very complex
asymmetric shapes.

A possible explanation for the higher discrepancy in the Kβ lines lies in the larger
weight of the Auger transitions in the overall width when compared to Kα transitions,
given that the intrinsic uncertainty of these calculations is much higher than that of the
radiative transitions. This occurs because the width of a given line (Equation (4)) depends
on the radiative and radiationless rates of both the initial and final levels, and the final
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levels for the Kβ multiplet are on the M2 and M3 subshells, and a hole in these subshells
decay primarily through Auger and Coster-Kronig transitions. In fact, our calculations
show that the radiationless natural width of levels in the M2 and M3 subshells are of the
order of 3 eV (2.3 times higher than the width of the K shell), while the corresponding
radiative natural widths are of the order of 2× 10−4 eV (see Table 3). This effect is not seen
in the Kα spectrum because the Auger width of these levels is of the same order of the K
shell width, which is dominated by the radiative width.

Another possibility for the discrepancy between the Kβ experimental linewidths and
those of Method 2 might be due to the lack of electron correlation in the wavefunction
calculations, which could lead to a higher degree of energy spread of the fine-structure.
However, even with no energy spread in the multiplet (Method 1), the obtained width is
higher than the experimental one. There is yet another possible reason for the discrepancy
which has to do with the fact that the experimental measurements were made in a powder
sample and the calculations were performed assuming isolated atoms, and thus all of the
solid state effects are not accounted for. For example, due to the change in orbital energy,
some Auger channels that for an isolated atom are closed, might be open if the atoms are
in the solid state [44]. An experimental measurement in a cold Se gas could verify this
hypothesis.

Table 3. Kβ/Kα intensity ratios.

This Work This Work (from Spectrum) Daoudi et al.

Method 1 Method 2 [45]

0.154 0.163(8) 0.1631(5)

In Table 3 we present the Kβ/Kα intensity ratios computed with the use of Equation (7)
(Method1) and also computed using the intensities of the Lorentzian fits to the unbroadened
spectra of Figure 1a,b. For comparison, we include the recommended value of Doudi et
al. from the recent compilation [45]. This recommended value corresponds to a weighted
average of 12 experimental results that range from 0.1474(65) to 0.1692(9). Our results
show differences of around 5% for Method 1 and 0.06% for Method 2, the latter being
within the recommended value error bar.

4. Conclusions

In this work, we have performed simulations of the Kα1,2 and Kβ1,3 diagram and
satellites lines in Se using an ab initio technique where all of the relevant atomic fundamental
parameters were computed with the MCDF method. The relative intensities of the diagram
and satellite lines were computed assuming a statistical distribution of the initial levels
upon ionization. Our results show a very good agreement of the K-shell fluorescence
yields and Kα linewidths with other authors. For the Kβ1 natural linewidth we find a
20–25% higher value than the recent result of Ito et al. [13]. The reasons for this increase
are related to the difficulty in accurately calculating the Auger rates, which have a higher
influence in the Kβ lines than in their Kα counterparts. Natural widths for all of the studied
lines were obtained either by summing all of the relevant level widths and also by fitting
Lorentzian distributions to each of the unbroadened simulated lines, thus naturally taking
into account the fine-structure broadening of the multiplets. Kβ/Kα intensity rates were
also obtained using the same methods and we found good agreement with the most recent
recommended values, especially with the new method of fitting the Lorentzian profiles to
the unbroadened natural line shapes.
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