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Abstract: Optical emission spectroscopy has been widely used in low-temperature argon plasma
diagnostics. A coronal model is usually used to analyze the measured line ratios for diagnostics
with a single temperature and density. However, many plasma processing conditions deviate
from single temperature and density, optically thin conditions, or even coronal plasma conditions
due to cascades from high-lying states. In this paper, we present a collisional-radiative model to
investigate the validity of coronal approximations over a range of plasma conditions of Te = 1–4 eV
and Ne = 108–1013 cm−3. The commonly used line ratios are found to change from a coronal limit
where they are independent of Ne to a collisional-radiative regime where they are not. The effects
of multiple-temperature plasma, radiation trapping, wall neutralization, and quenching on the line
ratios are investigated to identify the plasma conditions under which these effects are significant. This
study demonstrates the importance of the completeness of atomic datasets in applying a collisional-
radiative model to low-temperature plasma diagnostics.

Keywords: argon optical emission spectroscopy; plasma processing; coronal models; collisional-
radiative model; nonlocal thermodynamic equilibrium plasmas; population kinetics; radiation
transport; opacity effects; Non-Maxwellian plasmas

1. Introduction

Argon plasmas are widely used for plasma processing applications, and the informa-
tion on the thermodynamic properties of plasma, such as electron temperature, density,
and electron energy distribution function, plays an important role in the control and
performance of plasma applications [1–3].

Plasma spectroscopy is a non-intrusive diagnostic technique that provides information
on not only the thermodynamic properties of plasma but also the atomic-level population
distributions and radiative properties. For many decades, argon optical emission spec-
troscopy (OES) has been used to obtain electron temperature and density information from
the measured line ratios, and more recently, the shape of the electron energy distribution
functions [4–7]. For spectroscopic analysis, a population kinetics model should be built to
couple the atomic-level population distributions and radiative properties with the plasma
thermodynamic properties. For low-electron-density plasmas, a coronal model has been
generally adopted to interpret the spectral line intensity distribution [1–3], where an excited
atomic state emitting a line of interest is assumed to be populated from the ground state or
a metastable state by collisional excitation and depopulated by spontaneous emission to
the lower states.
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This assumption is valid only if there is no collisional coupling with states other
than the ground state, and there are negligible radiative cascades from the upper states.
Therefore, the application of the coronal model for spectroscopic analysis is simple, as
it requires only collisional excitation rates and spontaneous emission rates of the related
atomic transitions. This model has been widely used to explain the emission observed in
astrophysical coronal plasmas, tokamak plasmas, and low-density plasmas.

However, the validity of the coronal model may not hold for industrial processing
plasmas, even those with relatively low densities. For example, an external electric field
is applied in the plasma generation devices of inductively coupled plasma (ICP) and ca-
pacitively coupled plasmas (CCP), where electrons tend to have non-Maxwellian energy
distributions [8,9]. If high-energy electrons exist as a tail, highly excited states, such as auto-
ionizing states and ionized states, may be significantly populated, and the radiative cas-
cades from these states may enhance the population density of the excited states of optical
lines. If high-energy electrons are under-populated when compared with the Maxwellian
distribution, resulting in the lower-energy electrons being overpopulated, the collisional
deexcitation and recombination rates may increase the rate of downward processes.

Radiative self-pumping effects may need to be considered when the plasma size is
very large, in the order of centimeters [1–3]. Even if the ion density is low, line opacities
can be higher than unity, and the self-pumping effects can reduce the radiative downward
processes. In this case, the atomic-level population distribution is a function of the plasma
size and, to some degree, the nonlocal plasma conditions. CCP and ICP plasmas may
have time dependence in the electron energy distribution function, as some applications
use a pulsed-mode operation. Then, the plasma conditions fluctuate over time during the
optical measurements, and the observed emission is time integrated. If this is significant, a
time-dependent population kinetics model could help test whether the level population
distribution converges to a steady-state population within the pulsed operation.

A critical consideration for modeling processing plasmas was found to be the bound-
ary effect, where the atomic state population can be modified by wall contacts. While
plasma and material (or wall) interactions are not very well characterized, the diffusion
of plasmas near the boundary layer plays a significant role in the population distribution
and charge state distribution. It is empirically known that the ground state of a singly
ionized argon charge state is neutralized by contact with the wall, and, more importantly,
the metastable states of neutral argon atoms are depopulated by contact with the wall.
Therefore, the interaction with the wall complicates the analysis, as the population cascades
from the high-lying states and the ionized states will be dependent on the wall interaction;
moreover, the metastable state population may be quenched [3,10].

A coronal model is a limiting case of a collisional-radiative (CR) model at low density;
hence, a general analysis of OES measurements can be performed with a CR model, which
includes all relevant atomic processes, beyond a coronal approximation. A well-constructed
CR model should provide results consistent with those of a coronal model if the plasma
conditions are close to the coronal equilibrium. It has the advantage of allowing the
investigation of the validity of coronal approximation for a given plasma condition and
identifying the line ratios to provide diagnostic information. Another advantage is that
the metastable population distributions are more reliably calculated over a wide range of
plasma conditions [11].

In this paper, we present a CR model for near-neutral argon OES and investigate the
issues described above for a wide range of plasma conditions. This model is developed
based on the principles outlined recently by a nonlocal thermodynamic equilibrium (NLTE)
kinetics workshop series [12–18] and a book on the review of NLTE code development over
the last 20 years [19]. The atomic datasets and sources used in the model are discussed and
evaluated in comparison with the optical measurements. The CR model results are dis-
cussed for various non-coronal conditions described above and compared with the existing
measurements. This study demonstrates the importance of the completeness of atomic
datasets in applying a collisional-radiative model to low-temperature plasma diagnostics.
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2. Materials and Methods
2.1. Construction of a Collisional Radiative (CR) Model

To determine the relationship between the observed emission spectra and plasma
thermodynamic properties, we need to obtain the atomic-level population distribution as a
function of the plasma thermodynamic properties, as the radiative properties of plasmas,
such as spectral emission and absorption, are a function of the atomic level population. The
emission coefficient is proportional to the upper-level population of radiative transition,
and the absorption coefficient is proportional to the lower-level population distribution
minus the upper-level population multiplied by the ratio of the statistical weights. The
atomic-level population distribution is determined using collisional processes involving
mainly electrons and radiative transitions due to spontaneous radiative processes and
stimulated radiative processes by the nonlocal radiation field. In this study, we focus on
electron-driven collisional processes while ignoring atom–atom or atom–ion collisions,
assuming that the atomic density was substantially low. However, Ar2 molecular emissions
have been observed [3], and such processes involving atomic collisions could be important
in understanding population kinetics of processing plasma. An atomic-level population
distribution is obtained from a set of time-dependent rate equations, including collisional
and radiative transitions, as shown in Equation (1):

dni
dt

= −ni

NL

∑
j 6=i

Wij +
NL

∑
j 6=i

njWji, 1 ≤ i ≤ NL, (1)

where NL is the number of atomic levels considered in the model. The rates between i and
j states, Wji, and Wij are described in Equation (3) in two cases, where the i state is lower
than the j state.

Wij = Bij J̄ij + NeCij + βij + Neγij + σij (2)

Wji = Aji + Bji J̄ij + NeDji + Qji + NeαRR
ji + Neκ

EC
ji + N2

e δji + νji.

The collisional and radiative processes considered in the model are as follows: For
bound–bound transitions:

• Aji spontaneous emission,
• Bij stimulated absorption (i� j) or emission (i� j),
• Cij collisional excitation,
• Dji collisional deexcitation,
• Jij mean radiation field of a unit of energy per squared area per second per pho-

ton frequency, and
• Qji wall quenching of metastable states.

For bound–free transitions:

• Aji spontaneous emission,
• αij radiative recombination,
• βij photoionization plus stimulated recombination,
• γij collisional ionization,
• δij collisional recombination,
• κij electron capture,
• σij autoionization, and
• νij wall neutralization to the neutral ground state.

Recent advances in CR models have shown that dielectronic recombination (DR)
processes play a key role in determining the charge state distribution [17,19]. The process
is usually modeled with a substantial number of multiply excited autoionization channels,
and a model must include all collisional and radiative processes originating from the
autoionization channels. At low densities, the states with a very large principal quantum
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number contribute to the DR rate coefficients, and the model becomes prohibitively large.
Therefore, for coronal and near-coronal plasmas, the DR rate coefficients have been used
instead of detailed counting of the autoionization and electron capture processes. This
approach is adopted in this work, and only the bound states were included in the CR
model of neutral atom and one singly ionized state.

A non-Maxwellian NLTE kinetics code NOMAD is used to solve the rate equations for
the atomic-level population distribution and one-dimensional radiative transport equation
in a uniform plasma approximation for spectral intensities and power intensities [20].
This code has many useful options for investigating the atomic population kinetics over
a wide range of plasma conditions. It is suitable for time-dependent plasmas or two-
temperature Maxwellian plasmas and includes radiation trapping effects for a finite plasma
size. Wall neutralization effects are included with an enhanced recombination rate to
promote recombination processes from singly ionized argon to neutral argon. Similarly,
wall quenching is added to the two metastable states to allow decay to the neutral ground
state. With regard to the construction of a CR model for near-neutral argon, only a limited
number of atomic states have been reported and evaluated; hence, the rest of required
atomic datasets that are required should be obtained through code calculations or widely
used empirical data. In this section, atomic data are evaluated to ensure tractability of the
CR model.

2.2. Atomic Structures

The atomic energy levels of a neutral argon atom are taken from the NIST (National
Institute of Standards and Technology atomic spectra database [21]. The highest state
included in the NIST database corresponds to the 58d levels that are 15.75558 eV below
the continuum limit of 15.7596117 eV. As the most dominant optical emission arises from
3p5 4p, and spectral emissions from the 8s levels or above are hardly observed, a total of
229 bound levels up to 3p5 7h levels of neutral argon atoms, and one level of singly ionized
argon ion are included in the model. Because the highest level included in the model is
15.65940 eV, there is an approximately 1 eV gap between the highest level in the model and
the continuum limit. It will be interesting to include higher-n Rydberg states and evaluate
the effects of collisional cascades through these states. It should be noted that such high-n
Rydberg states may no longer be bound because of interactions with ions, electrons, and
external electric fields [22], and the highest available bound states could lie much lower
than the continuum limit in the plasma with large external electric fields. In this study,
the autoionizing states are ignored, and the autoionization and electron capture processes
are accounted for by including DR rates in the model. Only bound states are included in
this model.

2.3. Spontaneous Emission

Spontaneous emission rates are key atomic data for OES models, especially for plasma
conditions at the coronal limit. This is because the population distribution of excited
states is determined by collisional excitation from the ground state and the sum of all
possible spontaneous emission rates to lower states. Therefore, a complete set of radia-
tive transitions originating from the level of interest is required. However, there are
only a few recommended spontaneous emission rates available in the NIST atomic spec-
troscopy database for strong lines. For this model, 404 transitions are taken from the NIST
database, and 51 transitions are taken from the B-spline R-matrix (BSR) calculations [23].
Additional rates are taken from various sources: multiconfiguration Dirac–Hartree–Fock
(MCDHF) data for 1048 transitions [24,25], Los Alamos National Laboratory (LANL) data
for 1349 transitions [26], and flexible atomic code (FAC) data for 15,265 transitions [27].
Available transitions from the ATBASE code developed at the University of Wisconsin
(WISC) are also added [28]. The LANL data are calculated by the LANL group by using
the Hartree–Fock method proposed by Cowan [29], and the FAC data are calculated by
solving the Dirac equations in the jj coupling scheme by using a parametric potential. The
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ATBASE code is also based on the Cowan code. Owing to the lack of electron correlation,
the FAC data are known to show poor agreement with other code results or experiments
for neutral atom cases. Comparisons among the available datasets show that the accuracy
of the FAC data varies over a range.

The oscillator strengths and ratios with the NIST evaluated data, where available, are
listed along with the data sources in Tables 1–6 for dominant radiative transitions from
Paschen 2p3, 2p1, 3p9, 3p6, 3p1, and 5p5 levels to lower levels. For example, the Paschen
notation, the 2p1 level refers to 3p5(2P◦1/2)4p2[1/2]0, and 3p1 level refers to 3p5(2P◦1/2)5p
2[1/2]0. The oscillator strengths of the radiative transitions from the Paschen 2p levels to
1s levels are found to be comparable for all sources within a factor of 2. The MCDHF data
differ within a factor of two from the NIST or BSR data for most transitions. However,
there are a few outliers in the LANL and FAC datasets. For high-lying levels, such as the
3p levels, the agreement is far from reasonable (marked in red) and differs by a factor of at
least 10, especially for the transitions of 3d levels. For the 5p5 level, the problem is even
worse because there are only two published datasets (from NIST and MCDHF), while the
remaining datasets contain FAC data for which the accuracy is not guaranteed.

The credibility of the oscillator strength and, therefore, the spontaneous emission
rate data is a serious concern not only for collisional radiative models but also for coronal
models. In the coronal model, the level population distribution and line ratio analysis
are simple functions of the collisional excitation rate from the ground state and the total
spontaneous emission rate from the upper level. Denoting the upper-level population as
Nu and the ground level population as Ng, Nu is written as a function of the collisional
excitation rate Cgu and the sum of all spontaneous emission rates to the lower level j Auj
as follows:

Nu = Ng
Cgu

∑j Auj
. (3)

The uncertainty in Auj influences the determination of the level population distribu-
tion and, therefore, the line ratio analysis. The issue of uncertainties in the spontaneous
emission rates is demonstrated in Section 3.1, where the sensitivities of different CR models
are discussed.

Table 1. Oscillator strengths of neutral argon levels (2p3). The top row contains the upper level, and the 1st column contains
the lower level. The 2nd column shows the oscillator strength, the 3rd column shows the ratio of various sources to the
evaluated NIST or BSR values, and the 4th column shows the data source. The ratios deviating substantially from unity are
marked in red.

2p3

Ω Ratio Data
Source Ω Ratio Data

Source Ω Ratio Data
Source

1s5

0.029 NIST

1s4

0.115 NIST

1s2

0.394 BSR

0.037 1.31 MCDHF 0.150 1.30 MCDHF 0.494 1.25 MCDHF

0.021 0.74 LANL 0.109 0.95 LANL 0.528 1.34 LANL

0.036 0.96 WISC 0.124 0.83 WISC 0.445 0.90 WISC

0.047 2.21 FAC 0.146 1.34 FAC 0.317 0.60 FAC
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Table 2. Oscillator strengths of neutral argon levels (2p1) from various sources. The ratios deviating substantially from
unity are marked in red.

2p1

Ω Ratio Data Source Ω Ratio Data Source

1s4

0.0005 NIST

1s2

0.1250 NIST

0.0011 2.10 MCDHF 0.1529 1.22 MCDHF

0.0052 9.87 LANL 0.1494 1.20 LANL

0.0030 2.71 WISC 0.1350 0.88 WISC

0.1088 20.97 FAC 0.0021 0.01 FAC

Table 3. Oscillator strengths of neutral argon levels (3p9) from various sources. The ratios deviating substantially from
unity are marked in red.

3p9

Ω Ratio Data
Source Ω Ratio Data

Source Ω Ratio Data
Source

1s5

0.004 NIST

3d4′

0.073 NIST

3d1′′
0.112 LANL

0.006 1.75 LANL 0.209 2.87 LANL 0.004 0.04 WISC

0.005 1.40 WISC 0.180 2.47 WISC 0 0 FAC

0.007 1.19 FAC 0.029 0.39 FAC

2s5

0.718 MCDHF

3d3

0.007 NIST

3d4

0.083 LANL 0.651 0.91 LANL

0.000 0.01 LANL 0.060 0.72 WISC 0.715 1.00 WISC

0.009 1.30 WISC 0.003 0.03 FAC 0.936 1.30 FAC

Table 4. Oscillator strengths of neutral argon levels (3p6) from various sources. The ratios deviating substantially from
unity are marked in red.

3p6

Ω Ratio Data
Source Ω Ratio Data

Source Ω Ratio Data
Source

1s5

0.004 NIST

3d4

0.092 LANL

3d2

0.000 LANL

0.006 1.59 LANL 0.088 0.95 WISC 0.001 2.17 WISC

0.005 1.38 WISC 0.001 0.01 FAC 0.000 0.84 FAC

0.002 0.43 FAC

3d1′′
0.011 LANL

3s1′′′′
0.002 LANL

1s4

0.001 NIST 0.004 0.35 WISC 0.009 5.74 WISC

0.001 0.98 LANL 0.015 1.34 FAC 0.000 0.22 FAC

0.002 1.41 WISC
3s1′′

0.008 LANL

0.003 1.88 FAC

2s5

0.416 MCDHF 0.001 WISC

1s2

0.000 NIST 0.358 0.86 LANL

3s1′′′
0.118 LANL

0.000 1.46 LANL 0.389 0.94 WISC 0.042 0.36 WISC

0.000 8.03 FAC 0.235 0.66 FAC 0 0 FAC

3d5

0.053 LANL

2s4

0.006 MCDHF

2s2

0.201 MCDHF

0.036 0.68 WISC 0.008 1.29 LANL 0.173 0.86 LANL

0.010 0.18 FAC 0.008 1.26 WISC 0.215 1.07 WISC

3d3
0.162 LANL 0.698 85.31 FAC 0.004 0.02 FAC

0.077 WISC 3s1′ 0.019 LANL
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Table 5. Oscillator strengths of neutral argon levels (3p1) from various sources. The ratios deviating substantially from
unity are marked in red.

3p1

Ω Ratio Data
Source Ω Ratio Data

Source Ω Ratio Data
Source

1s4

0.00001 BSR

2s4

0.19130 MCDHF

2s2

0.0037 MCDHF

0.00015 13.90 LANL 0.17222 0.90 LANL 0.0016 0.43 LANL

0.00391 358.26 FAC 0.16800 0.88 WISC 0.0080 2.15 WISC

1s2

0.00361 NIST 0.11080 0.64 FAC 0.0761 20.48 FAC

0.00660 1.83 LANL
3d2

2.088e−16 LANL
3s1’

0.2024 LANL

0.00600 1.66 WISC 0.01800 8617.39 WISC 0.0340 0.17 WISC

0.00448 0.68 FAC 0.01256 6013.02 FAC

Table 6. Oscillator strengths of neutral argon levels (5p5) from various sources. The ratios deviating substantially from
unity are marked in red.

5p5

Ω Ratio Data
Source Ω Ratio Data

Source Ω Ratio Data
Source

1s4 0.0010 FAC 3s1’ 0.0067 FAC 5d5 0.0569 FAC

1s2
0.0003 NIST 3s4 0.0014 FAC

4s4
0.2336 MCDHF

0.0016 4.98 FAC 4d2 0.0007 FAC 0.0416 0.18 FAC

3d1 0.0002 FAC 4s1’ 0.1134 FAC 5d2 0.2246 FAC

2s2 0.0059 FAC 3s1 0.0974 FAC

2.4. Collisional Excitation

Collisional excitation cross-sections are taken from the following five data sources
available at the LXCAT website (https://fr.lxcat.net, accessed on 2 November 2021) in
addition to the LANL and FAC data: Biagi [30], BSR [31], IST [32], Puech [33], and NGFS-
RDW [34]. Measured optical emission cross-sections [35–37] have been frequently used in
OES analyses. Apparent cross-sections or optical emission cross-sections are not appro-
priate for use in the CR model, as these cross-sections include population cascades from
other levels. These can be used under strictly coronal conditions; however, only direct
cross-sections should be considered in the CR model. The BSR data are known to be most
accurate for neutral and near-neutral systems, and the data for neutral argon have been
favorably evaluated through cross-section measurements of metastable and ground state
excitation to 4p levels by Boffard et al. [3]. However, the available BSR data [31] are limited
to the Paschen 3s (3p5 5s) levels. Paschen 3p (3p5 5p) data from the Puech database by
Puech and Torchin [33] and the IST data (IST-Lisbon database) [32] are available. A few
transitions to 3p5 4d, 5d, and 6d levels from the ground state are available from the Biagi
database [30]. NGFSRDW data are calculated by the relativistic distorted wave (RDW)
method [34], and either the distorted wave calculations or first-order many body theory
are used. The distorted wave method is used for the FAC data. A perturbative approach,
such as RDW/DW methods, produces larger direct cross-sections when compared with
the BSR cross-sections, even when the BSR includes resonance contributions by cascades
through highly excited states.

The cross-sections of a few transitions are compared for eight data sources for the
low-lying levels in Figure 1. The comparison shows that the cross-sections differ by a factor
of two or more for most transitions in different data sources. A better agreement is found
for forbidden transitions, but, for most transitions, the agreement is not good. The BSR data

https://fr.lxcat.net
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tend to lie below most other data sources, and the NGFSRDW and Boffard data generally
lie higher than the other data. Perturbative methods are known to provide slightly higher
cross-sections than non-perturbative methods, such as the R-matrix method. The FAC
data show fast-decaying cross-sections. At the temperatures of interest, 0.5 eV–3 eV, the
threshold values determine the rate coefficients. This is problematic, as transition data
involving high-lying levels are only available from the FAC data calculated from the
distorted wave method, which is known to be less accurate near threshold values and
more accurate at high energies. The FAC data are scaled down by a factor of 10 after
comparing them with higher quality datasets for the available transitions. Van Regemorter
cross-sections are used if the oscillator strengths are available [38]. In this model, we
adopted the BSR dataset as the base dataset and used other data sources for the missing
transition data in the order of Biagi, Puech, IST, Boffard, NGFSRDW, LANL, and FAC. Van
Regemorter cross-sections were also compared and used for the missing transition data. As
demonstrated in Section 3.1, the level population distribution and line ratios are sensitive
to the completeness of the collisional transition data, as well as the accuracy of the data.
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Figure 1. Comparison of collisional excitation cross-sections from the ground state to Paschen levels
2p1 (upper) and 3d’4 (forbidden transition) (lower) for various available sources.
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2.5. Ionization and Recombination

Bound-free transitions, collisional ionization, radiative recombination, dielectronic
recombination (DR), and collisional recombination are considered in the model. The
ionization rate coefficient from the ground state is taken from the Biagi database. The BSR
and LANL cross-sections are compared with the Lotz formula [39]. The DR rate coefficient
is obtained from Mazzotta et al. [40]. FAC datasets are used for the collisional ionization
data and radiative recombination data for all excited states.

3. Results
3.1. Sensitivity to Model Completeness

Six CR models, shown in Table 7, are compared to demonstrate the sensitivity of
the line ratio analysis to the scope and completeness of the atomic datasets used in the
model. Base model A utilizes BSR, Biagi, and Puech collisional data from LXCAT and
Van Regemorter cross-sections [38] using NIST oscillator strengths (NIST-VR). LANL and
FAC refer to collisional data by LANL code and FAC code. MCDHF-VR/LANL-VR/FAC-
VR refers to Van Regemorter collisional data using the MCDHF/LANL/FAC oscillator
strengths. MCDHF-GF/LANL-GF/FAC-GF refers to the MCDHF/LANL/FAC oscillator
strengths to be used in addition to the NIST oscillator strengths. Model B adds LANL/FAC
collisional data in addition to the base model A. Model C adds oscillator strengths from
MCDHF and LANL code to model B. Model D adds oscillator strengths from the FAC code
to model C. Model E utilizes the base model A and adds only Van Regemorter collisional
data using MCDHF/LANL/FAC oscillator strengths. Model F is our final and most
complete model, as well as includes the LANL/FAC collisional data and Van Regemorter
data using the available oscillator strengths.

Table 7. Total number of transitions included in the 6 models.

A B C

BSR 441 A model 768 B model 17,256

Biagi 11 LANL 846 MCDHF-GF 999

Puech 10 FAC 15,411 LANL-GF 999

NIST-VR 306 Total 17,256 Total 18,255

Total 768

D E F (Complete Model)

C model 18,255 A model 768 D model 30,787

FAC-GF 12,532 MCDHF-VR 496 MCDHF-VR 496

Total 30,787 LANL-VR 624 LANL-VR 624

FAC-VR 13,937 FAC-VR 13,937

Total 15,825 Total 45,844

The calculated line ratios of 425.9 nm/750.4 nm analyzed by Boffard et al. [1] are
compared to demonstrate the sensitivities of the CR model to the model completeness.
The 425.9 nm line corresponds to the transition between 3p5(2P◦1/2)4s 2[1/2]◦1 (Paschen 1s2)
and 3p5(2P◦1/2)5p 2[1/2]0 (Paschen 3p1) states. The upper level Paschen 3p1 level is pop-
ulated from the ground state, and the cross-section is provided by the Puech data. The
750.4 nm line corresponds to the transition between 3p5(2P◦1/2)4s 2[1/2]◦1 (Paschen 1s2)
and 3p5(2P◦1/2)4p2[1/2]0 (Paschen 2p1) states. The upper-level Paschen 2p1 level is pop-
ulated from the ground state, and the cross-section is provided by the BSR data. The
cross-sections to the upper levels 3p1 and 2p1 from the ground state stay the same for
all 6 models; however, the line ratio of 425.9 nm/750.4 nm changes significantly, as the
additional transitions to other levels are included in the model. In Figure 2, the line ratios
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are plotted as a function of the electron temperature Te and electron density Ne of 108 cm−3.
The addition of LANL/FAC collisional data in model B do not change the line ratio of
425.9 nm/750.4 nm significantly. However, when the oscillator strengths (i.e., spontaneous
emission rates) of the MCDHF/LANL/FAC data are added to the model, the ratio de-
creased by more than a factor of 2. As the additional oscillator strengths are included for
Van Regemorter rates, the ratio decreased even further, and the results are closer to the
measured data [41,42] in Section 4.1 and to the calculations performed using the measured
optical emission cross-sections by Boffard et al. [1]

The comparison in Figure 2 shows the importance of including all relevant sponta-
neous emission rates when calculating the line ratios at the coronal conditions, such as
Ne = 108 cm−3 considered here. Figure 3 shows quite different trends in the line ratio
comparisons at Ne of 1013 cm−3, the highest density case of this investigation. The line
ratio is much closer among different models, as collisions make the level population dis-
tributions deviate from the coronal limit by increasing the collisional depopulation to be
comparable with the spontaneous emission rates. All five models (model B–model F) are
closer to the measured data [41,42] in Section 4.1, slightly below the coronal calculations of
Boffard et al. [1].
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Figure 2. Line ratios of Ar 425.9 nm and 750.4 nm as a function of Te at Ne = 108 cm−3 for six models
considered in this work. Simulation results were compared with the calculations by Boffard et al. [1]
and the measured data [41,42].

A CR model should converge to a coronal limit if Ne is sufficiently low and the line
ratio is independent of Ne. However, as Ne increases, the line ratio deviates from the ratio at
the coronal limit, as demonstrated for the line ratio of Ar 357.2 nm/Ar 425.9 nm in Figure 4.
The transition at Ar 357.2 nm corresponds to the transition between the 3p5(2P◦1/2)4s
2[1/2]◦1 (Paschen 1s2) and p5(2P◦3/2)7p 2[1/2]0 (Paschen 5p5) states. Unfortunately, there is
no reliable collisional data from the ground state to the 5p5 level, except for the measured
optical emission cross-section for the transition from the 5p5 level to the 1s2 level. The
optical emission cross-section is 4.6 × 10−20 cm2 at 25 eV [35]. The direct excitation
cross-section is related to the sum of all optical emission cross-sections of transitions
originating from the 5p5 level, as follows. The branching ratio of the 357.2 nm transition
is roughly 1/3; hence, a factor of 3 may be chosen as the apparent cross-section of the
5p5 level. Then, the apparent cross-section is the sum of the direct cross-section and
cascade contribution, and the direct cross-section should be greater than 4.6 × 10−20 cm2

but smaller than 3 times 4.6 × 10−20 cm2. Hence, the BSR cross-section was scaled to
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be approximately 8.5 × 10−20 cm2 at 25 eV was used. The line ratios are compared
with the measurements and calculations by Boffard et al. [1] in Figure 4 as a function
of Ne. All 6 models showed very large differences in the results of the line ratio of
Ar 357.2 nm/Ar 425.9 nm at Te = 2 eV. The decreasing trend of the line ratio with Ne agrees
with the Boffard data.
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Figure 3. Line ratios of Ar 425.9 nm and 750.4 nm as a function of Te at Ne= 1013 cm−3 for the six
models considered in this work. Simulations were compared with calculations by Boffard et al. [1]
and the measured data [41,42].
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Figure 4. Comparison of line ratios of Ar 357.2 nm and 425.9 nm between simulations and values
reported by Boffard et al. [1] at Te = 2 eV.

The most complete model F agrees best with the Boffard data, although the absolute
value differs by approximately 20–30%. This is likely to be attributed to the uncertainties in
the spontaneous emission rates, as well as collisional rates involving the 5p5 level, as most
transition data involving this level are from the FAC code. Although quite sensitive to
Ne, the line ratios are found to be insensitive to Te under 4 eV, the maximum temperature
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considered in the simulations. In the following results, we use the most complete model F
as our model for discussion.

3.2. Radiation Trapping Effects

The effects of radiation trapping on the line intensities and ratios are discussed in
the context of the measured pressure dependence of optical emission cross-sections for
the selected levels of Ar by Boffard et al. [1]. Radiation trapping for Paschen 2px − 1sy
(x = 1− 10, y = 2− 5) lines is attributed to the large number of atoms in the 1s metastable
and resonance levels, direct trapping from the ground state, or indirect contributions due
to cascades from the higher resonance levels. It was suggested to use Ar np1 and np5 levels
(both J = 0) to avoid the radiation trapping effects because the optical excitation from the
metastable state is weak.

The radiation trapping effects are functions of parameters, such as atomic density, ther-
modynamic conditions, plasma size, line shapes, etc. To investigate the radiation trapping
effects, we assume the following: First, the atomic density or gas pressure is the most impor-
tant parameter influencing the trapping effects, and it is fixed at 1013 cm−3 in our comparison.
Second, different Ne and Te will produce different lower level population distributions; there-
fore, we compares the lines for the same density and temperature to maintain the lower-level
population the same for comparison. Third, the length of the line of sight increases the optical
depth and, hence, the radiation trapping effect linearly, which allows the comparison of the
radiation trapping effect in a straightforward manner. Finally, different line shape profiles can
modify the optical depths and, hence, the radiation trapping effect. In this investigation, the
line shape is calculated for the Doppler profile and is, therefore, fixed.

Figures 5 and 6 compare the ratios of the line intensities of 451.1 nm and 750.4 nm with
(10 cm plasma size) and without the radiation trapping effect as a function of Te for the
electron densities of 108 - 1013 cm−3. If the radiation trapping effects are insignificant, the
ratios of line intensity for the 10 cm case and the optically thick case will be close to unity.
The ratios deviate from 1 more significantly for 451.1 nm emitted from the 2p5 level than
for 750.4 nm emitted from the 2p1 level for Ne below 1012 cm−3. A slight Te dependence
on the radiation trapping effects was observed in the case of 451.1 nm, and the lower Te
ratios deviated further away from unity. As Ne increases further, collisions change the
ground and metastable level population significantly, and the combined effects drive the
line intensities away from the coronal limit and the optically thin case.
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Figure 5. Comparison of intensity ratios of 451.1 nm with (10 cm plasma size) and without radiation
trapping effect (optically thin case) for different electron densities and temperatures.
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Figure 6. Comparison of intensity ratios of 750.4 nm with (10 cm plasma size) and without radiation
trapping effect (optically thin case) for different electron densities and temperatures.

In OES analysis, the radiation trapping effects are usually considered with the gas
pressure. It is a dominant factor, but the radiation trapping effects should be considered
with all factors that influence the population kinetics, for example, gas density, Ne, and
Te, as well as the length of the line of sight. In addition, if wall recombination and
quenching, or two-temperature distribution effects are combined, the radiation trapping
effects may be even more dramatic because these effects modify the lower-level population
distribution significantly.

3.3. Non-Maxwellian Electron Energy Distributions

Plasmas are frequently found to deviate from a single temperature Maxwellian electron
energy distribution. It is useful to understand how line intensities change with non-thermal
electron energy distribution functions. We compares two cases: (1) 99% bulk Te of 1–4 eV
and 1% of 10 eV non-thermal electrons and (2) 60% bulk Te of 1–4 eV and 40 % of 0.1 eV
cold electrons for different electron densities. Radiation trapping was not considered. The
first example involves the observation of the effects of 1% 10 eV non-thermal electrons on
line ratios of 99% 1–4 eV electron plasmas for a range of electron densities.

Figure 7 shows the ratios of the enhancement due to hot electrons. The ratios of the
two lines in the analysis can remain the same if the two line intensities are enhanced by the
same factor. In this case, the ratio of the enhancement is close to unity; therefore, the line
ratios can be used as a robust diagnostic of the bulk plasma conditions regardless of the
existence of small fractions of Non-Maxwellian electrons. Comparing the two line ratios,
357.2 nm/425.9 nm and 425.9 nm/750.4 nm, we find that the former is rather insensitive to
the addition of 1% hot electrons, whereas the latter is modified significantly at 1–2 eV. The
changes in the ratio become smaller as Ne becomes higher.

In summary, if Ne is high and Te is high, the effect of 1% 10 eV electrons will be
negligible, and the line ratios can be used as a bulk temperature diagnostic. The commonly
used line ratios of 425.9 nm/750.4 nm are shown to be more sensitive to the addition of
hot electrons; hence, one should be cautious when using this line ratio as a bulk tempera-
ture diagnostics. Investigation of the population mechanisms revealed that the cascades
from high-lying states are significant for low-lying states, such as 2p1, the upper level of
750.4 nm. The population cascades increase the enhancement significantly at low tempera-
tures, leading to a large enhancement in the line intensity and deviation from the single Te
line ratio of 425.9 nm/750.4 nm.
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Figure 8 shows that the ratios of line intensity ratios are rather insensitive to the
40% cold electrons when Ne is sufficiently low. Contrary to the expectation that the line
intensities will be reduced due to lower collisionalities, the line intensities are enhanced in
the case of 2–4 eV. The ground state population is found to have significantly changed by
adding 40% cold electrons in the case of 2–4 eV, where the ground state of neutral atoms
is mostly ionized (without wall effects). With the cold electrons, the collisional ionization
rate is 40% smaller while radiative recombination and dielectric recombination are higher,
which leads to a lower charge state distribution and, hence, higher ground-state population
of neutral atoms. Therefore, reduced high-lying and ionized state populations result in
reduced cascades from those states and increase the validity of the coronal models for line
ratio analysis. The modified line ratios with 40% cold electrons are lower than that in the
single temperature case, whereas those with 1% 10 eV non-thermal electrons are generally
higher than that in the single temperature case.
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Figure 7. Comparison of the ratios of line ratios of 357.2 nm/425.9 nm and 425.9 nm/750.4 nm with
1% 10 eV non-thermal electrons to those of lines with single-temperature electrons under various
plasma conditions.
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Figure 8. Comparison of the ratios of line intensity ratios of 357.2 nm/425.9 nm and 425.9 nm/
750.4 nm when 40% 0.1 eV cold electrons exist to the line ratios with only thermal electrons.
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3.4. Wall Recombination and Quenching Effects

All the investigations in the previous subsections are performed without considering
the boundaries, that is, the wall effects. However, processing plasmas is unique in the
sense that the steady-state operation of the plasma is sustained by externally applied
fields compensatory energy and particle losses by the wall or boundaries. The main
function of the wall in terms of population kinetics is to provide a substantial amount of
recombination to the plasma. In general, argon plasmas at 2 eV and Ne of 1013 cm−3 should
ionize substantially to the singly ionized system considering the atomic ionization and
recombination rate coefficients. However, Langmuir probe measurements show that the
degree of ionization is as low as 1%.

This introduces a difficulty in building a general CR model because the charge balance
should be coupled with the diffusion of atoms to the wall and the spatial distribution of
plasma conditions established by wall contact [7,10]. Because the diffusion and spatial
behavior of plasmas is out of the scope of this work, we focus on the effect of wall re-
combination on the line ratio analysis. The main influence is the reduction in the charge
state population; consequently, the cascades from the ionized states through Rydberg
or high-lying states are significantly reduced, as well. To investigate the effect of wall
recombination on the line ratios, we added an ad-hoc wall recombination rate to the total
recombination rate to make the charge states comparable to those from the Langmuir
probe measurements.

As expected from the fact that the wall recombination reduces the ionization, which
in turn increases the ground state population, the modified line ratios have similar trends
to those in the case of 40% cold electrons, as shown in Figure 9. There is a slight difference
in that the enhancement is similar for all lines because only the ground state population
changes, whereas, with the 40% cold electrons, the collisional rates change according to
the bulk electron temperatures. The ratio of line intensity ratios will be close to unity if
the wall effects are negligible. As shown in Figure 9, the commonly used line ratios of
357.2 nm/425.9 nm and 425.9 nm/750.4 nm are not significantly affected by wall recombi-
nation for low Ne cases, where the coronal approximation is relatively good.
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Figure 9. Comparison of the ratios of line intensity ratios for 357.2 nm/425.9 nm and 425.9 nm/
750.4 nm with wall recombination to the line ratios without wall recombination.
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Additionally, it is noted that the wall contact changes the metastable population
distributions. Metastable state populations play an important role in stepwise excitation
and ionization as Ne increases. Therefore, the quenching of the metastable population
distribution could be very important in line ratio analysis. The wall quenching rate is as-
sumed to be the same as the wall recombination rate, assuming that the wall recombination
and quenching rates are a function of the diffusion velocity of particles regardless of their
quantum state in this comparison. The results show that the quenching of metastable states
did not result in any significantly greater difference than the wall recombination. The line
ratios were modified in the same way as that in the case of wall recombination for 357.2 nm,
425.9 nm, and 750.4 nm. It is cautioned that lines sensitive to metastable populations are
likely to be affected to a greater extent by wall quenching.

4. Discussion

We use the CR model to analyze OES measurements and discuss spectroscopic diag-
nostic of low temperature plasmas in this section. The CR models are built using several
combinations of atomic datasets described in the previous section. Unfortunately, the uncer-
tainties of the atomic datasets are large, and most transition data beyond the 3p5 5s levels
are not evaluated as discussed in the previous section. Therefore, it is difficult to evaluate
the accuracy of the CR model applied to the line-ratio analysis. One may be tempted to
choose a set of atomic data to best reproduce the experimental dataset. However, because
spectroscopic measurements are influenced by many factors, such as non-thermal electron
energy distributions, radiation trapping, wall neutralization and quenching, and collisions
with atoms and other impurities in the plasmas, determining the quality of atomic datasets
based on plasma spectroscopic measurements is not appropriate. Instead, we investigated
the model sensitivities due to different atomic datasets and model completeness and exam-
ined the effects of these factors on the line ratio analysis to establish the uncertainties of
spectroscopic diagnostics. In this section, we compare our CR model with measurements
where the electron density Ne and temperature Te are measured by Langmuir method.
This comparison will help identify robust diagnostic line ratios that can be used to collect
plasma information. For the simulations discussed below, the plasma conditions are fixed
at a gas density of 1013 cm−3, and the electron density Ne and temperature Te are varied
in the range of 108–1013 cm−3 and 1–4 eV, respectively. The size of the plasma is zero in
all the results, except for the comparisons of the radiation trapping effects, which used a
10 cm plasma size.

4.1. Comparisons with Optical Emission Spectroscopy Measurements

The final and the complete CR model (F model) is compared with the measured line
ratios of the spectra from inductively coupled plasma (ICP) and capacitively coupled
plasmas (CCP). The capacitively coupled plasmas (CCP) had an argon gas pressure of
20 mTorr and RF power of 200–700 W. The Langmuir probe measurements indicate that
the electron densities change from 1 × 1010 cm−3 to 2.5 × 1010 cm−3 and electron tem-
peratures stay constant at −3.2 eV over the RF power variation assuming Maxwellian
distribution. The inductively coupled plasma (ICP) conditions measured by the Langmuir
probe vary from 5 × 1010 cm−3 to 2 × 1011 cm−3. and 1.5 to 2.5 eV, depending on the
change in gas pressure from 6 mTorr to 20 mTorr. The Langmuir probe measurements for
inductively coupled plasma (ICP) and capacitively coupled plasmas (CCP) are shown in
Figures 10 and 11, respectively.
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Figure 10. Langmuir probe measurements of electron density and temperature as a function of RF
power in the CCP plasma. The gas pressure was fixed at 20 mTorr.
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Figure 11. Langmuir probe measurements of electron density and temperature as a function of gas
pressure in the ICP plasma. The input power was fixed at 500 W.

The CR calculations are performed for the experimental conditions of density and
temperature. The plasma size is assumed to be 1.7 cm from the D-gap of 3.4 cm for CCP
plasmas, and the wall recombination is added to make the degree of ionization very low, as
observed. A single Te was assumed. The CR results are compared with the CCP OES data
measured from the experimental features in Figure 12. The CR results are compared with
the ICP OES data for the 425.9 nm and 750.4 nm line ratios. It is noted that Ne changes from
5 × 1010 cm−3 to 2 × 1011 cm−3. The line ratio of 425.9 nm and 750.4 nm is sensitive to
Ne above 1 × 1011 cm−3. Figure 13 shows the comparison between the CR results and ICP
data for Ne = 1× 1010 to 1 × 1012 cm−3 with and without radiation trapping effects. This
shows that the dependence of the line ratio on Ne is different with and without radiation
trapping. With radiation trapping, the line ratio increases with Ne. In contrast, the optically
thin cases show that the line ratios decrease with increasing Ne. The measured line ratios
are slightly lower than the CR results. The trend with increasing Ne (decreasing Te) agrees
with the optically thin case.
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Figure 12. Comparison of line ratio of 425.9 nm/750.4 nm between CR results and CCP data for
Ne = 5 × 1010 cm−3 to 2 × 1011 cm−3. A slightly lower Te corresponds to a lower Ne and lower RF
power. The measured line ratios have some dependence on Ne, whereas the simulations do not.

Comparisons with the CCP and ICP data show that the single-temperature CR model
predicts the electron density and temperature ranges from the measured line ratios compa-
rable to the Langmuir measurements. The experimental conditions may be included in the
CR model as a refinement, such as the multi-temperature cases, different radiation trapping
conditions, or wall quenching ratios. However, the calculated line ratios do not change
dramatically from the single temperature values. The source of discrepancies between CR
results and ICP plasma data below 2 eV needs more investigation.

Figure 13. Comparison of line ratio of 425.9 nm/750.4 nm between CR results and ICP data for
Ne = 1 × 1010 to 1 × 1012 cm−3 with and without radiation trapping effects. A lower Te corresponds
to a higher Ne value. The optically thin case reproduces the measured line ratios better by producing
lower line ratios for higher Ne values, i.e., above 1 × 1011 cm−3.

5. Conclusions and Future Work

A CR model employing a complete set of atomic data is constructed to verify the
coronal approximation for the OES analysis in plasma processing. Atomic datasets consist
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of data from various sources, mainly from NIST atomic spectroscopy databases and LXCAT
databases. Low-lying states have relatively reliable atomic data from the evaluated NIST
data and BSR collisional data. The data for the high-lying state are provided by the LANL
and FAC code data, which introduce uncertainties in the analysis of lines originating
from those levels. Comparisons of six models with different atomic datasets show that
it is critical to have a complete set of atomic data to ensure reasonable and credible line
intensities and, hence, line ratios for application in OES.

A non-LTE kinetics code, NOMAD, is used to solve the rate equations for the level
population distributions. The code contains time-dependent population kinetics options,
radiation trapping effects, and multi-temperature options. The line ratios change when
the radiation trapping effects are included and non-thermal electrons are considered. Wall
recombination and quenching do not affect the line ratios if the coronal approximation
is valid for the plasma conditions. It is found that, for electron densities >1012 cm−3,
the plasma is in the CR regime, and the coronal approximation is not valid; therefore,
line ratio analysis should consider plasma conditions, such as multi-temperature effects,
radiation trapping, wall recombination, and quenching. Comparisons with the CCP
and ICP OES measurement show that our CR model yields comparable result with the
Langmuir probe measurements of the plasma conditions. In this study, we focus on only a
few line ratios analyzed by Boffard et al. [1] and others [2]. In the future, additional line
ratios will be studied to provide electron temperature and density diagnostics over a wide
range of plasma conditions, particularly with greater focus on wall recombination and
quenching rates.
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