
 International Journal of

Geo-Information

Article

Joint Promotion Partner Recommendation Systems Using Data
from Location-Based Social Networks

Yi-Chung Chen 1,* , Hsi-Ho Huang 2, Sheng-Min Chiu 2 and Chiang Lee 2

����������
�������

Citation: Chen, Y.-C.; Huang, H.-H.;

Chiu, S.-M.; Lee, C. Joint Promotion

Partner Recommendation Systems

Using Data from Location-Based

Social Networks. ISPRS Int. J. Geo-Inf.

2021, 10, 57. https://doi.org/

10.3390/ijgi10020057

Academic Editor: Wolfgang Kainz

Received: 30 October 2020

Accepted: 27 January 2021

Published: 30 January 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Industrial Engineering and Management, National Yunlin University of Science and
Technology, Yunlin 640301, Taiwan

2 Department of Computer Science and Information Engineering, National Cheng Kung University,
Tainan 701401, Taiwan; P76024164@ncku.edu.tw (H.-H.H.); P78081015@ncku.edu.tw (S.-M.C.);
leec@mail.ncku.edu.tw (C.L.)

* Correspondence: chenyich@yuntech.edu.tw

Abstract: Joint promotion is a valuable business strategy that enables companies to attract more
customers at lower operational cost. However, finding a suitable partner can be extremely difficult.
Conventionally, one of the most common approaches is to conduct survey-based analysis; however,
this method can be unreliable as well as time-consuming, considering that there are likely to be
thousands of potential partners in a city. This article proposes a framework to recommend Joint
Promotion Partners using location-based social networks (LBSN) data. We considered six factors
in determining the suitability of a partner (customer base, association, rating and awareness, prices
and star ratings, distance, and promotional strategy) and developed efficient algorithms to perform
the required calculations. The effectiveness and efficiency of our algorithms were verified using the
Foursquare dataset and real-life case studies.

Keywords: joint promotion; recommendation systems; location-based social network; check-ins

1. Introduction

With the gradual saturation of the global market, the costs of marketing are contin-
uously rising in many industries. For instance, because large-scale chain stores depend
on stable markets and increasing customer loyalty, these firms must spend increasingly
more on marketing to retain customers or attract new customers. Local businesses are
also losing customers to large transnational or domestic chain stores that feature lower
prices. This market scenario is even more difficult for start-ups, who must invest heavily
in advertising themselves to a saturated market. In view of this, many researchers in the
field of commerce have begun to discuss ways of reducing marketing costs and increasing
marketing visibility, and joint promotion [1–3] has emerged as one of the most effective.
The concept of joint promotions is the collaboration of two businesses to attract consumers
with special offers. For example, a coffee shop may cooperate with a nearby bakery, because
the bakery and coffee shop share a customer base (primarily of women). Customers of the
bakery learn of special offers made available by the coffee shop, enabling the latter to gain
more exposure. Those making purchases of over $10 at the bakery will receive a coupon for
a free small coffee from the coffee shop, or they can get a 50% discount at the coffee shop
with any sales receipt issued from the bakery. These benefits may attract bakery customers
to the coffee shop. This kind of collaboration enables businesses to promote themselves to
new customers without incurring additional marketing costs. Joint promotion has thus
become a primary marketing method for many businesses.

To conduct effective joint promotion campaigns, firms need to select suitable partners.
The right joint-promotion partner effectively enhances a firm’s exposure and achieves
marketing goals, whereas an unsuitable partner would likely not increase exposure for the
firm and could even have negative marketing effects. At present, the most common way of
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seeking joint promotion partners is to conduct market surveys [4–6], the process of which
usually includes two major steps. In the first step, POI owners conduct market surveys
to understand who their consumers are, including characteristics such as age and gender.
In the second step, the survey results are analyzed to identify suitable partners for joint
promotion. However, this process is subject to the following limitations: (1) conducting
surveys and analyzing the results are extremely time-consuming. (2) The consumers willing
to participate in the market survey may be small in number, so the representativeness of
the results is limited. (3) POI owners often use free gifts or raffles as a means of tempting
consumers to complete their surveys; this can however reduce the credibility of the survey
results. (4) In downtown areas where store densities are high (such as in Manhattan, New
York City), there could be over a thousand stores within a 1.5-kilometer radius, making
comprehensive evaluation difficult. Therefore, a novel system to assist POI owners in
finding suitable partners for collaboration would be useful.

This study developed the Joint-Promotion-Partner Recommendation System (JPPRS)
based on datasets from location-based social networks (LBSNs) such as Gowalla, Foursquare,
and Facebook to assist POI owners in identifying the top-k most suitable joint promotion
partners. To the best of our knowledge, no previous work exists on this topic. LBSN
datasets generally record basic demographic profiles for their users, including age and
gender, and the activity records that each user willingly uploads, including places they
have been and their ratings, serve as a valuable reference for firms. More importantly,
LBSNs examine the relationships between people and geographical space, which includes
information such as business names and the exact coordinates of business locations. Analy-
sis of this kind of data offers a valuable source of information relevant to joint promotions.
The following important questions can be answered through such an analysis: (a) Do two
given businesses have customers in common? (b) Are their customers close in age? (c) Do
the two businesses have similar ratings? (d) How far apart are the two businesses? These
characteristics of LBSN datasets offer the following advantages: (1) The LBSN datasets
already exist; therefore the time-consuming process of data collection is eliminated; (2)
The amounts of user data within LBSN datasets far exceed the amounts that questionnaire
surveys could obtain, so the results of LBSN dataset analysis are more representative of
consumer needs; (3) The information left by users in LBSNs is provided willingly, so its
credibility is higher than that of information obtained using questionnaire surveys; (4)
LBSNs generally have comprehensive data on all businesses within a city, which means
even if a city is large and densely-packed, the difficulty of analysis will not be significantly
affected.

The points above rationalize the use of LBSNs to identify joint promotion partners for
certain POIs in JPPRS. However, we faced three significant challenges in the development
of the proposed method: (1) Most recommendation systems based on LBSN datasets
employ user-centered designs to calculate the scores of recommendation targets, and such
score calculation methods cannot be directly applied to the topic of this study. For instance,
Abowd et al. [7], Ye et al. [8], and Bao et al. [9] recommended POIs that users may like
based on the user preferences identified by LBSNs. Logesh et al. [10] and Huang et al. [11]
similarly employed user preferences to recommend reasonable travel routes to users.
Zheng et al. [12], DeScioli et al. [13], Zhu et al. [14], and Chen and Li [15] utilized LBSN
data to identify the opinion leaders that users may be influenced by in their decision-
making. Clearly, the methods developed by these papers are unlikely to be suitable for the
aims of this study. (2) The data fields used by different LBSNs may vary, so the proposed
method must be designed in such a way so as to suit the datasets of most LBSNs. (3) The
final objective of most recommendation systems is to offer suggestions to general users
via a webpage, which means the query time must be relatively short. Thus, reducing
computation time and complexity is a crucial issue.

In view of these challenges, we designed the proposed method with the following
conditions in mind: (1) The factors used to calculate the suitability between two businesses
must be available from data fields that most LBSN datasets share. (2) The factor calculation
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methods and query processes in the system must be easy to realize and complete within
a short period of time. Below, we introduce the factors and methods we applied to meet
these conditions. First, with regard to the calculation factors of collaboration suitability, we
reviewed a range of relevant papers to select the following six factors common to most LB-
SNs to calculate a collaboration suitability score: (1) customer base [16], (2) association [17],
(3) ratings and awareness [18], (4) prices and star ratings [19], (5) distance [20], and (6)
promotional strategies [21]. We define these factors in the following: (1) Customer base:
The collaborators should share a customer base in order for the collaboration to benefit
them both. Suppose that the market of a company mainly comprises young people. If
the market targeted by the company’s partner is also mostly young people, then their
promotions will appeal to the same group of consumers, thereby enabling them to enjoy
mutual benefit. (2) Association: Association between the collaborators can increase the
chance of consumers participating in promotional activities. It is reasonable to assume
that consumers that like to buy artisanal bread will also enjoy a professionally poured
coffee. Thus, joint promotions between the two are likely to be successful. Note that while
this is similar to the first point, it emphasizes common customers whereas the first point
emphasizes a shared customer base. (3) Ratings and visibility: In general, businesses
with similar ratings and visibility are more willing to cooperate with one another. For
example, a well-known bakery with a high rating will not be willing to collaborate with
a little-known coffee shop that has a low rating because doing so would damage their
own image. (4) Prices and star ratings: In most circumstances, if the collaborators have
similar prices and star ratings, they will be more willing to collaborate with one another,
and their promotions will receive a higher degree of acceptance from consumers. For
example, a five-star hotel is not likely to cooperate with a cheap snack stand, and even
if they did, consumers would not accept such a combination (consumers who stay at
expensive five-star hotels are less likely to eat from a cheap roadside stand). (5) Distance:
The distances between the collaborators should not be too far; otherwise, it will decrease
the willingness of consumers to frequent both establishments. Suppose one collaborating
shop is located at the northernmost end of a city, while the other is at the southernmost
end, which means a distance of 30 kilometers between them. Even if the two shops are very
popular with consumers, the cost of traveling from one to the other may exceed the benefits
of the promotion, which will cause consumers to disregard the discount. (6) Promotional
strategies: In joint promotions, determining promotional strategies is a crucial task. For
example, if a store wants to narrow the gap between them and their competitors, their
promotional strategies may be aimed at attracting the customers of their competitors. Note
that we consider only the above six factors in the planning of joint promotions. We opted
not to consider the time of consumption as a factor, due to the fact that the formation of
joint promotion alliances is not based on a desire to find individuals who shop during
the same period, but rather on a desire to find individuals in the same geographic area.
Furthermore, the six factors proposed above were selected based on common data fields. If
future users or system suppliers have access to more comprehensive LBSN datasets, they
can add the additional factors to increase the accuracy of the proposed method.

Next, to simplify and accelerate factor calculation and query processes, we designed
the following realization method, which includes an offline phase and an online phase.
The former performs pre-processing of the LBSN datasets obtained by the system supplier,
and the latter involves the results returned by the proposed method after a user has made
a query. In the offline phase, the proposed method first calculates the scores between
different businesses in the LBSNs and develops new data structures to store these scores so
as to reduce the waiting time of queries. In this phase, the proposed method uses simple
methods to complete the score calculations to reduce the establishment and maintenance
costs for system suppliers. In the future we plan to conduct simulations to verify that these
simple calculation methods are capable of achieving high recommendation accuracy. Of
course, if system developers are willing to pay more to establish and maintain the system,
they could use more complex calculation methods to increase recommendation precision.
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Next, in the online phase, we designed a new space search algorithm based on the data
structure used in the offline stage so that when users make a query, the most suitable
businesses nearby will be swiftly provided to them. Finally, we used a well-known social
network benchmark dataset (Foursquare) to verify the efficiency and effectiveness of the
proposed method. We conducted a series of experiments on this real-world dataset; the
results show that the proposed method exhibits high levels of performance in terms of
planned effectiveness and efficiency.

The contributions of this study are summarized in the following:

• Innovative recommendation system: The proposed recommendation system is the
first to exploit LBSN datasets to help POI owners search for suitable joint-promotion
partners. Compared to existing approaches (which rely on questionnaire surveys), the
proposed method produces results more swiftly, and these results are more accurate
and more representative.

• High adaptability of JPPRS to different LBSNs: The proposed method uses six factors
to calculate the collaboration suitability score of two businesses, and the data fields
needed to calculate these factors are available in most LBSN datasets. In other words,
the proposed method can be applied to most LBSN datasets.

• Excellent commercial potential of JPPRS: The proposed method was designed to take
into account the needs of recommendation system suppliers and the needs of POI
owners once the system is online. Thus, the realization algorithm of the JPPRS is very
simple and fast so that the system can be easily realized in the backend of websites. In
other words, this approach meets the needs of commercialization.

Despite the considerable advantages of the proposed method, in practice the accuracy
of its recommendations are subject to certain limitations. For instance, privacy has become
more widely discussed on social networking sites in recent years, making some users
unwilling to make their information public. As a result, the results of this recommendation
system may be controlled by the few who are willing to share their preferences and
movements. In addition, if non-LBSN dataset owners wish to apply this method, they may
encounter difficulties if LBSN service providers are unwilling to provide them with access
to their data. Finally, due to the development of the internet industry, there have been an
increasing number of users leaving fake comments on LBSNs, and these may cause the
results of the proposed system to lose accuracy. For readers or service providers looking to
develop similar systems, eliminating fake comments will be a crucial issue.

The remainder of this paper is organized as follows. Section 2 reviews related work,
and Section 3 presents the problem definition and the ideal format of the LBSN for the
proposed JPPRS. Section 4 introduces the framework of our system and details related
to the algorithms. Section 5 presents the experiment results, and Section 6 contains the
conclusions and future works of this study.

2. Related Work

In the following, we address the difference between social networks and LBSNs and
look at the process of obtaining data from them. We then discuss recommendation systems
based on LBSNs.

2.1. Overview of Existing Social Networks and LBSNs

Introduction to Social Networks and LBSNs: Social networking platforms can be
broadly classified into two categories according to the interface. We refer to the first cate-
gory as user-centric, in which users view messages posted by themselves, their friends, and
those they follow (e.g., Instagram [22] and Twitter [23]). We refer to the second category as
location-based social networks (LBSN), which use the features obtained from the global po-
sitioning system to locate the user and broadcast that location and other content from their
mobile device to others within the network (e.g., Facebook [24], Flickr [25], Gowalla [26],
and Foursquare [27]). Note that many commercial establishments appear in the posts on
user-centric networks; however, most of those pages are private accounts created by local
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business owners, and are therefore viewed simply as background information lacking a
personal connection to members of the network. More importantly, this type of private
commercial account makes up only a tiny percentage of the overall body of content.

Methods to Obtain Data from Existing Social Networks: Three methods are typically
used to obtain data from social networks: (1) Downloading public datasets; (2) Using
application programming interfaces (APIs); and (3) Using scrappers. The means by which
such data is acquired depends largely on the underlying objectives of the social networking
platform. Gowalla and Foursquare established datasets that were intended for academic
research purposes. All of the data was de-identified and compiled into open datasets,
which could be freely downloaded by scholars. Those public datasets were widely used in
early studies on social networks. Gan and Gao [28], Naserian et al. [29], and Cao et al. [30]
used the Foursquare dataset to verify the applicability of their location-based recommenda-
tion systems. Jiao et al. [31] used the Gowalla and Foursquare datasets to simulate travel
decision-making processes in order to recommend POIs for users. Using the Gowalla
and Foursquare datasets, Kang et al. [32] demonstrated the applicability of LBSN data
in recommending locations for online-to-offline commerce. Wei and Zhang [33] used the
Foursquare dataset to demonstrate their recommendation systems based on consumption
habits within LSBNs. Pan and Zhang [34] used the Gowalla dataset to assess the effective-
ness of their personalized recommendation system for e-commerce. Note that Gowalla
and Foursquare were established before internet privacy became a pressing issue. The
evolution of Facebook, Flickr, and Twitter was determined largely by the issue of internet
privacy, which moved from a niche topic to a subject of widespread concern. Initially,
these platforms provided free APIs by which scholars could access rich datasets capable
of generating highly representative results. For example, Bian and Holtzman [35] used
Facebook data to develop an online friend recommendation algorithm. Chen and Fong [36]
used a survey dataset provided by the Facebook Project to design a recommendation sys-
tem. Clements [37] used the Flickr dataset to predict user travel behavior. Lately however,
these platforms have begun limiting the data available to APIs, and network members
now have the option to label their data as open or private. As a result, resulting datasets
are incomplete and the research findings are far less representative [38–41]. This situation
makes it far more difficult for researchers to obtain data from these platforms. Asukai and
Yamamoto [42] were only able to use data collected from authorized twitter accounts in
their development of a recommendation system for group meeting places during events.
Singh et al. [38] had to use multiple Twitter API keys to overcome the rate limits and
thereby obtain the continual information required for their research. Vesdapunt [41] had
to contend with limited API calls in dealing with the problem of Entity Resolution on
social networks. Vesdapunt and Garcia-Molina [39] overcame the limited calls constraint
imposed by the Twitter API by collecting data from Twitter and Google+. Vicente et al. [40]
reported difficulties in identifying the gender of users based on limited Twitter data, which
necessitated the merging of multiple information sources. Instagram arrived late on the
scene when privacy issues were well established. Thus, their user-centric interface lim-
its how long posts can be viewed, and their APIs are highly restrictive. Taken together,
this makes it very difficult for scholars to obtain representative datasets from Instagram.
Carta et al. [43] had to use multiple accounts to obtain a sufficient number of Instagram
posts for popularity prediction.

Data Availability on Social Networks: The two types of platform described above
differ in terms of the data they store. The fact that user-centric networks focus on rela-
tionships between members means that the analysis applicable to data obtained on such
platforms is limited to the preferences and opinions of members as they pertain to their
personal friendships or the world at large. For example, Singh et al. [38] used data ac-
quired from Twitter to make movie recommendations. Guo et al. [44] used the Instagram
dataset to discover the strength of underlying social relationships in formulating friend
recommendations. Tiwari et al. [45] applied machine learning to a dataset collected from
Twitter in order to mine opinions related to flight services. Data from LBSNs is best suited
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to the analysis of preferences and opinions pertaining to specific locations they are visit-
ing and the recommendations of friends in their vicinity, which manifest as personalized
recommendations for travel or daily activities. These issues are formally introduced in
Section 2.2. In the current study, the geographic proximity of businesses was a key criterion
determining whether to pursue potential joint promotional activities, which clearly falls
within the purview of LBSNs. User-centric platforms, such as Instagram and Twitter, do
not provide information pertaining to specific locations and are therefore beyond the scope
of the current study.

2.2. Recommendation Systems Using Data Acquired from LBSNs

Recommendation systems can be used to obtain advice about any number of topics,
such as locations and potential contacts [46].

Recommending Locations: Many recommendation systems generate lists of candi-
date POIs, regions, or sequential locations based on data obtained from LBSNs, such the
profile, historical check-ins, and historical trajectories of the user. Initially, these systems
were based on collaborative filtering [47,48], content-based systems [49], and knowledge-
based systems [50]. For example, Abowd et al. [7] recommended POIs to users based
on their locations and history. Considering the preferences, social networks, and loca-
tions of users, Ye et al. [8] used score functions to calculate the recommendation scores
for POIs. Bao et al. [9] recommended POIs in accordance with check-in data. They first
identified “experts” in the region of the user and then calculated recommendation scores
based on the similarity of POI preferences between the experts and the user. Ying et al. [51]
used check-in data to calculate similarity between the user and his/her social network,
and then produced recommendations based on the preferences and popularity of POIs.
Levandoski et al. [52] analyzed check-in history and geographical factors when recom-
mending POIs. Liu et al. [53] developed the tourist-area-season topic model, which identi-
fies potential travel packages based on topics and then generates personalized itineraries
by combining POIs within defined limitations. Xie et al. [54] built independent recom-
mendation systems based on type of POI, then employed the greedy algorithm concept to
combine POIs by type into a portfolio, which was reviewed for compliance with the budget
and time limitations of the user. Hsieh et al. [55] identified check-ins to must-go POIs
and recommended the more popular destinations to users. Sang et al. [56] recommended
multiple POIs based on the probability of traveling between POIs, which was calculated
using check-in data, and the pathway probability, which was calculated using the Markov
chain concept. Using previous check-in data, Lu et al. [57] calculated preference scores for
POIs in unfamiliar cities, and checked to ensure that recommended itineraries were in line
with the budget and time limitations of users.

Recent research on recommendation systems has focused largely on the use of conven-
tional methods with multiple conditions, with a particular emphasis on time-related issues.
Chiang et al. [58] claimed that the duration of a trip should be a key factor in any trip
recommendation system. Based on the observation that users tend to visit different types
of POI at different times, Lu et al. [57] suggested coordinating trip recommendations with
trends extracted from the check-in records of attractions. Hosseini and Li [59] pointed out
that temporal considerations could seriously affect the willingness of users to visit a given
POI. Based on the observation that time-related factors are not necessarily applicable to
every user or every dataset, Hosseini et al. [60] employed a probabilistic generative model
to enhance the effectiveness of their recommendation system. Meng et al. [61] considered
temporal considerations in calculating a time-sensitive QoS metric for their recommenda-
tion system. Cai et al. [62] treated temporal information as a key factor when seeking to
compensate for sparse data. Ying et al. [63] merged context-aware tensor decomposition
with time conditions in their recommendation system. Zheng et al. [64] sought to improve
the accuracy and quality of recommendation systems by contrasting user sentiment with
temporal conditions.
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Other conditions can also be included in recommendation systems. Mukasa and
Yamamoto [65] developed a recommendation system based on user priorities. Su et al. [66]
and Huo et al. [67] considered issues pertaining to privacy in the formulation of recommen-
dations. Gan and Gao [28] employed forgetting curves in their recommendation system.
Li et al. [68] used semantic data to enhance the accuracy of location recommendations.
Wang et al. [69] considered the degree of trust between users in their recommendation
system. Mehmood [70] developed a recommendation system using the real-time data
instead of the historical data. Logesh et al. [10] and Huang et al. [11] developed systems to
recommend travel routes suitable for groups instead of individual users. Kang et al. [32]
developed a recommendation system for online-to-offline commerce.

Another stream of research on location recommendation systems has focused on
the adoption of more sophisticated methods, such as graph-based schemes and artificial
intelligence. Guo [71] employed various graph-based methods to facilitate the generation
of recommendations. Bin et al. [72] developed a route recommendation algorithm based on
sequential patterns identified via data mining. Yang et al. [73] used a hidden Markov model
to personalize potential routes. Using a deep neural network, Gao et al. [74] characterized
POIs according to topic, identified user preferences, and extracted geographic details from
LBSN records. Zhang et al. [75] developed a recommendation system based on the embed-
ding of users and POIs in conjunction with a long short-term memory network to derive
user preferences based on their check-in sequence, before using a fully-connected neural
network to evaluate candidate recommendations. Liu et al. [76] developed the spatiotem-
poral dilated convolutional generative network for POI recommendation. Cao et al. [30]
developed a recommendation system based on edge computing using LBSN data.

Despite the success of the above recommendation systems, their objectives and meth-
ods and were deemed unsuitable for the current study. Our objective was to identify
suitable partners for a specific POI. We therefore did not consider the individual prefer-
ences or limitations of users. Rather, we focused on the link between POIs and the various
attributes of their customers.

Recommending Potential Contacts: This type of recommendation system is used to
generate recommendations pertaining to local experts/opinion leaders or potential friends
based on data from LBSNs [46]. Many researchers have pointed out that location histories
provide rich contextual information that is strongly correlated to social behaviors. Thus, it
is reasonable to surmise that in characterizing relationships between users, data collected
from LBSNs is more useful than information from non-LBSN platforms. Zheng et al. [12]
developed the HITS inference model to search for travelers with experience in specific
regions based on historical trajectories. Ying et al. [77] determined that users with a large
number of trajectories are more likely to connect to other popular users, and is therefore
a valuable resource in tracking down local experts or opinion leaders. Analysis of data
collected from LBSN platforms led DeScioli et al. [13] to conclude that social connections
are highly related to geographical distance. Zhu et al. [14] clustered users based on social
trust in formulating recommendations of potential friends. Chen and Li [15] developed a
novel graph embedding method to find potential propagators and customers in LBSNs.
Pan et al. [78] used semantic information of users in LBSNs to generate recommendations
of potential friends. Xin and Wu [79] used three user-related features extracted from LBSNs
to train a modified support vector machine by which to predict links between users in
order to generate friend recommendations.

3. Definitions

This section first defines some terms used in this work and then specifies our research
goal.

Definition 1. POIs. O = {o1, o2, ..., o|O|} denotes the collection of POIs in a certain area.

We assumed that the model social network dataset included at least two types of
data by which to characterize any POI mentioned in this paper, including discrete and
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continuous data. Discrete data included the POI rating, total check-in count, and prices/star
rating, whereas continuous data included the age distribution of people visiting the POI.
The definitions of these two types of data are as follows.

Definition 2. Discrete attributes of POI. oi.Ddata = {vd1, vd2, ..., vd|Ddata|} indicates discrete
field data obtained from social networks for POI oi, which are expressed using single values.

Definition 3. Continuous attributes of POI. oi.Cdata = {vc1, vc2, ..., vc|Cdata|} indicates contin-
uous field data obtained from social networks for POI oi, which are expressed using single vectors
written as vcj = {vcj1, vcj2, ..., vcj|vcj|}.

In addition, each POI o belongs to a category CAT(o). For each query, the user specifies
a query POI q as the object of the query. The POIs can then be divided into competitors,
and potential partners, which are defined as below.

Definition 4. Competitor. CP(q, du) is the set of POIs which are in the same category as and within
Euclidean distance du of POI q.

In the current work, Euclidean distance was used to evaluate the distance between
two POIs. In the selection of joint promotion partners, the primary concern is whether a
POI is located within or close to the business district of the user, and Euclidean distance
is the most intuitive approach to describing proximal relationships of this type. Note
also that our objective was to facilitate system implementation and obtain query results
quickly (see Section 1). The low computational cost involved in calculating Euclidean
distance was another benefit. Of course, if the system supplier were willing to install
advanced servers, or if they wanted to alter the recommendation parameters, then they
could evaluate distances using other methods, such as Mahalanobis distance, road distance,
Manhattan distance, without fundamentally altering the system. Note that for the sake of
simplicity, all distances mentioned hereafter refer to Euclidean distance.

By the way, the desired range for each query is dependent upon the POI owner, so the
algorithm allows users to customize du.

Definition 5. Potential partner. P(q, du) is the set of POIs which are in different categories from
and within Euclidean distance du of q.

Definition 6. Partner score. A partnership between potential partner oi and q has a partner score
PS(oi,q) which denotes the suitability of the partnership. The higher PS(oi,q) is, the more suitable
the partnership between oi and q is. This partner score is obtained by calculating the relationships
among the discrete and continuous attributes of oi and q.

After introducing the various definitions associated with POIs, we next define the
topic of this study.

Official problem statement. The POI owner first provides values for a given set of
parameters (q, du, k), where q is the location of the query POI, du is the user-provided
distance limitation, and k is the number of candidates that the POI owner wishes to obtain.
Based on these values, JPPRS returns a set of k POIs, which are potential joint promotion
partners of q, where the distance from q to the furthest POI does not exceed du. In the event
that the POI owner is unable to provide reasonable estimates for parameters du and k, then
JPPRS can suggest suitable values in accordance with the city in which q is located.

Example 1. In this section we use the example in Figure 1 to illustrate the definitions given
above. Each object in this figure represents a POI and the objects with the same shape and color
represent POIs from the same category. There are 16 POIs (i.e., O = {o1, o2, ...,o16}), 6 categories
(i.e., CAT = {cat1, cat2, ..., cat6}), For example, o5, o8, o13, o15 are 4 POIs belong to cat1. Suppose,
the owner of o8 requests a joint promotion partner within distance du and he sets k = 3. Object o8 is
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then query POI q. With o8 as the center, the distance range du from o8 is marked in the figure by
the line. {o5,o13} form the set CP(o8, du), as they are in the same category as and within distance
du of o8. {o4, o6, o9, o10, o11, o12, o16} is the set of potential partners P(o8,du), because they are in
different categories from and within distance du of o8. The proposed system then returns results:
{PS(o4,o8), PS(o6,o8), PS(o9,o8), PS(o10,o8), PS(o11,o8), PS(o12,o8), PS(o16,o8)} = {0.75, 0.23, 0.44,
0.31, 0.3, 0.7, 0.8}. o16, o4, o12 are therefore suitable joint promotion partners for o8, as they possess
the top-3 highest scores from among all potential partners.
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Figure 1. Example of proposed problem.

Ideal LBSN dataset format for JPPRS: Based on the definitions above, we suggest
that the target LBSN include the five following tables: (1) POI location table listing the
latitude and longitude of all POIs, (2) POI information table listing POI characteristics,
such as prices and star ratings, (3) POI rating table listing the ratings assigned by the public
and total check-in count, (4) User information table listing personal information of LBSN
users, such as gender and age, and (5) User check-in table listing the POIs with the time of
checks-ins and text comments. Note that the five tables listed above are made available
by nearly all LBSNs. Using these five data tables, it should be possible to obtain all of the
information required to make joint promotion partner recommendations, including the
customer base, customer ratings, price/star ratings, and distance between the target POI
and other POIs. The customer base can be derived from the user information table and
user check-in table. We begin by collecting the Indexes and personal data of people that
have visited the POIs of interest. We then obtain the customer rating of the POIs from the
POI Rating Table as well as the prices/star ratings from the POI Information Table. Finally,
the distances between POIs are derived from the POI Location Table using the Euclidean
distance formula.

Note that in this paper, we consider only the five tables above in the implementation
of JPPRS. This is because that our aim was to maximize the adaptability of JPPRS to
different LBSNs and these five tables are almost all LBSNs dataset will have. Of course,
system suppliers could make available additional tables to enhance the accuracy of their
recommendation system.

4. Methodology
4.1. Framework of Joint Promotion Partner Recommendation Systems (JPPRS)

This paper presents a system that suggests an individualized set of joint promotion
partners to the owners of a POI in real time. As illustrated in Figure 2, the JPPRS is
implemented in two stages. The first stage is offline processing, which proceeds as follows.
(1) Collecting data from the target LBSN. (2) The following three partner-related scores
are then evaluated by considering the customer bases, customer ratings and awareness,
prices and star ratings, and distance (i.e., the first five key factors mentioned in Section 1),
including the POI profile score (PPS), the user profile score (UPS), and the POI spatial
relationship score (SRS). (3) The three partner-related scores are then converted into a POI
graph (PG) and category graph (CG) as the input data for the second stage.
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The second stage is an online query, which considers the promotional strategies (i.e.,
the last key factor mentioned in Section 1) in its process. This stage requires distance du
and the number of required partners k. Distance du is set by the user and represents the
maximum acceptable distance between joint promotion partners. After receiving query
POI q’s request, the Partners Finding algorithm uses three parts to find the top-k partners
for q. The algorithm first selects a promotion strategy for q. It then finds candidate partners
using the chosen strategy and the PG and CG. The last part of the algorithm uses a speed-up
algorithm to calculate the partner score for all candidate partners, where partner score
represents the suitability of collaboration between q and each candidate partner. The k
candidate partners with the highest partner scores are selected as the top-k partners.

As mentioned previously, our objective was to facilitate system implementation and
obtain query results quickly; therefore, we simplified the JPPRS algorithms as much as
possible. Of course, if the system supplier were willing to install advanced servers, then
more sophisticated algorithms could be adopted without difficulty.

4.2. Offline Processing

Offline processing involves calculation of three scores, PPS, UPS, and SRS, and con-
struction of the PG and CG. To facilitate our explanation without the loss of generality, we
assume that the model LBSN dataset used for analysis includes the five common tables,
namely a POI location table, a POI information table, a POI rating table, a user information
table, and a user check-in table. These five tables only include the simplest fields needed
to explain the calculation details of various scores. For instance, the POI location table
only contains the IDs, latitudes/ longitudes of the POIs; the POI information table only
includes the prices and star ratings of the POIs; the POI rating table only contains the
means of the scores given by all users; the user information table only presents the gender
(discrete attribute) and age (continuous attribute) of the users, and the user check-in table
only records the POIs that each user checked in at and their rating of the POI at the time.
When users obtain other LBSN datasets in the future, they can customize the calculations
to derive the PPS, UPS, and SRS corresponding to these LBSN datasets.

4.2.1. POI Profile Score (PPS)

The PPS is the measure of similarity between two POI profiles. The elements of a
POI profile include (1) demographic data such as gender, and age, (2) customer response
scores such as the rating of the POI and the total check-in count of the POI, and (3) other
information related to the POI such as prices and star ratings. Analysis of this score reveals
information relevant to three factors of partner selection: (1) the extent to which the POIs
share a market; (2) similarity between two POIs in terms of rating and awareness and (3)
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similarity in terms of prices and star ratings. POI profiles include discrete data, such as the
gender of customers, appraisal of POI, total check-in count, prices, and star ratings, and
continuous data, such as customer age. Different methods are used to process discrete and
continuous data; therefore, we processed each type of data separately and then computed
the mean score as described below.

Similarity Among Discrete Data: Discrete data in a POI profile includes the gender
of customers, their appraisal of the POI, the total check-in count, prices and star ratings.
Customer c is defined as an individual who has previously checked in to POI o. Table 1
presents an example of a POI profile in terms of discrete attributes, which were all obtained
from our model LBSN dataset. First, Gender represents the gender statistics of the cus-
tomers that had visited POIs o1, o2, and o3. To calculate these fields, we first found the
indexes of the customers that had been to o1, o2, and o3 and then obtained the genders from
these indexes. In this field, the gender values for o1 are 0.3 for male and 0.7 for female,
meaning that 30% of the customers going to o1 are male and 70% are female. Next, the
ratings, total check-in counts, prices, and star ratings of POIs o1, o2, and o3 are directly
obtained from POI information table and the POI rating table in the model LBSN dataset,
with no calculations needed. As these four parameters cannot be proportionally compared,
we compared them using the normalization [0, 1] method. The numbers not enclosed
in parentheses are the actual figures, whereas the figures in parentheses are normalized
using the maximum data set. Assuming that the rating range is zero to five, and the rating
of o1 is four, then the normalized rating of o1 would be 0.8. that the maximum value is
20,000; therefore, the normalized score is 0.25. Price refers to the average prices of services
and products offered by the POI. We set the maximum price at USD500. Rating, which
symbolizes the quality of the POI, has a range of zero to five stars, with higher star ratings
indicating higher-end products and services. Assuming that the discrete data vector of
POI oi has m dimensions, then the vector can be expressed as [PPdis,i,1, PPdis,i,2, PPdis,i,3
. . . PPdis,i,m], where PP indicates the POI profile. In Table 1, for example, the discrete data
vector of o1 is [0.3, 0.7, 0.05, ..., 0.25, 0.01, 0]. We can calculate the similarity among discrete
data between POI oi and oj using the cosine similarity [52,57] as follows:

PPdisSim
(
oi, oj

)
=

∑m
n=1

(
PPdis,i,n × PPdis,j,n

)
√

∑m
n=1 PPdis,i,n

2 ×
√

∑m
n=1 PPdis,j,n

2
. (1)

Table 1. Calculation of similarity among discrete data.

Attributes\POIs o1 o2 o3

Gender
Male 0.3 0.8 0.4

Female 0.7 0.2 0.6
Rating 4(0.8) 3.5(0.7) 4.2(0.84)

Total check-in count (unique customers) 5000(0.25) 150(0.0075) 4000(0.2)
Price 5(0.01) 500(1) 3.5(0.007)

Star rating 0(0) 5(1) 0(0)

Similarity Among Continuous Data: In calculating the PPS, we often encounter
continuous data. Below, we use the age distributions of the customers who have been
to a POI as an example to explain how to calculate the PPS scores of continuous data
obtained from the user information table of the model LBSN dataset. We first found the
indexes of the customers that had been to o1, o2, and o3 and then used those indexes to
calculate how many customers of each age had been to these POIs, as shown in Figure 3.
At age 20 on the x axis, the values for o1, o2, and o3 are 330, 0, and 300, respectively. This
indicates that 330, 0, and 300 customers aged 20 had visited o1, o2, and o3. We use these
two curves to calculate the similarity among the continuous data of two POIs. We also
incorporated the Pearson correlation coefficient [80]. The results range from −1 to 1, where
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1 indicates that both curves are fully consistent (identical), 0 indicates a high level of
inconsistency (dissimilar), and −1 indicates that the curves are completely opposed (no
similarity whatsoever). Equation (2) presents the Pearson correlation coefficient.

PPdisR
(
oi, oj

)
=

Cov
(
PPcont,i, PPcont,j

)
σ(PPcont,i)× σ

(
PPcont,j

) , (2)

where Cov(•) is the statistical covariance and σ(•) is the standard deviation of the curve.
Note that the covariance can be further evaluated by the following equation

Cov
(
PPcont,i, PPcont,j

)
=

β

∑
n=α

[
(PPcont,i,n − µ(PPcont,i))×

(
PPcont,j,n − µ

(
PPcont,j

))]
(β− α)

, (3)

where σ(PPcont, i) is the standard deviation of the continuous data set of oi, as shown in
Equation (4):

σ(PPcont,i) =

√√√√ β

∑
n=α

[
(PPcont,i,n − µ(PPcont,i))

2
]
/(β− α), (4)

where µ(PPcont, i) represents the mean of the continuous data set of POI oi, as shown in
Equation (5):

µ(PPcont,i) =
β

∑
n=α

PPcont,i,n/(β− α). (5)
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Referring to Figure 3 as an example, the similarity between the age curves of o1 and o2
is Rage(o1, o2) ≈ 0.142 and Rage(o1, o3) ≈ 0.907. Finally, we can get PPcontSim(oi, oj) by using
Equation (6):

PPcontSim
(
oi, oj

)
= Rage

(
oi, oj

)
. (6)

After calculating the similarity among the discrete and continuous data of POIs oi and
oj, we can obtain their POI profile score PPS(oi, oj) as shown in Equation (7):

PPS
(
oi, oj

)
=
(
PPdisSim

(
oi, oj

)
+PPcontSim

(
oi, oj

))
/2. (7)
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4.2.2. User Profile Score (UPS)

UPS is mainly used to express the preferences of all customers for two POIs, oi and oj.
This can be calculated using the POI rating fields in the user check-in table of the LBSN.
Table 2 illustrates how these preferences are quantified, where c indicates any one of the
customers. The columns indicate how much c likes oi, while rows indicate how much
c likes oj. Finally, the percentage figure beside each scenario represents the probability
that c would participate in a joint promotion combining oi and oj. Note that although the
preferences in this table are divided into three ranges: [0,0.33], [0.33,0.67], and [0.67,1], in a
real-life scenario, the preferences of c with regard to POI can be divided into smaller ranges.
The probability in this table will be decided case by case.

Table 2. Customer preferences in relation to oi and oj.

c v.s. oj\c v.s. oi Don’t Like oi, [0, 0.33) Don’t Rule Out oi, [0.33, 0.67) Like oi, [0.67, 1]

Like oj [0.67, 1] (1) ≈0% (2) ≈75% (3) ≈100%
Don’t rule out oj, [0.33, 0.67) (4) ≈0% (5) ≈50% (6) ≈75%

Don’t like oj, [0, 0.33) (7) ≈0% (8) ≈0% (9) ≈0%

Based on the value intervals in the Table 2, we can distinguish nine different reactions
of c to oi and oj. For example, scenario (7) is that c doesn’t like oi or oj. In scenario (4), c
doesn’t like oi but does not rule out oj. Scenario (1) is that c does not like oi but does like oj.
Next, for each scenario, users can assign a reasonable probability for them. For example,
in scenario (7) c doesn’t like oi or oj; therefore, the probability of c participating in the
aforementioned campaign would be 0%. In contrast, c likes both oi and oj in scenario (3),
indicating 100% probability that he would participate in the promotional activity. These
scenarios show that the greater the preference of c for oi and oj, the more likely he is to
participate in the joint promotion.

There are many scenarios, such as (1), (4), (8), and (9), in which c likes only one or
the other of the POIs. In these circumstances, the probability of c participating in the joint
promotion approaches 0. This is because even though c is willing to visit one POI, he or
she is unlikely to join the joint promotion because of dislike for the other POI. In scenarios
(2) and (6), it is still quite probable that c will participate in the joint promotion, because he
or she does not harbor any particular dislike of either POI. In this situation, a promotional
discount or special offer may attract him to participate. This shows that c is more likely to
participate in the joint promotion if he does not have significantly different feelings about
oi and oj.

The above analysis shows that UPS is associated with: (1) maximum preference for oi
and oj, and (2) minimal difference in preference for oi compared to oj. These two factors
increase the probability that customer c will participate in a joint promotion combining oi
and oj. The more customers meet these criteria, the more participants the joint promotion
will have, which increases its chances of success. Hence, we define UPS as follows:

UPS
(
oi, oj

)
= ∑
∀c∈c(oi)

[(
pre f (c, oi) + pre f

(
c, oj

))
×
(
1−

∣∣pre f (c, oi)− pre f
(
c, oj

)∣∣)]/|c(oi)|, (8)

where oi, oj are any two POIs; c(oi) is the customer set of oi; |c(oi)| is the total number
of customers for oi; and pref (c, oi) is the preference of c for oi. Therefore, pref (c, oi)+ pref (c, oj)
is used to calculate the total of preference for oi and oj, and 1-|pref (c, oi)-pref (c, oj)| calculates
the difference in preference for oi compared to oj.

We now discuss calculation of pref (c, oi), which is the measure of how much customer
c likes POI oi. Social networks offer many methods for computing the degree of user
preference for a POI. We selected the check-in frequency method [9,57], which is the most
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commonly used approach and involves calculating the frequency with which c checks into
POI as a percentage of his or her total check-in count (see Equation (9)).

pre f (c, oi) = c.oit/c.tct, (9)

where c.tct represents the total check-in count of c, and c.oit represents the frequency with
which c checks in to oi. The higher the score of c.oit as a proportion of c.tct, the more the
customer is seen to like POI oi. Using Table 3 as an example, the preference of c5 for o1 is
30/60 = 0.5 and the preference of c14 for o1 is 25/60 = 0.41667. Using Equation (9), we can
update Equations (8) to (10).

UPS
(
oi, oj

)
= ∑
∀c∈c(oi)

[
c.oit + c.ojt

c.tct
×
(

1−
∣∣c.oit− c.ojt

∣∣
c.oit + c.ojt

)]
/|c(oi)|. (10)

Table 3. Example of calculation of degree of preference and UPS.

o1 o2 o3 ... Total

c1 10 0 1 . . . 20
c5 30 3 10 . . . 60
c14 25 5 25 . . . 60
c19 12 0 0 . . . 15

We discuss below how to use Equation (10) to calculate UPS(oi, oj) employing Table 3
as an example. Assuming that o1 has only four customers c1, c5, c14, c19, then UPS(o1,o2) =
(0 + 0.1 + 0.167 + 0)/4 ≈ 0.07, UPS(o1, o3) = (0.1 + 0.333 + 0.833 + 0)/4 ≈ 0.317. Note that
in our study, because the two POIs may have different customer groups (i.e., C(oi) may
6=C(oj)), UPS(oi, oj) may 6= UPS(oj, oi).

4.2.3. POI Spatial Relationship Score (SRS)

The SRS is calculated as the distance between the two POIs. This score is relevant
because the distance between two POIs impacts on customers’ willingness to travel from
one to the other [81]. This score can be obtained by applying the Euclidean distance formula
to the latitudes and longitudes of the POIs in the POI location table of the LBSN. Generally
speaking, customers are more willing to visit two POIs that are located within a reasonable
distance from each other. If the distance between them is too great, customers will be less
motivated to make the effort. Once the distance exceeds a certain parameter, customers are
highly unlikely to travel between the POIs, making partnership unfeasible. We therefore
incorporated a distance threshold and distance factor to calculate how distance affects
the possibility of partnership between two POIs. If the distance exceeds the threshold dt,
then the two POIs cannot partner. If the distance is less than dt, then the distance factor
comes into play. Transport systems and commuter habits differ from city to city, so we
cannot apply the same dt and distance factor uniformly. We therefore analyzed check-in
data related to different cities to determine their dt and distance factors. This process is
illustrated below.

First, we convert historical check-in data to continuous check-in data. Table 4 shows
the check-ins of a single customer on a given day. Customer ID 0005 checked in at three
locations, o1, o2, and o15, on 6 May 2015. Next, we can link any two continuous POIs into
a pathway. For example, o1 and o2 form a single pathway, and o2 to o15 form a separate
pathway. The great circle distance equation [82] is then used to calculate the distance of each
pathway. Lastly, we count the distances of all pathways, leading to results such as those
illustrated in Figure 4. The dotted line shows the percentage of pathways in each respective
distance interval, while the solid line shows cumulative percentages. According to the
concept of normal distribution, we set dt as a cumulative percentage of 95%. Pathways are
unlikely to fall outside of these parameters.
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Table 4. An example of check-in data.

Customer ID Time Location

0005 2015/05/06/09:00 o1
0421 2015/05/06/14:15 o3
0005 2015/05/06/15:30 o2
0005 2015/05/06/19:00 o15
. . . . . . . . .

0158 2015/06/11 19:00 o9
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After calculating distance threshold dt, we computed the spatial relationship score
SRS(oi, oj) of two POIs, oi and oj, as shown in Equation (11).

SRS =

{ (
1− dist

(
oi, oj

)
/dt
)
, dist

(
oi, oj

)
≤ dt

0 , dist
(
oi, oj

)
> dt

, (11)

where dis (oi, oj)/dt is divided by dt in order to normalize the distance to a value between
0 and 1. The smaller the value of dis (oi, oj)/dt the better; therefore, the greater the result of
1- dis (oi, oj)/dt the better.

4.2.4. POI Graph and Category Graph

POI and category graphs are built to enable search functions in response to online
queries. The POI graph records the POI profile, user profile and spatial relationship scores
of any two POIs, and can aid the algorithm in finding potential partners for query q.
However, we found that although the three types of scores stored in this graph are helpful
in calculating the preferences of customers who have been to q, they do not consider
customers who have not yet visited q. We therefore used the category graph to calculate the
preferences of customers who have never been to q. This graph records the relationships
between POIs in different categories; for example, the relationship between a POI selling
bread and a POI that is a cafe. In this situation, as long as we know which category query
POI q belongs to, we can access data on customers who have not previously visited q. In
the sections below, we detail the development of these two types of graphs.

POI Graph: This undirected graph is formed from the POI O set and the three scores
UPS, PPS, and SRS. Figure 5 is an example of a POI graph, where all POIs are connected
by edges except for those belonging to the same category. Each edge shows the PPS, UPS,
and SRS scores of two POIs, forming [PPS, SRS, UPS(oi,oj), UPS(oj,oi)], where i is less than
j. Note that there are two UPS scores on the edge, because UPS(oi,oj) and UPS(oj,oi) are
usually different and have to be recorded separately. In Figure 5, for instance, assume
that o8 and o7 belong to the same category, so they are not connected. The scores [0.5, 0.8,
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0.45, 0.44] for o8 and o9 represent PPS(o8,o9) = 0.5, SRS(o8,o9) = 0.8, UPS(o8,o9) = 0.45, and
UPS(o9, o8) = 0.44. Notably, Figure 5 shows scenarios in which the UPS of two POIs equal
0; for example, UPS(o6, o7) and UPS(o7, o6) both equal 0. This is because o6 and o7 share no
customers.ISPRS Int. J. Geo-Inf. 2020, 9, x FOR PEER REVIEW 16 of 33 
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Figure 6. Example of Category Graph: (a) Visual structure of category graph; (b) Content of category
graph.

The difference between the two graphs is that in a POI graph, the edges record
PPS, UPS and SRS, while the category graph shows only UPS. The reason that PPS is
not calculated is because despite belonging to the same category, two POIs can attract
customers with significantly different attributes. For example, some cafes may be designed
to appeal to an older crowd, while others target young customers. In this case, calculating
PPS would be completely meaningless. We are unable to calculate SRS between two
categories because each category contains multiple POIs, and we cannot calculate the
distance relationships among multiple POIs.

In a category graph, UPS can be calculated using Equation (12). Assuming that
category cati includes POIs oi,1, oi,2, ..., oi,m, and category catj comprises POIs oj,1, oj,2, ...,
oj,n, we can calculate the user profile score UPS(cati, catj) as follows:

UPS
(
cati, catj

)
= ∑ m

k=1∑ n
l=1UPS

(
oi,k, oj,l

)
/|m× n|, (12)

where UPS(oi,oj) is calculated using Equation (10).

4.3. Online Query

The online query stage of JPPRS has three processes: (1) selection of the most ap-
propriate promotion strategy for query POI q, (2) finding candidate partners using the
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chosen strategy, and (3) calculation of the partner score for the candidate partners using
the speed-up algorithm.

4.3.1. Promotion Strategy Selection

Joint promotion is a frequently discussed topic that has many commercial appli-
cations [1,83]. One of the most well-known joint promotion theories is Lanchester’s
law [84–86], which is a wide-ranging concept that covers mathematical analysis, mod-
eling, and theoretical deduction. This study used only the shooting range theory [87] of
Lanchester’s law to select an appropriate strategy for query POI q. By strategy we mean
the methods of setting and achieving targets, and allocating required information. In the
sections below, we explain how to use the shooting range theory of Lanchester’s law to
formulate strategies. This theory includes the following two theorems.

Theorem 1. Only two businesses of the same type within the same area are referred to as A and B.
If the market share of A is three times or more that of B, then B cannot compete for the customers of
A. Conversely, A and B would be able to compete for each other’s clientele.

Theorem 2. If there are three or more businesses of the same type in the same area, as long as
the market share of A is at least 1.7 times that of any of the others, the so-called B, then B cannot
compete for A’s customers. If not, however, then A and B can compete for each other’s customers.

Based on Theorem 1 and 2, we categorized market competition between the POIs into
seven potential scenarios, corresponding to three different strategies. There are one to two
response strategies to each scenario (Figure 7). Our three response strategies are discussed
below, followed by the seven market scenarios. We designated the query POI as q, and
assumed that POIs of the same category as q are its competitors. Competitors that have
comparable market share to q and therefore pose a reasonable threat are referred to as real
competitors. We used user-given distance du to define the ’area’ referred to in Theorems 1
and 2.
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Our three response strategies are as follows:
Strategy 1. Attracting customers from real competitors: The objective of this strategy

is to attract the customers of real competitors. To achieve this objective through a joint
promotion, q must identify POIs that share the same customer groups as the real competi-
tors, and then partner with those POIs to employ new promotional activities to attract
customers.

Strategy 2. Protecting one’s own customer base: The objective of this strategy is to
prevent the loss of existing customers. To achieve this goal through a joint promotion, q
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must identify what other POIs its customers like to frequent, and partner with those POIs
in a joint promotion. This provides the customers of q with a strong incentive to keep
coming back to q to consume.

Strategy 3. Attracting potential customers: This strategy aims to attract potential new
customers. We must first identify POIs with clientele who may be interested in q, and then
partner with POIs from that category to host a joint promotion. The reason that we first
evaluate POIs by category is because there may be many POIs in one city, and assessing
their customer groups individually would be too time-consuming. Our approach reduces
the number of POIs to be processed and therefore accelerates computational speed.

Next, we outline the seven market scenarios of Figure 7. Note that for the ease of
explanation, the value of (market share of q/market share of competitor) is defined as X in
the following.

In Case 1, du has no competitors at all. Without an opportunity to attract the customers
of competitors (i.e., Strategy 1), the only remaining options are to protect its own customer
base or attract potential customers (i.e., Strategies 2 and 3).

In Cases 2 to 4, there is only one competitor within du of q:
In Case 2, there is only one competitor within du and X ≥ 3. In this situation, other

POIs will not be able to attract the customers of q (Theorem 1) and will even lose money
in the process of attempting to. Therefore, q does not need to worry about protecting its
existing customers (i.e., Strategy 1) and can focus on the other two strategies. However,
because the market share of competitors is significantly lower than that of q, there is no
need to attract customers from competitors. Therefore, q need only focus on attracting
potential customers (i.e., Strategy 3).

In Case 3, there is only one competitor within du and X is within the range of [1/3, 3],
meaning that q and its real competitor both have a chance of attracting each other’s cus-
tomers (Theorem 1). Therefore, q must focus on luring the customers of its real competitor
(i.e., Strategy 1) as well as consolidating its existing customer base (i.e., Strategy 2), in order
to gain greater market share. In this scenario, it is not necessary to attract new customer
groups (i.e., Strategy 3).

In Case 4, there is only one competitor within du and X≤ 1/3. This means that q cannot
compete for the customers of its competitor (Theorem 1) and can only employ Strategies
2 and 3 to protect its existing customer base while attracting potential new customers.
In Cases 5 to 7, multiple competitors are within du of q. We discuss different cases and
response strategies below, where the value of (market share ratio between q and these
competitors) is defined as X’.

In Case 5, there are two or more competitors within du, and X’ ≥ 1.7. In this scenario,
no competitors can compete for q’s customers (Theorem 2), and it would not be efficient
for q to attempt to attract the customers of its competitors. Therefore, q need focus on
developing new customer groups (i.e., Strategy 3).

In Case 6, there are two or more competitors within du, and X’ is within the range
of [10/17, 1.7]. This means that q and its competitors all have the opportunity to attract
each other’s customers (Theorem 2). For this reason, q should employ Strategies 1 and 2 to
attract the customers of its real competitors while protecting its own customer base.

In Case 7, there are two or more competitors within du, and X ’≤ 10/17. This means
that q cannot attract customers from its competitors (Theorem 2) and must protect its own
customer base as well as generate new business (i.e., Strategies 2 & 3).

Note that in some unusual cases, the predetermined strategies may fail to identify
k number of partners; in such cases, we apply additional strategies. For example, if the
results of Strategies 1 and 2 in Case 6 did not meet the requirement for k partners, we
would then apply Strategy 3 to make up the difference.

The above discussion shows that market share is an important factor in the evaluation
of the competitiveness of a POI. Equation (13) shows how we calculate market share using
check-in data:

MS(oi, OMS) =
(
oi.tct/∑ ∀o∈OMS o.tct

)
× 100%, (13)
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where oi is the POI for which we are calculating market share; OMS is the set of POIs in
the same category as query POI q, and o.tct is the total check-in times of a POI (o∈OMS).
Higher check-in times implies greater market share.

Figure 1 presents an example of the process of strategy selection on the basis of
check-in data, where o8 = query POI q. Within the given range shown in the figure, o8 has
two competitors: o5, and o13. Given the check-in frequencies of o5, o8 and o13 as 100, 150,
and 180 times, respectively, then market share is calculated as follows: 100/(100 + 150 +
180)*100%=23%; 150/(100 + 150 + 180)*100% = 35%, and 180/(100 + 150 + 180)*100% = 42%.
In this example, o8 has multiple competitors and its market share ratio to at least one of
these competitors is within the range of [10/17, 1.7]. This is considered a Case 6 scenario.
This means that o8 should employ Strategies 1 & 2. If it is still unable to identify k partners,
then we will apply Strategy 3 to source enough partners to meet the requirement.

4.3.2. Finding Candidate Partners

After selection of appropriate strategies for query POI q, the next step is to employ
these strategies to select candidate partners. In this section we explain how to use POI
graphs (PG) and category graphs (CG) to find candidate partners for the three abovemen-
tioned response strategies.

Strategy 1. Attracting customers from real competitors: In this strategy, q must identify
the POIs that share customers with its real competitors. These POIs are the nodes linked
to q and its real competitors in the PG. The UPSs for q, real competitors, and these nodes
must also exceed a certain threshold. We need only identify these nodes in order to find
candidate partners for q. Note that the PG enables us to easily calculate the three scores
for any two POIs. The UPS threshold must be considered in order to eliminate those
POIs that do not share customers with q or whose customers are unlikely to participate
in promotional activities. For example, if the UPS threshold of Figure 5 is set at 0.1, o8 is
the query POI q, and o7 is the real competitor of o8. The selected node is o9 because it is
linked to both o7 and o8, and the UPS score exceeds 0.1, indicating that many customers of
o9 visit o8 and o7. For these reasons, o9 is a candidate partner of o8. Although o4 is linked
to o7 and o8, it was not selected because the UPS results were 0.01 and 0.03, i.e., less than
0.1. The probability that the customers of o4 will participate in the promotional activity is
therefore too low. Likewise, o6 was not selected because its UPS in relation to o7 equaled 0,
indicating that it shares no customers with o7.

Strategy 2. Protecting one’s own customer base: To implement this strategy q must
identify POIs frequented by its existing customers and partner with these POIs in joint
promotion. Customers are then encouraged to continue to frequent this POI in order to
participate in the promotion. To identify suitable partners, we must identify nodes that
are linked to q and have UPS above a predefined threshold. As for Strategy 2, threshold
values are considered to eliminate those POIs that do not share customers with q or whose
customers are unlikely to participate in promotional activities. For example, if the UPS
threshold of Figure 5 is set at 0.1 and the candidate partners are o6 and o9.

Strategy 3. Attracting potential customers: The aim of this strategy is to attract
potential customers (those who have not previously been to q but are likely to be interested
in doing so). Because these individuals have never visited q, we are unable to obtain data
using the PG, as the PG only records data on customers who have been to q at some point.
We instead use the category graph (CG) to identify the category catq. of q. We next identify
which additional categories the customers of catq also enjoy (using UPS value). The POIs in
such categories are the candidate partners of q. Figure 6 shows an example in which query
POI q belongs to cat8, and cat8 customers also like cat2, cat3, cat5 and cat6. Therefore, the
POIs in these categories are all candidate partners.

4.3.3. Partner Score Calculation

After identifying all candidates, we calculate the fit between each candidate part-
ner pcand and query POI q. The calculation is a two-part process. We first calculate the
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willingness of q to collaborate with any pcand„ (W(q, pcand)) and vice versa (W(pcand, q)).
Note that W(q, pcand) and W(pcand, q) may not be the same, because q may want to partner
with a certain pcand, but that pcand may not be willing to collaborate with q. We next use
W(q, pcand) and W(pcand, q) to calculate the feasibility of partner score between q and any
pcand PS(pcand, q). We can calculate the willingness score of a POI oi to collaborate with
another POI oj as follows:

W
(
oi, oj

)
= [α× PPS

(
oi, oj

)
+ β×UPS

(
oj, oi

)
+ (1− α− β)× SRS

(
oi, oj

)
], (14)

where α and β are user-given parameters. The three scores are obtained from PG and CG
and do not need to be separately calculated, which reduces computational time.

The partner score PS(oi, q) is then calculated from the above results, as shown in
Equation (15):

PS(oi, q) = [W(oi, q) + W(q, oi)−
|W(oi, q)−W(q, oi)|
W(oi, q) + W(q, oi)

]. (15)

Note that W(oi, q)+ W(q, oi) is the sum total of partnership feasibility between the two
POIs. Generally speaking, the higher this score, the higher the partner score. However,
there are exceptions to this guideline. If the values of W(oi, q), W(q, oi) vary too greatly,
this may be reduce their partnership feasibility, even if the sum total is high. We therefore
subtract |W(oi, q) −W(q, oi)|/(W(oi, q) + W(q, oi)) to avoid this situation. Note that the
difference between the POI scores is divided by W(oi, q) + W(q, oi) for normalization.

4.3.4. Partners Finding Speed Up Algorithm

Note that the most intuitive way to find the top-k partners for a query POI q is to
calculate the partner score for each candidate partner node and q and retrieve the first k
candidate partners with the highest scores. However, this method can be quite inefficient.
Hence, we developed the Partners Finding Speed Up Algorithm to solve this problem.
This algorithm reduces the computational load using the regressive SRS scores between
candidate partners and q in Equation (14). The candidate partners are first arranged from
smallest to largest according to their distance from query POI q. The k candidates closest to
q are considered to be the top-k partners. Each of the other candidates is then examined
to see if it can replace any of the top-k partners, starting with the (k + 1) candidate closest
to q. This is determined as follows: Assuming that the minimum partner score of top-k
partner is Slowest, then the candidate to be examined is pcand. The first step is to calculate the
maximum score of pcand (i.e., Spcand,highest) with a given SRS:

spcand ,highest = 2[(α + β) + (1− α− β)SRS], (16)

To develop Equation (16), we replaced PPS and UPS in Equation (14) with 1 and then
integrated it with Equation (15). If the score is lower than Slowest, then all the candidates
after pcand cannot be top-k partners, so the evaluation is complete. Conversely, however,
if the score exceeds Slowest, then all the candidates after pcand have a possibility of being
top-k partners. We continue this process until all candidates have been examined and the
remaining top-k partners are the final partners of q.

5. Experiments

In this section, we examine (1) the data and setup used in the experiments; (2) The
conditions of various response strategies; (3) A performance comparison with one baseline
algorithm and various relevant algorithms, (4) A case study to verify the applicability of
the proposed algorithm, and (5) Experiment results. All experiments were implemented
in Java running on Windows 7 64-bit using an Intel Core i7-870 4-core CPU with clock
speed of 3.2 GHz and 8 GB of RAM. We opted for JAVA rather than other programming
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languages because JPPRS is meant to perform back-end calculations and present the results
via a webpage. JAVA is one of the most common languages used for back-end algorithms.

5.1. Experiment Settings

We first introduce the data used in the experiment, which comprised the New York
City dataset in the Foursquare dataset [52,88]. Note that we used the Foursquare dataset
rather than other LBSN datasets to search for joint promotion partners for the three fol-
lowing reasons. (1) The Foursquare platform is an LBSN; therefore, its dataset contains
a substantial amount of location-related information, which facilitates the investigation
of spatial relationships between POIs. (2) The Foursquare dataset is one of the few LBSN
datasets that are accessible, and this has made it a benchmark dataset for LBSN-related
research. (3) Careful management of the Foursquare dataset ensures that the data fields
and details are complete, while avoiding the issues imposed by having to use APIs or web
crawlers to capture datasets from other LBSNs. Note that there are various versions of the
Foursquare dataset, each of which differs slightly in terms of locations, information fields,
and number of items. We opted for the Foursquare dataset version suggested in [52,88],
due to the fact that the included data and fields were the best fit for this study. The details of
the Foursquare dataset we used are shown in Table 5. This dataset includes 155,637 pieces
of check-in data, 12,574 paths, 81,685 users, 166,585 user ratings, 7691 POIs, the latitude
and longitude of each POI, and categories from Foursquare. Calculations revealed that the
longest average travel distance of consumers in New York City was 20.24 km, so this value
was used as the distance threshold dt. In addition, Foursquare does not include prices,
star ratings, and the personal information of its users; we therefore randomly generated
this data. Each experiment was performed 30 times, and each query POI q was selected at
random. Below, we present all of our experiment results.

Table 5. Foursquare dataset.

Description Dataset Description Dataset

Number of POI check-ins 155,637 Time period 2011/12/08–2012/04/23
Number of paths 12,574 Number of categories 425
Number of users 81,685 Distance threshold dt 20.24

Number of users’ rating 166,585 Number of POIs 7691

5.2. Conditions of Algorithm under Different Response Strategies

The algorithm proposed in this paper adopts different response strategies depending
on the market share, as shown in Figure 7, which then result in significantly different con-
ditions in the execution of the algorithm. Thus, the first part of the experiment simulations
was to examine the conditions of the algorithm under separate response strategies. The
seven market situations in Figure 7 correspond to three possible response strategy combina-
tions, including (1) using Strategies 1 and 2 (S12) at the same time, (2) using Strategies 2 and
3 (S23) at the same time, and (3) using only Strategy 3 (S3). We thus focused on these three
circumstances in our experiments. Notably, the number of candidate partners identified
by Strategies 1 and 2 may be too low. This is discussed further in the next section. In this
case, the algorithm generally requires Strategy 3 for assistance; thus, we also considered
the circumstance in which Strategy 3 was executed after Strategies 1 and 2 were used
(S12+S3). Owing to the fact that this is the first study to use LBSN data to identify joint
promotion partners, we also analyzed the number of candidate partners resulting from
each strategy and the probability of each strategy combination being executed in addition
to the performance of each strategy combination. The results serve as reference for query
POI q.

5.2.1. Numbers of Candidate Partners Identified by Different Response Strategies

This experiment analyzed the influence of the response strategy executed on the
number of candidate partners identified. As can be seen in the experiment results displayed
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in Figure 8, the numbers of candidate partners identified by S12 are considerably lower than
those identified by the other three strategy combinations. The results of 30 experiments
averaged at merely 55 candidate partners. This is because S12 mainly identifies POIs with
the same customers as query POI q. However, in the dataset employed in this study (as
shown in Table 5), each user only makes about 2 check-ins on average (155,637/81,685 ≈ 2).
Therefore, if a customer has already checked in at query POI q, he/she will on average only
check in at one other POI. In other words, q can only find a small number of POIs with the
same customers, which means that the number of candidate partners that S12 can identify is
very low. In contrast, S23, S3, and S12+S3 found substantially more candidate partners than
S12 (around 7000 candidates each). This is because with Strategy 3, the algorithm includes
all of the POIs in the selected categories as candidate partners. The above results revealed
that in most of case (S23, S3), the LBSN dataset no doubt provides more information
than can generally be obtained using questionnaire surveys, which also demonstrates
the rationality of using LBSN datasets for the proposed recommendation system. Of
course, sometimes strategy S12 may face a problem that only few candidate partners are
identified, due to the reason that users only leave limited amount of information in the
LBSN. Note, however, that in such cases, it should be possible to obtain a reasonable
number of candidate partners using other strategies (S12+S3). In the following, we outline
an experiment aimed at verifying whether the proposed algorithm can overcome the
problems encountered when implementing strategy S12.
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Figure 8. Numbers of candidate partners with different strategies.

5.2.2. Probability of Each Strategy Combination Being Executed During Queries

In addition to identifying suitable partners, POI owners or managers may also be
interested in what promotion strategies they can use. For this reason, we also investigated
the probability of each strategy being executed in this paper. Figure 9 shows the results,
presenting the probability of each response strategy combination being executed when
k = 5~100. First, we found that as k decreases, the probability that S12 is executed becomes
far greater than those for S23 and S3. This is because the market circumstances for which
S12 is used are common in reality. For instance, q may have only one competitor nearby,
with market share ratio of q and the competitor being [1/3, 3] (i.e., Case 3 in Figure 7),
or multiple competitors, with q and at least one competitor having a market share ratio
within [10/17, 1.7] (i.e., Case 6 in Figure 7). As k increases, the probability of S12 being
executed gradually declines, while that of S12+S3 being executed increases to a degree far
higher than those of S23 and S3. This is due to the fact that when k increases, the number
of candidate partners identified by S12 becomes less than k. This requires that Strategy 3 be
executed so that k partners can be identified. When k = 50 and 100, almost all of the cases
using S12 required Strategy 3. As a result, the probability of S12+S3 being executed became
significantly higher than those of S23 and S3.
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In Figure 9, we can also see that in most circumstances, the probability of S3 being
executed is lower than that of S23. This is because S3 is only executed when the market
share of query POI q is far greater than those of all the other competitors (i.e., Cases 2 and
5 in Figure 7). In practice, this is not common, so the probability of S3 being executed
is lower than that of S23 being executed. Finally, we also found that regardless of k, the
probabilities of S23 or S3 being executed rarely change. This is because the probability of a
strategy combination being executed is only associated with market share and is therefore
independent of k. The results above confirm the feasibility of the proposed algorithm in
practical applications. Even in cases where strategy S12 was unable to identify a sufficient
number of candidate partners to satisfy the query requirements of the POI owner, strategy
S3 would be used to cover the discrepancy.

5.2.3. Execution Time of Algorithm Using Various Strategy Combinations

This section discusses the execution times corresponding to the various strategies. The
proposed system is intended for online deployment; therefore, it is important to consider
the execution time as well as accuracy. The execution times corresponding to the various
strategy combinations are presented in Figure 10. Note that for any strategy combination,
the execution time falls remained within 0.3 seconds, which falls well within the generally
accepted three second standard for webpage query systems. Next, we can see in Figure 10
that the amount of time that the strategy combinations take from least to most is S12, S3,
S23, and S12+S3. First, S12 took less time as it identified fewer candidate partners. In
contrast, S12+S3 was the most time-consuming because the algorithm must execute S12
and then execute S3, which means it executes the partner search twice.
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Both S23 and S3 took more time than S12 because they identified more candidate
partners than S12. In terms of S23 and S3 alone, S3 takes slightly less time than S23 because
it only needs to find candidate partners from the category graph. S23, however, requires
that the algorithm identify not only the POIs that satisfy Strategy 2 in the POI graph but
also the POIs that satisfy Strategy 3 in the category graph.

Furthermore, we found that as k increases in Figure 10, the amount of time that each
strategy combination takes increases. This is because when k increases, the number of
candidate partners that the algorithm must check also increases, which is then reflected in
the execution time.

The above experiment results verify that regardless of the requirements of the POI
owner, JPPRS is able to return a sufficient number of query results within a short time
period sufficient for online implementation.

5.3. Performance Comparison with Baseline Algorithm and Other Relevant Algorithms

In this subsection, we compare the performance of JPPRS with a baseline algorithm
and a number of other related algorithms. The baseline algorithm considers only the
check-in count of POIs (CC), which is widely used in POI and travel recommendation
systems [23, 60]. The other eleven algorithms consider at least one of the partner selection
factors mentioned in Section 1. The other algorithms were as follows: shortest distance
(SD), demographic data (DA), rating and awareness factor (RA), price and star rating factor
(PS), association (AS), POI profile (PP), singularly joint strategy with demographic data
(SDA), strategy with rating and awareness factor (SRA), strategy with price and star factor
(SPS), strategy with association (SAS), and strategy with POI profile (SPP).We performed
two assessments in this experiment: we sought to verify whether the results are relevant to
query POI q and how far the identified partners are from q on average. In the real world,
POI owners and managers generally do not require a large pool of partners, so we set
k = 1~15.

5.3.1. Relevance of Results to Query POI q

In this section, we used an evaluation score and two methods to assess whether
the identified POIs are appropriate to query POI q. The evaluation score calculates the
suitability of a POI with regard to q and can be written as

PS(result(q)i, q)× f g(result(q)i, q), (17)

where result(q)i denotes partner i identified by the methods for q, where 15 i5k. PS(result(q)i,
q) is the partner score, of result(q)i and q, and fg(result(q)i, q) indicates whether result(q)i
is a POI that the strategy of q is aimed at. If so, then fg(result(q)i, q) equals 1; otherwise,
fg(result(q)i, q) is 0. If q enters a joint promotion partnership with a POI that does not fit
its strategy, the partnership will incur extra costs for q and not attract many customers.
In this case, this evaluation score will show that it has no contribution to make to q (i.e.,
fg(result(q)i, q)). For each result(q)i, a higher evaluation score will mean that the POI is more
suitable as a partner for q. Using this score, we conducted two experiments to compare
our algorithm with the 12 other algorithms. The first experiment determined whether
these algorithms can identify the POIs with the top-k evaluation scores for q. The second
experiment determined whether the partners obtained by these algorithms have high
evaluation scores.

Figure 11 displays the results of the first experiment. In this figure, we can see that for
any k, the proposed algorithm derives the POIs with the top-k evaluation scores for q. As
for the other methods, they only considered one or two of the partner factors mentioned
in Section 1, unlike the proposed algorithm which considers them all. Consequently, they
could only find a small portion of the POIs found by the proposed algorithm.
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Figure 11. Proportions of top-k evaluation scores among results of various methods.

Figure 12 presents the average evaluation scores of the top-k results obtained by our
algorithm and the other methods. As can be seen, our method produced the highest average
evaluation scores, which indicates that our method is the most capable of identifying
suitable partners for query POI q. The other methods could be roughly divided into three
groups. The first group included SPP, SDA, SAS, SRA, and SPS, the average evaluation
scores of which were slightly lower than our method (PF) because they considered the
response strategies and at least one partner factor. The second group contained SD, PP,
DA, AS, RA, and PS, the average evaluation scores of which were lower than our method
because they only considered partner factors but not the promotional strategies. The final
group included only CC, which derived the lowest average evaluation scores of all the
methods. This is because POI owners and managers generally do not consider highest
popularity when they look for partners. The results in this subsection indicate that the
proposed PF algorithm is better suited than other algorithms to finding partners for query
POI q, based on the six factors mentioned in this paper. The fact that in any situation,
the top-k evaluation scores of PF were higher than those of other methods confirms the
effectiveness of the proposed scheme.
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5.3.2. Average Distance between q and Identified Partners

In addition to using the evaluation score presented in the begin of this section to assess
the partners identified by our method and the other 12 approaches, we also used distance
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to determine the suitability of the partners for query POI q. Note that the distance was
used here because it is a significant factor affecting the success of joint promotions between
two POIs. As we mentioned in Section 1, the shorter the distance between them, the higher
the chance of success, and the longer the distance, the higher the chance of failure.

Figure 13 displays the average distances between q and the identified candidate
partners. In this figure, we can see that candidate partners identified by the SD approach
are on average the closest to q. This is because the SD approach only looked for the top-k
closest POIs to q. As can be seen in Figure 13, the average distances derived by our method
were larger than those obtained by the SD method; however, regardless of k, the average
distances remained less than 1 km. This shows that the proposed algorithm can assist query
POI q in finding POIs that are both close to q and suitable partners, which increases the
chance of success of joint promotions between q and these POIs. Except for those obtained
by SD and our algorithm, we can also see that the average distances derived by the other
methods range between 2 km and 7 km, which is several times larger than those from
our algorithm. The reason for this was that these algorithms did not take distance into
account. If q were to become joint promotion partners with these POIs, the promotion
activities would have a smaller chance of success. This is because, a larger distance between
two POIs leads to fewer customers who are willing to travel the distance between them.
Our analysis in the previous section revealed that the candidate partners identified by the
proposed algorithm are not only well suited to query POI q, but also located within 1 km
from q.

ISPRS Int. J. Geo-Inf. 2020, 9, x FOR PEER REVIEW 26 of 33 

 

distance to determine the suitability of the partners for query POI q. Note that the dis-
tance was used here because it is a significant factor affecting the success of joint promo-
tions between two POIs. As we mentioned in Section 1, the shorter the distance between 
them, the higher the chance of success, and the longer the distance, the higher the chance 
of failure. 

Figure 13 displays the average distances between q and the identified candidate 
partners. In this figure, we can see that candidate partners identified by the SD approach 
are on average the closest to q. This is because the SD approach only looked for the top-k 
closest POIs to q. As can be seen in Figure 13, the average distances derived by our 
method were larger than those obtained by the SD method; however, regardless of k, the 
average distances remained less than 1 km. This shows that the proposed algorithm can 
assist query POI q in finding POIs that are both close to q and suitable partners, which 
increases the chance of success of joint promotions between q and these POIs. Except for 
those obtained by SD and our algorithm, we can also see that the average distances de-
rived by the other methods range between 2 km and 7 km, which is several times larger 
than those from our algorithm. The reason for this was that these algorithms did not take 
distance into account. If q were to become joint promotion partners with these POIs, the 
promotion activities would have a smaller chance of success. This is because, a larger 
distance between two POIs leads to fewer customers who are willing to travel the dis-
tance between them. Our analysis in the previous section revealed that the candidate 
partners identified by the proposed algorithm are not only well suited to query POI q, but 
also located within 1 km from q. 

 
Figure 13. Average distances between q and candidate partners as derived by various methods. 

5.4. Case Study to Verify Accuracy of Our Algorithm 
This section uses some actual cases to verify the accuracy of our algorithm. Suppose 

that in real life, POIs of Category A can cooperate with those of Category B. We therefore 
performed a top-15 query with the POIs in these two categories, respectively, and com-
pared the two groups of results in terms of recommended categories of POIs. Table 6 
presents the joint promotion cases that we collected. For the sake of brevity, we limited 
our discussion here to the combination mentioned in [1]: “A dry cleaning business offers 
a 50% discount to anyone who visits a nearby tailor. The tailor offers one free hemming 
service to people who visit the drycleaner. Both businesses benefit from potential new 
clients and improved relationships with their current customers.” 

Table 6. Joint promotion cases. 

0 

1 

2 

3 

4 

5 

6 

7 

8 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Av
er

ag
e D

ist
an

ce
s B

et
w

ee
n 

q
an

d 
C

an
di

da
te

 P
ar

tn
er

s

k

PF SD CC DA RA
PS AS PP SDA SRA

The number of partners chosen by the algorithm (k)
Figure 13. Average distances between q and candidate partners as derived by various methods.

5.4. Case Study to Verify Accuracy of Our Algorithm

This section uses some actual cases to verify the accuracy of our algorithm. Suppose
that in real life, POIs of Category A can cooperate with those of Category B. We therefore
performed a top-15 query with the POIs in these two categories, respectively, and compared
the two groups of results in terms of recommended categories of POIs. Table 6 presents the
joint promotion cases that we collected. For the sake of brevity, we limited our discussion
here to the combination mentioned in [1]: “A dry cleaning business offers a 50% discount
to anyone who visits a nearby tailor. The tailor offers one free hemming service to people
who visit the drycleaner. Both businesses benefit from potential new clients and improved
relationships with their current customers.”
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Table 6. Joint promotion cases.

Category of Query Category of Partner Reference

Dry Cleaner Tailor Shop [1] p. 37
Tailor Shop Dry Cleaner [1] p. 37
Nail Salon Salon/Barbershop [1] p. 37

Salon/Barbershop Nail Salon [1] p. 37
Cosmetics Shop Nail Salon [83] p. 238

Nail Salon Cosmetics Shop [83] p. 238
Bakery Coffee shop, Cafe [83] p. 186

Coffee shop, Cafe Bakery [83] p. 186
Coffee shop, Cafe Dessert Shop, Snack Place [83] p. 186

Dessert Shop, Snack Place Coffee shop, Cafe [83] p. 186

Figure 14 presents the average results of the top-15 queries performed based on the
two only POIs in the dry cleaner category in New York City. The X axis shows the categories
that have appeared in the query results. The Y axis on the left measures the average number
of times that each POI category appeared in the top-15 queries, whereas the Y axis on the
right indicates that average ranking of each category with regard to their appearance in the
top-15 queries. Note that the axis on the right presents the ranking in descending order.
Because a smaller number generally means a higher ranking, we reversed the order of the
axis markings. As can be seen in the figure, the tailor shop category is recommended an
average of 1.5 times in the top-15 query results, and each time, it ranks ninth on average,
behind the categories clothing stores, women’s stores, and American restaurants. Note that
that this is an extremely good result, as there are a total of 425 categories in New York City
(as shown in Table 5), but the tailor shop category only falls behind three categories. As for
the tailor shop category only appearing an average of 1.5 times in the top-15 query results,
which is significantly lower than the 8 times of clothing store, this was because there are
only 7 POIs in the tailor shop category in all of New York City, much fewer than the 69
POIs in the clothing store category. The average ranking at ninth place of the tailoring
category was also due to the fact that the tailor shops were farther from the dry cleaners
than the POIs in other categories were.
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Figure 14. Average results of queries based on the 2 dry cleaners.

Figure 14 also shows that it is more suitable for the two dry cleaners in New York
City to partner with clothing stores, women’s stores, and American restaurants than with
tailor shops. First of all, clothing stores and women’s stores are not unexpected results
as these categories and the tailor shop category are all related to the clothing industry, so
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they are suitable partners for dry cleaners. The algorithm suggested American restaurants
as suitable partners for dry cleaners because the food-related POIs where users check in
most frequently (55% of the check-ins in the dataset used in this study were made at POIs
related to food and beverage), and the number of POIs in this category is high. As a result,
they can often be found near the dry cleaners (i.e., the distances between them and q are
shorter), which results in higher partner scores.

Figure 15 displays the average results of the queries performed based on the seven
tailor shops in New York City. The axes are the same as those in Figure 14. In this figure,
we can see that dry cleaners are recommended an average of 2/7 times. Note that POIs in
the dry cleaner category are rarely recommended because there are only two POIs in the
dry cleaner category in the New York City dataset; thus, not all of the tailor shops have dry
cleaner POIs nearby for the algorithm to recommend. Nevertheless, we discovered that
if a dry cleaner appeared in the top-15 results of a tailor shop query, they would always
rank fairly high, second on average, which also means that dry cleaner POIs are suitable
partners for tailor shop POIs. Figure 15 also indicated that laundry services which are
analogous to dry cleaner are also suitable partners for tailor shops. This demonstrates that
our algorithm can identify suitable candidate partners in real-world circumstances.
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Figure 15. Average results of queries based on the 7 tailor shops.

Figure 15 also revealed that in addition to dry cleaners and laundry services, gyms,
coffee shops, salons/ barbershops, seafood restaurants, pubs, American restaurants, pizza
places, breweries, sandwich places, men’s stores, and nightclubs were also suitable partners
for tailor shops. As explained above, POIs related to food and beverages are recommended
due to the high number of check-ins at these POIs and high number of POIs in these
categories. As for gyms and salons/barbershops, they were likely to be listed by our
algorithm as suitable partner categories because they share many of the same customers.
This is reasonable because customers who will frequent tailor shops to purchase tailored
clothing attach importance to their appearance. It seems likely therefore that they would
also frequent gyms and salons or barbershops.

The results for dry cleaners and tailor shops in Figures 14 and 15 confirm that the joint
promotion partners identified by JPPRS are similar to those identified using methods based
on marketing theory [1].
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5.5. Discussion of Experiment Results

The simulations described above confirm that JPPRS provides several advantages
over existing schemes. The experiment in Section 5.2 verified that when using the LBSN
dataset, JPPRS is able to identify a suitable number of joint promotion partners for a given
POI within a suitable period of time. The experiment in Section 5.3 demonstrated the
superiority of JPPRS over existing methods in terms of fitness score and distance. The
experiment in Section 5.4 verified that the results obtained using JPPRS were very similar to
those obtained using methods based on conventional marketing theory [1]. Overall, these
results indicate that JPPRS in conjunction with the LBSN dataset is a viable alternative to
methods based on marketing theory in terms of accuracy and computational overhead.

6. Conclusions

Joint promotion has been studied extensively; however, much of this work involved
field visits, which often involved having participants fill out questionnaires. However,
those methods are costly in terms of time and money, and the results are not generalizable.
The gradual maturation of LBSN analysis methods in recent years has spawned a wide
variety of recommendation systems; however, most of those schemes targeted end-users
rather than vendors. In the current study, we developed a novel joint promotion partner
recommendation system (JPPRS) based on LBSN data. To the best of our knowledge, no
previous works focus on this topic.

In this study, we aimed to create a recommendation system that met the following
two conditions: (1) the system had to be suitable for most LBSN datasets, and (2) it had
to be directly applicable to a real-world environment. To meet the first condition, we
referred to existing studies to select the following six factors common to most LBSNs:
customer base, association, ratings and awareness, prices and star ratings, distance, and
promotional strategies. To meet the second condition, we designed simple offline and
online algorithms with fast calculation capabilities. With these algorithms, the proposed
method can be directly realized in the backend of websites, returning results to online users
almost instantly. Finally, we used a real-world LBSN dataset to verify the accuracy and
efficiency of the proposed system.

This study offers an innovative approach to recommendation systems for businesses
and commerce research. The proposed method overcomes the limitations posed by tradi-
tional questionnaire-based methods; our experiments verified that using LBSN datasets
for analysis can provide better recommendations more swiftly. This paves the way for
marketing analysis based on social network datasets. It further pioneers the application of
recommendation systems aimed at businesses. The current study is the first to broaden
the target of recommendation systems beyond individual consumers. This represents a
significant contribution.

Potential future directions of research are diverse. As mentioned, it delves into new
topics within recommendation systems such as social network datasets and diverse targets.
As such, we focus on a simple framework for practical application within this paper;
future research could extend the proposed method in aspects such as data, algorithms,
environments, and even application. For example, if system developers could collect
more data, more factors could be added to the system to further increase the accuracy
of recommendations. System developers could also think outside of the box and go
beyond statistical analysis by applying artificial intelligence to make recommendations,
which would further enhance the applicability and accuracy of the system. For instance, a
rule-based machine learning algorithm could substitute the Lanchester’ law used in this
work. A k-means algorithm could be added to categorize all of the businesses in the LBSN
beforehand, and then the relationships between categories could be used to estimate the
suitability scores of joint promotions between different businesses. Another possibility is
application of a deep learning model to learn the characteristics of different businesses
to serve as the foundation of searching for joint promotion partners. Considering the
sparsity of data in LBSN datasets, a generative adversarial network could also be used to
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generate reasonable fake data to make up for inadequacies in the LBSN data. In terms of
implementation environment, the proposed method was designed with a single host in
mind. However, as existing cloud environments are already mature, many recommendation
systems also apply the concept of cloud computing to increase computational speed.
Regarding application, this study merely considered one-to-one joint promotion partners.
Future studies could consider adjusting the proposed method to make it applicable to
one-to-many joint promotions or joint promotion alliances.
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