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Abstract: Terrorist attacks are harmful to lives and property and seriously affect the stability of the
international community and economic development. Exploring the regularity of terrorist attacks
and building a model for assessing the risk of terrorist attacks (a kind of public safety risk, and it
means the possibility of a terrorist attack) are of great significance to the security and stability of
the international community and to global anti-terrorism. We propose a fusion of Inverse Distance
Weighting (IDW) and a Multi-label k-Nearest Neighbor (I-MLKNN)-based assessment model for
terrorist attacks, which is in a grid-scale and considers 17 factors of socio-economic and natural
environments, and applied the I-MLKNN assessment model to assess the risk of terrorist attacks in
Southeast Asia. The results show the I-MLKNN multi-label classification algorithm is proven to be an
ideal tool for the assessment of the spatial distribution of terrorist attacks, and it can assess the risk of
different types of terrorist attacks, thus revealing the law of distribution of different types of terrorist
attacks. The terrorist attack risk assessment results indicate that Armed Attacks, Bombing/Explosions
and Facility/Infrastructure Attacks in Southeast Asia are high-risk terrorist attack events, and the
southernmost part of Thailand and the Philippines are high-risk terrorist attack areas for terrorism.
We do not only provide a reference for incorporating spatial features in multi-label classification
algorithms, but also provide a theoretical basis for decision-makers involved in terrorist attacks,
which is meaningful to the implementation of the international counter-terrorism strategy.

Keywords: assessment; terrorist attack types; I-MLKNN; multi-source factors

1. Introduction

Terrorism is one of the most important threats in today’s society. Terrorist attacks are
harmful to lives and properties and seriously affect the stability and economic development
of the international community [1].

Terrorism research is an important area in the study of international relations, and
a large number of researchers have made great efforts to find a solution to the threat
of terrorism. The research focuses on the following two aspects: (1) Using statistical
methods to explore the impact factors of terrorist attacks. Findley et al. took the data on
transnational and domestic terrorist incidents from 1970 to 1997 and designed a statistical
analysis program for terrorism data to reveal the relationship between terrorist attacks
and whether the state has an independent judiciary [2]. Scheffran showed that there are
multiple connections and feedback between climate systems, natural resources, human
security and social stability [3]. Perliger et al. argued that groups with full ideology tend to
unite when threatened by strong outsiders, thus creating terrorist attacks. The theory was
tested using the case of Jewish terrorism in Israel between 1948 and 2006 [4]. (2) Research
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on terrorism assessment using techniques such as machine learning and deep learning.
Ding et al. used Neural Network (NN), Support Vector Machine (SVM), and Random
Forest (RF) machine learning models to assess the risk of terrorist attacks worldwide, using
historical data from 1970 to 2015. The results showed that the RF model works best. The
model predicts the location of possible terrorist incidents in 2015, with a success rate of
96.6% [5]. Raghavan et al. used the Hidden Markov Model to build a model for a terrorist
organization’s activity and detected sudden spurts and downfalls in this profile [6]. Scharpf
et al. used a power-law distribution based on observations to predict extreme massacres
ex post and ex ante [7]. However, the abovementioned studies on terrorist attacks did
not adequately consider the multi-source characteristics that affect terrorism, and most
of the studies were conducted on national and regional scales. The research generally
focuses on the casualties of terrorist attacks, and research on the types of terrorist attacks is
relatively lacking.

The terrorist attack is a kind of very complex social event, which is driven by many fac-
tors [8–10]. The Global Terrorism Database (GTD) is provided by the National Consortium
for the Study of Terrorism and Response to Terrorism (START) at the University of Mary-
land [11]. According to the GTD, currently the types of terrorist attacks are divided into
eight categories, including Assassination, Armed Assault, Bombing/Explosion, Hijacking,
Hostage Taking (Barricade Incident), Hostage Taking (Kidnapping), Facility/Infrastructure
Attack and Unarmed Assault. The details of the attack information are as follows [12–14].

(1) Assassination: An act whose primary objective is to kill one or more specific and
prominent individuals.

(2) Armed Assault: An attack whose primary objective is to cause physical harm or
death directly to human beings by use of a firearm, incendiary, or sharp instrument
(knife, etc.).

(3) Bombing/Explosion: An attack where the primary effects are caused by an energet-
ically unstable material undergoing rapid decomposition and releasing a pressure
wave that causes physical damage to the surrounding environment.

(4) Hijacking: An act whose primary objective is to take control of a vehicle for the pur-
pose of diverting it to an unprogrammed destination, forcing the release of prisoners,
or some other political objective.

(5) Hostage Taking (Barricade Incident): An act whose primary objective is to take control
of hostages for the purpose of achieving a political objective through concessions or
through the disruption of normal operations.

(6) Hostage Taking (Kidnapping): An act whose primary objective is to take control of
hostages for the purpose of achieving a political objective through concessions or
through the disruption of normal operations.

(7) Facility/Infrastructure Attack: An act, excluding the use of an explosive, whose
primary objective is to cause damage to a nonhuman target.

(8) Unarmed Assault: An attack whose primary objective is to cause physical harm or
death directly to human beings by any means other than explosive, firearm, incendiary,
or sharp instrument (knife, etc.).

These are assessed by the types of terrorist attacks that occurred in the same location
and are used to predict the types of terrorism where no attack occurred. This involves a
typical multi-label classification problem [15].

Currently, there are two main solutions to the multi-label classification problem.
(1) Problem conversion: The method refers to converting the multi-label classification
problem into a traditional single-label one. Multi-label data are converted into single-label
data during training and then learned using a single-label classification algorithm [16].
Among them, the Binary Relevance (BR) algorithm assumes that the tags are independent
of each other and learn one-to-one for each tag [17]. The Label Power-set (LP) algorithm
combines the labels that each sample may have into a new label, and then classifies the new
label data [18]. (2) Algorithm adaptation: This method refers to the improvement of the
single-label classification algorithm to adapt to the multi-label classification problem [19].
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Typical algorithms include a multi-label k-nearest neighbor algorithm (MLKNN) that
improves the two-class K nearest neighbor algorithm [20] and a modified Rank-SVM
algorithm for the two-class SVM algorithm [21]. In recent years, multi-label classification
has attracted the attention of many scholars, and is widely used in image annotation, text
classification, video annotation and other fields [22–24]. However, the existing methods
pay less attention to the risk of different types of terrorist attacks.

Different types of terrorist attacks require different anti-terrorism programs, so the
type of terrorist attack seriously affects the development of anti-terrorism defense systems
and strategies. To make an accurate assessment of terrorist attack types, we propose the I-
MLKNN algorithm and select Southeast Asia as the research area. In this paper, MLKNN is
applied to achieve the multi-label classification of terrorist attacks, but it cannot analyze the
spatial characteristics of data. Therefore, we introduce spatial thoughts into the MLKNN
algorithm. Spatial spillovers are a main interest in regional science, involving exogenous
variables at one location having impacts on the dependent variable at both the targeted
and neighboring locations [25,26]. Many researchers have considered the spatial influence
of adjacent elements for spatial spillover effects [27,28]. Thus, in order to accommodate for
spatial effects, we propose to consider the influence of the grid in which terrorist attacks
occurred on other grids for the spatial spillover effect in our study. The inverse distance
weighting method is one of the most commonly used models in spatial analysis, which
takes the distance between the interpolation points and the sample points as the weight
for the weighted average [29]. By referring to the inverse distance weighting expression,
we improve MLKNN with the inverse distance weighting method to obtain an efficient
algorithm, namely I-MLKNN. Combining a machine learning model (MLKNN) with an
empirical model can enhance the interpretability of the results [30,31]. On the one hand,
this paper improves the existing multi-label classification algorithm. On the other hand, it
can effectively evaluate the risk of different types of terrorist attacks and reveal the patterns
between the types of terrorist attacks, thus providing support for relevant decision-makers.

2. Area and Data Processing
2.1. Area

Southeast Asia (SEA) consists of the Indo-China Peninsula and the Malay Archipelago.
There are 11 countries in Southeast Asia, including Vietnam, Laos, Cambodia, Thailand,
Myanmar, Malaysia, Singapore, Indonesia, Brunei, the Philippines, and East Timor, and it
has an area of approximately 4.57 × 106 km2. Southeast Asia is one of the most dynamic
and potential-laden areas of economic development in the world. In the future of the new
world’s politics and economic structure, Southeast Asia’s political and economic roles and
strategic position will become more important [32]. In addition, Southeast Asia is not only
a key node in the “Belt and Road”, but also a frequented area of terrorist attacks. The
stability of the security environment in Southeast Asia is one of the important prerequisites
for international peace and development. Therefore, constructing a model for assessing
terrorist attacks and analyzing the security situation in Southeast Asia is of great practical
significance for the formulation and implementation of international security strategies.

2.2. Data Processing

We use the basic data of terrorist attacks and multi-source heterogeneous data in such
areas as society, nature, and the economy to build a database of different types of terrorist
attacks and impact factors. Since they are structured data with location information, to
conduct subsequent spatial modeling, these data need to be spatialized. At the same time,
due to the multi-source heterogeneity of the data on the impact factors of terrorist attacks, it
is necessary to conduct standard grid processing to ensure a unified spatial scale. This will
not only facilitate the expression of regional terrorism’s influential factor distribution laws,
but also realize the construction and expression of its data spatial model. The gridding
divides the non-overlapping polygons in geospatial time and spatial units (0.1◦ × 0.1◦).
Each polygon is a spatial unit, and the statistical unit information can be conveniently
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expressed through the grid. The gridded terrorist attack impact factor data can not only
reflect reality more intuitively and more realistically, but also provide a unified spatial
benchmark for fusion [33].

The data on the types of terrorist attacks in Southeast Asia were spatially processed,
and the multi-class impact factor data were collected on socio-economic and natural
resource characteristics and then networked. This study uses the basic data of terrorist
attacks and multi-source heterogeneous data such as social, natural and economic data to
build a database of basic data and influence characteristics of terrorist attacks. Terrorist
attack data include the longitude, latitude, type, casualties and other attributes of all
terrorist attacks in Southeast Asia from 1970 to 2019. Based on the geo-environment
system theory and experts′ prior knowledge, the influencing factors of terrorist attacks
mainly include a variety of data collected from the social economy and natural resources,
which are shown in Table 1 [34,35]. We selected the most typical 17 factors related
to terrorist attacks as the influencing factors of terrorist attacks [36]. Socio-economic
data include ethnic diversity, main drug regions, population density, nighttime lights,
accommodation outlets, catering outlets, transportation sites, religious places, political
places, etc. Natural resource data include average precipitation, average temperature
and terrain, the distance to the major navigable lake, the distance to the ice-free ocean,
the distance to the major navigable rivers and other data, which can affect the situation
of terrorist attacks to a certain extent [37]. The sources of the impact factor data are
shown in Table 1. To unify the scale, the impact factor data are normalized. We used
GIS software and the Python programming language for data processing, including
ArcMap 10.3 (available online: http://pro.arcgis.com/ (accessed on 20 June 2021)) and
Python 3.6 (available online: https://www.python.org/ (accessed on 20 June 2021)).

2.2.1. Grid Spatialization

In order to model and analyze the multi-source heterogeneous terrorist attack data on
a unified spatial scale, we carried out standard grid spatial processing. At the same time,
the feature extraction of terrorist attacks was completed to provide a data foundation for
subsequent model construction.

The data on terrorist attacks and impact factors were pre-processed, and some singular
data (e.g., the value of each influence factor is 0, individual feature data missing) were
removed. We selected appropriate methods to deal with missing values according to
different data characteristics. For continuous data, such as temperature and precipitation,
we filled the missing value with the average values of other regions. For discrete data
such as population density, we set the missing value as 0. The data were filtered and
matched with geocoding, and the final data on the types of terrorist attacks and the impact
factors were obtained through data correction. All data were visualized and modeled on a
uniform scale to complete the spatialization of the data on a standard grid. We conducted
a standard grid spatialization (0.1◦ × 0.1◦) on 17 types of impact factor data collected from
the socioeconomic and natural resource characteristics and the types of terrorist attacks in
Southeast Asia, forming 36,978 standardized grids. The specific steps are as follows:

(1) Based on the GTD, the locations of terrorist attacks in Southeast Asia as well as the
numbers of casualties were collected, and this information was converted into raster
data, selecting a grid of 0.1◦ × 0.1◦ resolution. The number of individual terrorist
attack types in each grid was determined statistically.

(2) The raster data for five factors can be obtained by G-Econ 4.0 (a dataset of world
economic activity): the distance to major navigable lake (km), the distance to major
navigable river (km), the distance to ice-free ocean (km), the average precipitation
(mm/a), and the average temperature (◦C); ArcMap 10.3 was used to sample the
abovementioned raster data into a 0.1◦ × 0.1◦ grid.

(3) Ethnic diversity is based on the GeoEPR (National Relations Dataset); the main drug
area is based on the World Drug Report and the national administrative border; night-
time lighting is based on the Earth Observation Organization; and population density

http://pro.arcgis.com/
https://www.python.org/
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and topography are based on NASA’s Earth Observatory. We used ArcMap 10.3 to
sample the abovementioned data into a 0.1◦ × 0.1◦ grid.

(4) With respect to points of interest (POIs), we used the Google Places API to obtain
POI data on Southeast Asia and then used ArcMap 10.3 to sample them into a
0.1◦ × 0.1◦ grid.

Table 1. Impact factor data.

Type of Data Source Publisher

Location of the terrorist attack
(latitude, longitude)

Global Terrorism
Database (GTD),

1970–2019

START, University of Maryland
(available online: https:

//www.start.umd.edu/gtd/
(accessed on 20 June 2021))

Distance to major navigable lake

G-Econ 4.0, 2011
Yale University (available online:

http://gecon.yale.edu/
(accessed on 20 June 2021))

Distance to major navigable
river

Distance to ice-free ocean
Average precipitation
Average temperature

Ethnic diversity
GeoEPR, the Ethnic

Power
Relations dataset, 2014

Center for Comparative and
International Studies (CIS),

International Conflict Research
(available online:

http://www.icr.ethz.ch/data
(accessed on 20 June 2021))

Major drug regions World drug report, 2021

Division for Policy Analysis and
Public Affairs, United Nations

Office on Drugs and Crime
(available online:

http://www.unvienna.org/
unov/en/unodc.html

(accessed on 20 June 2021))

Nighttime lights Nighttime Lights of the
World, 2019

The Earth Observation Group,
NOAA (available online: http://
ngdc.noaa.gov/eog/index.html

(accessed on 20 June 2021))

Population density Population density of the
World, 2015

NASA’s Earth Observatory
(available online:

http://neo.sci.gsfc.nasa.gov/
(accessed on 20 June 2021))

Topography Digital elevation model
(DEM), 2011

POI

Transportation site

Google Places API, 2021

Google (available online:
https://developers.google.cn/

places/web-service/intro
(accessed on 20 June 2021))

Religious places
Political places

Catering outlets
Accommodation outlets

2.2.2. Normalization

The impact data on terrorist attacks have different dimensions and orders of magni-
tude. If such data are processed directly, the smaller-scale indicators may be ignored, and
the accuracy of the evaluation results may be reduced.

Since the features of terrorist attacks have different units, to unify the scales to avoid
differences between different units, the multiple impact factors are normalized, and the
normalization formula is as shown in Equation (1).

Xnorm =
Xi − Xmin

Xmax − Xmin
(i = 1, 2, 3 . . . n) (1)

https://www.start.umd.edu/gtd/
https://www.start.umd.edu/gtd/
http://gecon.yale.edu/
http://www.icr.ethz.ch/data
http://www.unvienna.org/unov/en/unodc.html
http://www.unvienna.org/unov/en/unodc.html
http://ngdc.noaa.gov/eog/index.html
http://ngdc.noaa.gov/eog/index.html
http://neo.sci.gsfc.nasa.gov/
https://developers.google.cn/places/web-service/intro
https://developers.google.cn/places/web-service/intro
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where Xi is the original value of the i-th feature of the terrorist attack, Xnorm is the normal-
ized value of the i-th feature, Xmin and Xmax are the minimum and maximum of the i-th
feature of the terrorist attack, and n is the number of data points for the feature.

3. Methods

The framework of our method is shown in Figure 1. The locations and types of terrorist
attacks were assessed using the machine learning method, which means that we used the
locations and types of terrorist attacks that already occurred to predict the locations and
types of future possible attacks. First, to remove the redundant features and noise data, we
used the Locally Linear Embedding (LLE) algorithm to reduce the dimensionality of the
features and calculate the correlation between the features before and after the dimension
reduction through the Maximal Information Coefficient (MIC). Next, we comprehensively
analyzed the impact factors and fused the MLKNN multi-label classification algorithm
with the improved inverse distance weighting method from the grid-scale to construct a
terrorist attack type assessment model. Finally, the validity of the model was tested.
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3.1. Feature Dimension Reduction

To eliminate redundant features and noise data in the impact factors and improve the
performance of the model, we reduced the dimensions of the impact factors of terrorist
attacks. Dimensionality reduction is an effective algorithm for eliminating noise data and
extracting useful information. To determine the best method to effectively reduce the
dimension of the features while retaining the main information of the features as much
as possible, scholars conducted a series of research studies and proposed a number of
algorithms, such as the Genetic Algorithm (GA) and Principal Component Analysis (PCA).
The GA is a search algorithm inspired by evolutionary biology, which effectively crosses
the large solution space. However, the GA may increase the complexity of experiments [38].
PCA is an unsupervised algorithm that can linearly group the original features. However,
the new principal component cannot be interpreted, and the threshold for accumulating
interpretability variance must be adjusted manually [39]. As a typical representative of the
nonlinear dimensionality reduction algorithm, LLE [40] can keep the original topological
structure of the reduced data and learn any dimensional local linear low dimensional
manifold with higher efficiency [41]. In order to reduce the dimension of data efficiently
and keep the original topological structure after dimension reduction, we used LLE. At
the same time, to ensure good interpretability of the reduced-dimensional data, the MIC
was used to analyze the correlation between the reduced-dimensional features and the
original 17 impact factors to explore the relationship between the features of dimensional-
ity reduction.

3.1.1. LLE Algorithm

The basic concept of LLE is to transform the global nonlinear relationship into a local
linear relationship and maintain the local geometric features of the data. In essence, LLE
maps neighbors on a manifold to neighbors on a low-dimensional space. The advantages
of this algorithm are high efficiency, few parameters and easy implementation [42,43].

(1) Algorithm principle

Input: Sample set D = {X1, X2, . . . , Xn}, the nearest neighbor k, dimensionality
reduction d.

Output: Low dimensional sample set matrix D′.
For the sample Xi(i = 1, 2, 3 . . . n), we calculate the distance between one sample

and the other n-1 samples, and select the nearest k points as the nearest neighbors of the
sample Xi. k is a predetermined value, and the distance calculation generally adopts the
Euclidean distance.

For the sample Xi(i = 1, 2, 3 . . . n), the local covariance matrix [44] is calculated using
Equation (2).

Zi = (xi − xj)
T(xi − xj) (2)

Let Wi denote the corresponding weight coefficient vector, where 1k is a vector with k
dimensions of all 1 [45]. The Wi can be calculated by Equation (3).

Wi =
Z−1

i 1k

1T
k Z−1

i 1k

(3)

The local reconstruction weight matrix W consists of Wi, and the output of the
sample is calculated by W and its neighbors. Next, the matrix M can be calculated by
Equation (4), and the eigenvector corresponding to the first d + 1 eigenvalues of the ma-
trix M is {y1, y2, . . . , yd+1}. The matrix formed by the second eigenvector to the (d + 1)th
eigenvector is the output low-dimensional sample set matrix D′ = {y2, y3, . . . , yd+1}.

M = (1−W)T(1−W) (4)

(2) Intrinsic Dimension
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The dimension reduction d is a key parameter. If the dimension of the reduction is
too high, the output is susceptible to redundant features and noise data. If the dimension
of the reduction is too low, the intrinsic features of the sampled data cannot be effectively
extracted, and the information contained in the original data is not retained. The d in this
paper can be calculated, and the calculated dimension is called the intrinsic dimension. We
use the eigenvalue method to calculate the intrinsic dimension [46,47]. The outputs of the
intrinsic dimension after reduction include the main information of the sample. Generally,
the value of k should be greater than the intrinsic dimension d of the sample. The formula
for calculating the intrinsic dimension is as Equation (5).

m

∑
j=1

λi\
k

∑
j=1

λi ≥ 0.95 (5)

In the equation, d is the intrinsic dimension, k is the number of nearest neighbors, m
is the number of samples, and 0.95 is the threshold value set according to the eigenvalue
method [48].λi is the eigenvalue of Zi, and it is sorted from large values to small values.
The intrinsic dimension of each sample needs to be calculated, and the intrinsic dimension
of the sample dataset is determined by voting [48].

3.1.2. Relevance Analysis

We use the MIC to explore the influence of dimensionality reduction on feature
correlation [49]. When there are enough statistical samples, the MIC can capture a wide
range of relationships and explore the characteristics of dimensionality reduction.

The MIC is developed on the basis of mutual information, and it is suitable for
exploring the potential relationship between the pairs of variables in the dataset, which is
fair and extensive. The MIC is calculated using Equation (6).

MIC(X, Y|D) = maxi×j<B(n)

{
M(X, Y|D)i,j

}
(6)

where X and Y represent variables, n represents the size of the sample, i × j < B (n)
represents the dividing dimension limit of the grid G, G represents the variable pair
divided into i × j grids, and M(X, Y|D)i,j represents the characteristic matrix of X and
Y [50]. In this paper, B(n) = n0.6, and 0 ≤MIC ≤ 1.

3.2. I-MLKNN

MLKNN is an effective machine learning algorithm, which can not only evaluate the
multi types of terrorist attacks, but also improve the accuracy of classification. However, it
cannot solve the problem of the spatial distance between assessment types. The inverse
distance weighting method can effectively evaluate the spatial impact of terrorist attack
events on each other. Therefore, combining the machine learning model MLKNN with the
empirical model can enable comprehensive consideration of the various types of terrorist
attacks and the spatial distance between them.

The spatial grid data for terrorist attack types in Southeast Asia are shown in Figure 2.
In Figure 2, the points with different shapes represent different types of terrorist attacks.
There are many terrorist attacks, mainly concentrated in the southernmost part of the Indo-
China Peninsula and the Philippines (Figure 2). As shown in Figure 3, there may be one or
more types of terrorist attacks on each grid. Meanwhile, the proposed method is to predict
the distribution of different types of terrorism that may occur in a grid without terrorist
attacks, which is defined as the multi-label classification problem in machine learning.
A multi-label classification problem is one in which the same sample can have multiple
labels or be divided into multiple categories [22–24,51,52]. The impact factors of each grid
in this paper are the features of each sample, and the type of attack that occurs on each
grid is equivalent to the label of each sample. According to the features of terrorist attack
types, the MLKNN multi-label classification algorithm is used to obtain the probability
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of occurrence of 8 types of terrorist attacks in each grid. Considering that the types of
attacks on each grid will be affected by the types of attacks on the surrounding grids, we
use the inverse distance weighting method to obtain the average influence of each type of
terrorism on the surrounding grid. The results of the two models are combined to complete
the assessment of types of terrorist attacks.

3.2.1. MLKNN

The MLKNN algorithm is modified based on the KNN algorithm and uses the K-
nearest neighbor classification criterion. After obtaining the k nearest neighbors of the
sample, the label information contained in the neighbor samples is counted, and the
label set of the test sample is predicted by maximizing the posterior probability. Let
X =

{
x1, x2, . . . , xq

}
denote the datasets and Y =

{
y1, y2, . . . , yq

}
denote the corresponding

labels. The known test sample is x, and its corresponding set of labels is y, with y ⊆ Y. yx
represents the label set vector of sample x. For each label, if x has label l, then yx(l) = 1;
otherwise, yx(l) = 0. Let N(x) denote the set of k nearest neighbors of the test sample x in
the training set, and let Cx(l) denote the number of samples of the neighbor set N(x) that
have the label l. Hl

1 indicates the event that the sample x contains label l, and Hl
0 indicates

the event that the sample x does not contain label l. El
j(0 ≤ j ≤ |N(t)|) denotes the event

in which j samples of the k-nearest neighbor of sample x contain the label l.
The classification function of the MLKNN algorithm based on the Bayesian probability

formula is as follows.
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m
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→
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is the number of samples containing the label l in the training set.
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The posterior probability P(El
j |Hl

b) can be calculated using Equations (9) and (10).

P(El
j |Hl

1) = (s + c[j])/(s× (k + 1) + ∑k
p=0 c[p]) (9)

P(El
j |Hl

0) = (s + c′[j])/(s× (k + 1) + ∑k
p=0 c′[p]) (10)

where c[j] represents the number of samples in which the label l is shared by itself and j of
the k nearest neighbors, and c′[j] represents the number of samples for which the label l
does not apply, but j of the k nearest neighbors of the sample are the label [20,53].

We calculate the probability of terrorist attack type l in grid x by Equation (11):

P(l) =
P(Hl

1)P(El
j |Hl

1)

P(Hl
1)P(El

j |Hl
1) + P(Hl

0)P(El
j |Hl

0)
(11)

where P(l) represents the probability of terrorist attack type l on the grid x, Hl
1 indicates the

event that the grid x has had the terrorist attack type l, Hl
0 indicates the event that the grid

x has not had the terrorist attack type l, and El
j indicates the event that there are j grids in

the neighbor set of grid x that have had the terrorist attack type l.

3.2.2. Inverse Distance Weighting

The type of terrorist attack occurring in one grid will be affected by the type of terrorist
attack occurring in adjacent grids. The IDW method is based on the concept of Tobler’s first
law (Geography first law) in 1970. Its idea is that everything is related to everything else, but
near things are more related than distant things [54]. At the same time, the IDW method has
been regarded as one of the standard spatial analysis procedures in geographic information
science [55,56]. It is relatively fast and easy to compute, and straightforward to interpret [57].
Inverse distance weighting is good at explaining the influence of distance on the interaction
between things. Therefore, we reference the expression of the inverse distance weighting
method and propose a model that applies to the types of terrorist attacks.

Tl
ij =

d−b
ij

n
∑

j=1
d−b

ij

(i 6= j) (12)

where Tl
ij indicates that the weighting of grid i is affected by grid j, dij is the distance

between grid i and grid j, and b is the distance friction coefficient. In this paper, b was
set as 2. Additionally, n is the number of grids in which the terrorist attack type l has
occurred [58]. The impact of grid i on the types of terrorist attacks of its neighbors is shown
in Figure 4, where “4” represents the terrorist attack type l. The possibility of a terrorist
attack of type l on grid i is affected by the average influence of the surrounding grids,
which can be calculated by Equation (13).

Gl
i =

n

∑
j=1

Tl
ijPj/n(j = 1, 2, 3, . . . n) (13)

where Gl
i indicates that the probability of a terrorist attack of type l on grid i is affected

by the average influence of the surrounding grids, Pj represents the number of terrorist
attacks of type l that occurred on grid j, and n is the number of grids in which the terrorist
attack type l has occurred [58].
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3.2.3. I-MLKNN

The probability that each type of terrorist attack occurred on the grid x obtained by
using the MLKNN model and the average influence of each type of attack on the grid
x obtained by using inverse distance weightings are fused by certain rules. Then, the
probability of each type of terrorist attack occurring on each grid is calculated. The fusion
rules refer to F1-Score. F1-Score is a measure of the classification problem. Many machine
learning competitions with multi-classification problems often take F1-Score as the final
evaluation method. It is the harmonic average of the accuracy rate and recall rate, with
a maximum of 1 and a minimum of 0. Therefore, we set the fusion rules by referring to
the classification and measurement index of F1-Score [59]. The fusion rule is shown in
Equation (14).

F =
(α2 + 1)G ∗ P

α2G + P
(14)

This equation is the weighted harmonic average of the MLKNN model and the
inverse distance weighting method. The F value indicates the possibility of each type of
terrorist attack on grid x; P = (p1, p2, . . . , p8) indicates the probability of the occurrence of
eight types of terrorist attacks on grid x based on the impact factors; G = {g1, g2, . . . , g8}
indicates that the type of terrorism on grid x is affected by the surrounding grids; and α
ranges from 0.5 to 3, which indicates the weight ratio of P and G in the fusion rule, and the
smaller the value α is, the larger the proportion of G.

3.3. Verification Analysis

In this paper, the Hamming loss, One-error, Coverage, Ranking loss and Average
precision multi-label classification algorithm evaluation indexes were used to evaluate the
effectiveness of the terrorist attack assessment model.
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To train and validate the performance of the assessment model, we used a ten-fold
cross-validation method. The dataset is divided into 10 parts, and 9 of them are taken
as training data and one is used as test data for verification. We performed 10 ten-fold
cross-validations and averaged them as an evaluation of the accuracy of the model. For
test sets S = {(X1, Y1), (X2, Y2), . . . (Xs, Ys)}, the following metrics were used to evaluate
model performance.

The Hamming loss examines the misclassification of a sample on a single label. This
means the label belonging to the sample does not appear in the label set of the sample, and
the label that does not belong to the sample appears in the label set of the sample.

Hammingloss(h)s =
1
s

s

∑
i=1

1
q
|h(Xi)∆Yi| (15)

where ∆ represents the difference in the symmetry between the two sets, and |·| represents
the size of the set returned.

The One-error index indicates the case where the label at the top of the sequence does
not belong to the sample in the sorted sequence of the label set owned by the sample.

one− errors( f ) =
1
s

s

∑
i=1

< argmax
y∈ f

f (xi, y) /∈ Y > (16)

The Coverage index indicates the depth of the search required to cover the labels
owned by the sample in the sorted sequence of label sets.

Coverages( f ) =
1
s

s

∑
i=1

maxrank f
y∈Yi

(xi, y)− 1 (17)

The Ranking loss index indicates the occurrence of an incorrect sort in the sorted
sequence of label sets owned by the sample.

Rankinglosss( f ) =
1
s

s

∑
i=1

1
|Yi|
∣∣Yi
∣∣ ∣∣{y1, y2}| f (xi, y1) ≤ f (xi, y2), (y1, y2) ∈ Yi ×Yi

∣∣ (18)

where Yi represents the complement of Yi in set Y.
The Average precision index indicates that in the sorted sequence of label sets owned

by the sample, the label that precedes the label owned by the sample still belongs to the set
of labels owned by the sample.

Average precisions( f ) =
1
s

s

∑
i=1

1
|Yi| ∑

y∈Yi

∣∣∣y′∣∣∣rank f (xi, y′) ≤ rank f (xi, y), y′ ∈ Yi

∣∣∣
rank f (xi, y)

(19)

For the Hamming loss, One-error, Coverage, and Ranking loss evaluation indexes, the
smaller the value is, the better the model performance; for the Average precision evaluation
index, the larger the value is, the better the model performance.

4. Experimental Result
4.1. Reduced-Dimensional Data Correlation Analysis

In this paper, the data from the 17 factors affecting the types of terrorist attacks are used
to calculate the intrinsic dimension according to Equation (5), and the intrinsic dimension
is six. The feature is then reduced to six dimensions using the LLE algorithm. To reach
good interpretability for the reduced dimensional data, we use the MIC to explore the
correlation between the data, and the correlations between the features before and after
the dimension reduction are shown in Table 2. It can be seen that factors 1 and 2 represent
spatial locations and major drug areas, and their correlations are greater than 0.5; factor 3
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has a greater correlation with the distance to the main navigation lake and the main drug
areas; factor 4 and the location of the terrorist attack (longitude) and the distance to the
main navigation lake are more closely related, and both correlate greater than 0.6; factor 5
is mainly related to the location of the terrorist attack (latitude and longitude), ethnic
diversity, and the distance to the major navigable river; and factor 6 is mainly associated
with the location of the terrorist attack (latitude), the distance to ice-free oceans, and ethnic
diversity. Through the dimension reduction process, redundant features can be removed
and similar features can be merged, thus making the established terrorist attack assessment
model more precise [60,61].

Table 2. Factor correlation before and after dimensionality reduction.

Type of Data Factor1 Factor2 Factor3 Factor4 Factor5 Factor6

Location of the terrorist
attack (latitude) 0.420 0.469 0.422 0.401 0.356 0.422

Location of the terrorist
attack (longitude) 0.671 0.690 0.405 0.606 0.378 0.337

Distance to major navigable lake 0.556 0.567 0.530 0.411 0.262 0.355
Distance to major navigable river 0.587 0.598 0.455 0.635 0.399 0.384

Distance to ice-free ocean 0.673 0.697 0.490 0.487 0.262 0.408
Average precipitation 0.427 0.478 0.388 0.345 0.295 0.266
Average temperature 0.426 0.445 0.357 0.363 0.209 0.294

Ethnic diversity 0.325 0.351 0.382 0.486 0.430 0.452
Major drug regions 0.750 0.750 0.750 0.432 0.209 0.239

Nighttime lights 0.331 0.385 0.353 0.339 0.350 0.252
Population density 0.234 0.275 0.210 0.244 0.182 0.223

Topography 0.191 0.227 0.222 0.225 0.174 0.199
Transportation site 0.211 0.253 0.227 0.205 0.234 0.196

Religious places 0.246 0.268 0.185 0.252 0.234 0.167
Political places 0.354 0.355 0.315 0.265 0.250 0.269

Catering outlets 0.366 0.380 0.303 0.317 0.306 0.275
Accommodation outlets 0.238 0.262 0.231 0.222 0.274 0.208

4.2. I-MLKNN Parameter Analysis

I-MLKNN has two parameters, α and k. α represents the weight of the MLKNN
and the inverse distance weighting in I-MLKNN, and the smaller the α is, the larger
the proportion of the inverse distance weighting; k represents the nearest neighbor of
MLKNN in I-MLKNN. The five evaluation proxy values of I-MLKNN under different
parameters are shown in Figure 5. For the Hamming loss, One-error, Coverage, and
Ranking loss evaluation indexes, the smaller the value is, the better the model performance;
for the Average precision evaluation index, the larger the value is, the better the model
performance. In this paper, the range α is 0.5 to 3, and k is 5 to 15 for model verification.
As α increases, the values of the Hamming loss, One-error, Coverage, and Ranking loss
indexes decrease first and then increase, and the Average precision index increases first and
then decreases. The values of the five evaluation proxies are optimal at the same time when
α = 1.5 and k = 10. Therefore, the choice of α is 1.5 and k = 10 to complete the assessment
of the types of terrorist attacks.
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4.3. Comparison and Evaluation of Different Algorithms

The I-MLKNN algorithm was compared with other multi-label classification algo-
rithms, namely IDW, MLKNN, BP-MLL, and Rank-SVM. The results are shown in Figure 6.
From Figure 6, we can conclude that the evaluation proxies of I-MLKNN are better than
those of the MLKNN and the inverse distance weighting method alone, and they are
better than the values of the other two multi-label classification algorithms Rank-SVM and
BP-MLL. This further confirms the scientific nature and accuracy of the I-MLKNN-based
assessment method for the types of terrorist attacks.
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4.4. Risk Analysis of Terrorist Attacks

In this paper, we use the I-MLKNN algorithm to evaluate the spatial distribution of
different types of terrorist attacks in Southeast Asia on a grid scale, and the probability
of different types of terrorist attacks on each grid is obtained (as shown in Figure 7). In
Figure 7, the darker the color is, the less likely an attack is to occur in the area, and a lighter
color indicates a higher risk of this type of terrorist attack. Then, we use the Analytical
Hierarchy Process (AHP) method to evaluate the occurrence of eight types of terrorist
attacks. Then, we comprehensively calculate the probability of all types of terrorist attacks
in each grid [62], which is the probability of a terrorist attack, to analyze the risk of terrorist
attacks in Southeast Asia and assess the security situation.
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Figure 7a–h show the spatial risk assessment results in Southeast Asia for the eight
types of terrorism: Assassination, Armed Assault, Bombing/Explosion, Hijacking, Hostage
Taking (Barricade Incident), Hostage Taking (Kidnapping), Facility/Infrastructure Attack
and Unarmed Assault. Figure 7a shows the risk of Assassination. It can be seen that
the risk of Assassination in Southeast Asia is generally concentrated and multi-centered.
The southernmost part of Thailand and the Philippines are high-value areas with a high
risk of Assassination. The conflicts between religions and ethnic groups in these regions
are serious and constitute the soil for the roots of extremism. Figure 7b is the risk map
for Armed Assault. It can be seen that the high-risk areas of armed attacks are widely
distributed. The high concentration areas are mainly in the southernmost part of Thailand,
the Philippines, and coastal areas. These areas have long had an imbalance in political and
economic development [63]. Ethnic and religious conflicts in these areas are also serious
and likely to lead to the breeding of terrorism, such as the 6·2 Manila Hotel Attack, for
which the Islamic State extremist organization claimed responsibility [64]. Figure 7c is a
risk map of the Bombing/Explosion terrorist attacks. It can be seen that the high-risk areas
of this event are concentrated, and the overall distribution is multi-centered. The high-
value areas are mainly in southeastern Cambodia, Thailand, and the southern Philippines,
such as the August 17 bomb attack in Bangkok, Thailand, killing 20 people [65]. The
incident occurred in the heart of Bangkok’s business district, clearly targeting foreigners
and damaging the Thai economy and tourism. Figure 7d shows the risk map of Hijacking
terrorist attacks. It can be seen from the figure that most of Southeast Asia is a low-risk
area. Figure 7e is a risk map of Hostage Taking (Barricade Incident) events. It can be seen
that most of the areas are low risk, but the border areas of Thailand, Cambodia and Laos
are riskier than the other areas. Figure 7f is a risk map of Hostage Taking (Kidnapping)
incidents. Western Cambodia, the westernmost and easternmost parts of Indonesia, and the
Philippines are higher risk areas; these areas have serious religious conflicts and are prone
to terrorism [66]. Figure 7g is a risk map of a Facility/Infrastructure Attack events. It can
be seen that the high-value areas of these incidents are mainly concentrated in the coastal
areas of Thailand and the southern Philippines; these areas have serious religious conflicts
and are therefore prone to terrorism [67]. Figure 7h shows the risk map of Unarmed Assault
(involving chemical, biological or radiological weapons). It can be seen that almost all of
Southeast Asia is a low-risk area.

Finally, we analyze the risk of the eight types of terrorist attacks and analyze the risk of
all types of terrorist attacks on each grid, in other words, the probability of terrorist attacks
on each grid, as shown in Figure 8. From Figure 8, we can see that national borders and
coastal areas are high-risk areas for terrorist attacks. These regions have long experienced
a political and economic development imbalance, which, along with serious ethnic and
religious conflicts, is likely to lead to the breeding of terrorism. The development of some
regions in some countries showed a clear marginalization trend; the right of people to
participate in the administration of state affairs was not effectively guaranteed, and the
government’s excessive control over religious institutions and corruption caused a strong
dissatisfaction among the domestic people. In addition, many Southeast Asian countries
have unbalanced economic development, especially the development of certain regions,
ethnic groups and groups, which makes the gap between the rich and the poor prominent,
leading to the desperate feelings of some ethnic groups, who thus resort to violent acts
such as terrorist activities.
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5. Conclusions

In this paper, the dimension reduction algorithm LLE was used to reduce the di-
mensions of the features of the types of terrorist attacks, and the correlation between the
features before and after the dimension reduction was obtained by the MIC. The MLKNN
multi-label classification algorithm was then integrated with the inverse distance weight-
ing method in a grid scale, and this model comprehensively considered the multi-source
factors that affect the types of terrorist attacks and integrated the geographical influence
of terrorism in surrounding areas. Finally, an assessment of the types of terrorist attacks
was conducted. At the same time, we applied the I-MLKNN model to the field of terrorist
attack type assessment for the first time. In terms of impact factors, we collected 17 types of
influence data, including ethnic diversity, major drug areas, population density, nighttime
lighting, and POI to support the establishment and improvement of terrorist attack type
assessment models. This model can effectively solve problems such as the assessment of
terrorist attacks and provide support to relevant decision-makers.

The results of the study indicate that Armed Attacks, Bombing/Explosions and
Facility/Infrastructure Attacks in Southeast Asia are high-risk events. A comprehensive
analysis of the risk of all types of terrorist attacks shows that the southernmost part of
Thailand and the Philippines are high-risk areas for terrorism. In fact, these areas have
experienced terrorist attacks in recent years [68]. The Philippines’ national separatist
organizations are becoming increasingly religious and extremist, and the activities of other
extremist organizations have increased [69]. The penetration of the “Islamic State” in
Southeast Asian organizations indicates that this area will become a major battlefield for
the international fight against terrorism. In addition, the results indicate that some coastal
areas and border areas are at risk for terrorist attacks; thus, the next step in anti-terrorism
should be to pay more attention to these areas.

We used the I-MLKNN model to study the types of terrorist attacks on a grid scale,
combined with the attribute data of latitude and longitude and the types of terrorist attacks
in the GTD database. Our data included the longitude and latitude, type, casualties and
other attributes of all terrorist attacks in Southeast Asia from 1970 to 2019. The amount of
data in each individual year was too small to support the complete analysis of the time
series, and the prediction results were not precise enough. Therefore, we integrated all the
data from 1970 to 2019, enriched the sample size, and explored and assessed the risk of
different types of terrorist attacks on a spatial scale, with better accuracy. However, there
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remain some shortcomings in the proposed I-MLKNN model. In a further study, we will
consider temporal factors and the research on spatial autocorrelation. Moreover, research
on the GTD database should take the obscure attributes of the target into account, such as
the use of weapons, terrorist organizations and other hidden information which could be
implied for more detail.
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