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Abstract: A fair amount of research has been carried out on pathfinding problems in the 

context of transportation networks, whereas pathfinding in off-network space has received 

far less interest. In geographic information systems (GIS), the latter is usually associated 

with the cost surface method, which allows optimum paths to be calculated through rasters 

in which the value of each cell depicts the cost of traversal through that cell. One of the 

problems with this method is computational expense, which may be very high with large 

rasters. In this study, a pathfinding method called Hierarchical Pathfinding A* (HPA*), 

based on an abstraction strategy, is investigated as an alternative to the traditional 

approach. The aim of this study is to enhance the method to make it more suitable for 

calculating paths over cost rasters with nonuniform traversal cost. The method is 

implemented in GIS and tested with actual data. The results indicate that by taking into 

account the information embedded in the cost raster, paths of relatively good quality can be 

calculated while effecting significant savings in computational effort compared to the 

traditional, nonhierarchical approach. 
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1. Introduction 

Pathfinding through transportation networks has become an established technology both in 

scientific as well as commercial applications. This is manifested in the vast amount of studies 

considering accessibility, traffic simulation and site selection problems, as well as in the  

ever-increasing popularity of automotive navigation, trip planning and fleet management systems. The 
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demand for pathfinding solutions also exists outside the domain of transportation networks, including 

applications related to movement and navigation in cross-country environments [1–3] and applications 

involving the alignment and construction of linear structures such as roads, pipelines or power 

transmission lines [4–8]. 

Regardless of the application domain, pathfinding is fundamentally based on graph theory and its 

concepts. A graph, typically denoted as 

        (1) 

consists of a set of nodes (or vertices, points)   and a set of edges (or arcs, lines, links)  . An edge 

          (2) 

connects nodes   and  , and has an associated cost    . The cost represents the impedance of travel, 

such as geographical distance or time, between   and  . An optimum, least-cost path between any two 

nodes of the graph can be calculated using a graph search algorithm [9,10]. 

Graph theory lends itself very well to representing real-world transportation networks as  

one-dimensional graphs, where the junctions of roads serve as nodes, and the roads are the edges of the 

graph. Edge costs can be easily derived from the physical length of the road segments, or from the 

estimated travel times along different roads. Unfortunately, casting off-network space into a similar 

representation is not equally straightforward. First, the suitability of different types of terrain for travel 

is often application specific, and the identification of appropriate traversal cost values may require 

laborious knowledge modeling. Secondly, and more importantly, movement in off-network space takes 

place in two dimensions rather than just one, as effectively is the case in transportation networks. 

2. GIS and Cost Rasters 

In the context of geographical information systems (GIS), pathfinding can be performed using 

either the vector or the raster data structure, both having their respective strengths and weaknesses. In 

the vector data structure, each object is composed of a series of coordinate pairs. This data structure is 

very useful for finding paths in situations where the environment consists of entities with well-defined 

boundaries. However, most often the task of determining paths through off-network space is based on 

the idea of cost surface analysis where space is represented by discrete and regular cells specifically 

associated with the raster data structure. The main advantages of the raster structure are that, due to 

their regular composition, rasters are easy to handle and process, and are also well suited for 

representing continuous spaces [11–13]. 

A raster-based representation of space can be transformed into a graph by treating the center point 

of each cell as a node, and connecting each such point to the center points of other cells. Since there 

are an infinite number of movement options in two-dimensional space, there are also multiple ways to 

approximate connectivity. The most commonly used connectivity pattern is to link a cell to its four 

orthogonal and four diagonal neighbors, amounting to eight movement angles [14]. The neighborhood 

can, of course, be extended beyond the contiguous neighbors, allowing for more directions of 

movement but resulting in an increasingly dense graph [15,16]. If the cells of the raster are assigned 

with cost values (defining the cost of movement per distance unit through the cell), the cost of each 
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step connecting the centers of two cells can be calculated according to the stretch of distance traveled 

through the underlying cells [17]. 

The raster graph allows the same algorithms used commonly in transportation networks to be utilized 

in calculating paths through off-network space. Typically the classic algorithm originally proposed by 

Dijkstra [18], or a variation of it, is used for this purpose. Dijkstra’s algorithm is well-known in the 

literature and can be found in almost any book on algorithms (see, for example, [19]). 

Dijkstra’s algorithm essentially solves the single-source least-cost paths problem on a weighted 

graph  ; in other words, it produces a tree of least-cost paths from a start node   to all other nodes of 

 . The algorithm is initialized by assigning a tentative cost value   to all nodes: zero for  , and infinity 

for all other nodes. At the initial stage all nodes are also marked ―open‖, denoting that they have not 

yet been visited by the algorithm. The algorithm then repeatedly selects and ―expands‖ the node with 

the smallest   among the ―open‖ nodes. This means that the algorithm scans all unvisited neighbors of 

 , and checks if the combined value of    and the cost of the edge connecting   and its neighbor   is 

smaller than the previously recorded tentative value   . If this is the case,    is updated with the new, 

smaller value. Once all the neighbors of   have been processed,   is marked ―closed‖ and thus never 

visited again by the algorithm. The process is repeated until all nodes reachable from   have been 

visited, or if a path needs to be found between   and the destination node   only (rather than from   to 

all other nodes), it is sufficient to terminate the search as soon as   is reached. The path between the 

two nodes can be determined simply by backtracking the sequence of moves from   to  , which only 

requires that a pointer to the previous node be assigned to each node by the algorithm. 

The running time of Dijkstra’s algorithm, in its most basic form, is 

      ) (3) 

where   and   stand for the number of nodes and edges, respectively. However, when the algorithm is 

implemented with a priority queue for fast retrieval of the currently cheapest node, the running time is 

reduced to 

           ) (4) 

assuming that the queue is implemented as a binary heap. 

3. Strategies to Improve Raster-Based Pathfinding 

There are two major drawbacks of raster-based pathfinding: one is the distortion inherently present 

in raster-based paths, and the other is the high computational effort needed to calculate the paths, 

especially when large rasters are concerned. The distortion, provoked by the neighborhood pattern 

used to create the raster graph, manifests itself as elongation and deviation error. The elongation error 

is due to the raster-based path unavoidably proceeding from one cell center to the center of one of the 

adjacent cells. Accordingly, there is a discrepancy between distance measured in the raster space and 

continuous space: the former tends to be greater than the latter. The deviation error, in turn, is the 

distance of the raster path from the corresponding continuous-space path. Considering the hypothetical 

case of a uniform cost raster, the deviation error is maximized when the path consists of an equal 

number of moves in orthogonal and diagonal directions, and when the orthogonal moves are made first 

followed by the diagonal moves [15]. 
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The use of larger neighborhoods is one conventional strategy to decrease the distortion in paths 

induced by the raster structure. Instead of the conventional eight-connected pattern, larger patterns 

embracing 16, 32 or even more neighbors have been used [14–16,20]. Even though distortion can be 

decreased in this manner, it comes with the cost of increasingly dense graphs and associated 

computational expense. Another way of addressing the problem is to correct the calculated paths by 

replacing the distorted segments of the path with straight lines, whenever possible [20,21]. This results 

in more intuition, and also more useful paths. 

The other major drawback of raster-based pathfinding—high computational cost—is a general 

challenge concerning all kinds of graph search problems. However, the problem is aggravated for 

raster-based graphs due to their high density. A raster typically needs to have a relatively high 

resolution in order to provide an adequately accurate representation of the environment. As each cell is 

treated as a node, this translates into a large number of nodes in the graph. In contrast, for graphs 

representing transportation networks, a relatively small number of nodes are needed to represent the 

network, each node being typically connected to two or three nodes only. 

Although Dijkstra’s algorithm is rarely used in its basic form without employing more efficient 

internal data structures, finding a path with Dijkstra’s algorithm is nevertheless computationally 

demanding, especially with large graphs. The computational efficiency of pathfinding can be improved 

with heuristic strategies, which can be classified into three categories: limiting the search area, 

decomposing the search problem, and using an ―abstraction‖ problem-solving strategy [22]. The idea 

behind limiting the search area is to make use of some knowledge about the start and destination 

locations to constrain the search to a least-cost path within a certain area. This addresses one of the 

main disadvantages of Dijkstra’s algorithm, that is, that it propagates the search in all directions instead 

of the actual direction of the destination. The A* algorithm, originally proposed by Hart et al. [23], is 

typically used to address this problem. Dijkstra and A* are effectively similar, with the exception that 

the latter performs an informed search based on a heuristic evaluation function. The function is 

denoted as 

               (5) 

where      gives the path cost from   to  , and      is the estimated cost to get from   to   [24]. If 

the heuristic estimate employed by the algorithm is admissible, signifying that the distance from   to   

is never overestimated, the algorithm is guaranteed to find an optimum path [25]. A* is considered to 

be the best choice in its class of algorithms: no other optimal algorithm is guaranteed to expand fewer 

nodes than A*. However, this does not always guarantee fast search, because for most problems, the 

number of nodes within the search space is still exponential in the length of the path [24]. 

Both Dijkstra and A* are deterministic algorithms that follow specific rules in their operation, and 

thus their behavior is completely predictable [26]. As an alternative to these methods, stochastic 

methods employing probabilistic search rules have been used to solve pathfinding problems. For 

example, ant colony optimization (ACO), inspired by the behavior of ants [27], has been used to find 

optimal paths on terrain images [28] and in indoor environments [29]. Genetic algorithms (GA), 

drawing on the principles of natural selection [30], have also been used to address shortest path [31], 

corridor location [32] and re-routing problems [33]. According to a performance evaluation  

of Dijkstra, A* and GA [26], the use of a stochastic search method can be a more efficient choice 
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compared to the deterministic methods, especially for large-scale pathfinding problems. However, due 

to the tractability and predictability of the deterministic methods, it is likely that especially A* will 

remain a popular choice for pathfinding, provided that techniques improving its performance can  

be utilized. 

Bidirectional search, which belongs to the category of techniques aimed at decomposing the search 

problem, is one available option for limiting the search effort of the A* algorithm. In this technique, 

two searches are run simultaneously: one from   towards  , and one in the opposite direction. An 

optimum path is found once these two searches meet each other somewhere in the middle. The 

rationale for employing bidirectional rather than unidirectional search is that whereas a search tree 

grows exponentially by its depth, the combined number of processed nodes by two smaller searches 

can be, at least in principle, less than the number of nodes processed by a single large search [34–36]. 

The challenge with bidirectional search is that there is no guarantee an optimum path between   and   

has been found when the two search frontiers meet. The search frontiers may therefore have to 

significantly overlap each other, resulting in performance inferior to conventional unidirectional 

search. While several solutions have been proposed to provide improved efficiency compared to more 

conventional bidirectional search [36–38], their utility has not been extensively tested with real-world 

datasets [22]. 

Although the graph search process can be trimmed using the techniques described above, they do 

not always provide a satisfactory solution to the computational challenge posed by large graphs. 

Therefore, instead of attempting to modify the search algorithm itself, an alternative way to seek 

improved performance is to decrease the size of the graph. This may involve creating an abstraction of 

the problem, thereby retaining only the essential features of the problem and discarding the irrelevant 

details. For rasters and raster graphs, there are several standard techniques that may be used to create 

an abstraction. The most straightforward way is to reduce the resolution of the raster by means of 

resampling, and then use the coarse raster to construct the raster graph. While this may indeed result in 

a dramatic reduction in the size of the raster graph and computation time, its obvious drawback is the 

loss of information and detail. One problem in particular is related to obstacles and narrow 

passageways surrounded by obstacles, which may be lost completely at coarsened resolutions. As a 

consequence, the pathfinding procedure may fail to find any path (even if one exists in reality), or may 

propose a path through an inaccessible region. This problem can be addressed by transforming the 

raster into a quadtree representation [39] in which a group of cells is subdivided, step by step, into four 

smaller groups until each quadrant corresponds to a uniform block of cells. Compared to using the 

original raster for pathfinding, a quadtree-based search for an optimum path may be substantially faster, as 

the number of cells (nodes) is potentially considerably lower in the quadtree representation [40]. However, 

this approach may yield suboptimal results when the cells are large, requiring the postprocessing of paths, 

the use of ―framed‖ quadtrees, or alternative node placement strategies [16,20,41]. 

A commonly applied solution for creating abstractions, especially in the context of transportation 

networks, is to exploit hierarchies. One option is to utilize the natural hierarchies present in 

transportation networks. By favoring primary roads and disregarding irrelevant local details, 

computation time can be reduced significantly. A hierarchy may also refer to a series of successive 

abstractions of the network that are specifically created for pathfinding purposes. There are many 

mechanisms for creating such abstractions, as explained in a review by Sturtevant and Jansen [42]. 
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While certain techniques, such as clique-based hierarchy, are best suited for general graphs where the 

topological relationships of the nodes are explicitly defined, the so-called sector-based hierarchy is 

particularly useful for raster graphs, where the topological relationships are implicit and portray a 

regular structure. 

Hierarchical Pathfinding A* (HPA*), proposed by Botea et al. [43] and further improved by Jansen 

and Buro [44] and Harabor and Botea [45], is a pathfinding method that incorporates two heuristic 

strategies (the A* algorithm and an abstraction strategy) to improve the computational performance of 

raster-based pathfinding. The fundamental idea of creating an abstraction in the HPA* method is based 

on dividing a raster into a set of blocks of equal size (or, as Li et al. [46] propose, into irregular-sized 

blocks based on decision tree). This initial phase is illustrated in Figure 1a. Then, for each border 

between two adjacent blocks, the obstacle-free segments along the border are identified (Figure 1b). 

These segments are the entrances between the blocks. Movement through an entrance is only allowed 

via transitions, which are defined for each entrance according to a predetermined transition placement 

scheme. A transition consists of two nodes, each placed on one side of the border between  

two adjacent blocks. An edge is drawn between these border nodes, connecting the blocks together  

(Figure 1c). Edges of this type are called ―inter-edges‖. Another type of edges, ―intra-edges‖, are 

defined between all pairs of border nodes within each block by calculating the least-cost paths between 

them using eight-connectivity (Figure 1d). The border nodes, together with the two kinds of edges, 

constitute the graph at the level of the block partition. Obviously, before using the graph to calculate a 

path between locations   and   (which may be located anywhere on the raster) these locations need to 

be temporarily connected to the graph. This is done by calculating least-cost paths from   to the border 

nodes of the block containing  and repeating the same procedure for   as well (Figure 1e). Finally, a 

path between   and   can be calculated on the graph using the A* algorithm (Figure 1f). 

The utility of HPA* is that a great deal of computation can be done in the preprocessing stage 

(phases a–d in Figure 1), making the actual pathfinding task much faster. When a path is requested 

between locations   and  , all that is needed is to temporarily connect them to the precalculated graph 

by making small Dijkstra searches on the original cost raster within the blocks containing   and  , and 

then calculate a path between them on the graph using A*. 

The overall computational effort of the pathfinding phase is determined by the block size. A large 

block size translates to a light-weight graph with a relatively small number of nodes. This saves time in 

the pathfinding phase, but the drawback of large block size is the increased effort needed to connect   

and   to the graph. Conversely, small block size reduces the time needed to connect the locations to 

the graph, but the graph itself will contain more nodes, thus increasing computational cost. In order to 

address this problem of trade-off, a multi-level graph can be constructed. The benefit of a multi-level 

graph is that it allows paths to be calculated quickly by taking advantage of high abstraction levels, 

while providing a base level of small blocks that prevents the need for making large searches on the 

original raster to connect   and   to the graph. 

In addition to block size, the placement pattern of transitions is an important parameter affecting the 

quality of the paths produced by the method. In their study, Botea et al. [43] suggest placing the 

transition in the middle of an entrance, if the width of the entrance is less than six cells. Otherwise, two 

transitions are defined, one on each end of the entrance. It is important to realize that this placement 

pattern is intended to be used for binary rasters consisting only of free space with uniform passage cost 
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and impassable obstacles. For rasters of this kind, the positioning of the transitions is not a highly 

critical factor, as the calculated paths can be corrected later by replacing the unnecessarily curved parts 

of the paths with straight shortcut lines, provided that the shortcuts do not intersect any obstacles. 

However, most real-world datasets involve a wide spectrum of traversability conditions which cannot 

be reduced to two classes. In such a case, a transition placement strategy based on the presumption of a 

binary division of space may not be very useful. This is true firstly because without taking into account 

the underlying traversal cost, the transition may end up being located at a position rarely used by any 

truly optimal path. Secondly, due to the varying cost of the cells, the paths generally cannot be 

improved by replacing curved parts of the path with straight shortcuts in the postprocessing phase. In 

other words, the transitions should be placed at the most appropriate locations in the first place, as the 

alignment of the path cannot be efficiently improved later. 

Figure 1. The scheme of the HPA* method: (a) dividing the cost raster into blocks, 

(b) identifying the entrances along the block borders, (c) determining a transition  

(inter-edge) to represent each entrance, (d) connecting the transition nodes within each 

block (intra-edges), (e) connecting   (start) and   (destination) temporarily to the graph, 

and (f) finding a path between   and  . 

 

Although the HPA* method, and raster-based pathfinding in general, has been widely studied in the 

literature, most of the research has been carried out in the fields of robotics, operations research and 

computer games. In these fields, the emphasis is usually on obstacle avoidance problems in restricted 

environments, whereas in geography and GIS the pathfinding typically involves varied traversal cost 
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and large geographical areas. However, the standard raster-based pathfinding method, regardless of its 

limitations, is usually used in GIS without considering any alternative methods. 

Motivated by the apparent lack of research, the intended contribution of this study is to propose an 

improvement to the HPA* algorithm which allows the transitions to be placed in a more informed 

manner than has been proposed in previous studies. The entire proposed algorithm is then implemented 

in GIS and tested and evaluated with actual data. The contribution of this study should be of particular 

interest for geography and GIS, and related application areas where paths need to be optimized in 

terms of varying traversal cost. 

4. Implemented Method 

Experimental implementation of the HPA* method was made for this study using the C# 

programming language and the ArcObjects components of the ArcGIS software. The basic HPA* 

algorithm, along with its pseudocode, has been described in detail in [43] and will not be reiterated 

here. The major parts of the implemented method, and the contribution made by this work, are 

described below. 

4.1. Transition Placement Strategies 

As described above, transitions play an important role in the HPA* method. Since access from one 

block to another is only allowed through transitions, and since paths between any start and destination 

must ―share‖ them, transitions greatly affect the quality of paths. Three different strategies for placing 

a transition on an entrance in the HPA* method are considered in this study. These strategies are based 

on the idea of placing a transition either in the middle of an entrance, at the position of lowest cost, or 

at the position of best accessibility and will be referred to as one-letter acronyms, as M, C, and 

A, respectively. 

The M strategy is directly adopted from Botea et al. [43]. Despite being simplistic, it has certain 

advantages. The first advantage is its tractability: no complicated assessment of cell costs needs to be 

performed. Secondly, a transition placed in the middle of an entrance can be relatively efficient in 

minimizing the potential error, especially when the underlying cost is uniform over the whole width of 

the entrance. 

The flaw of the M strategy lies in the fact that optimal paths tend to favor areas of low traversal 

cost, particularly corridors of low cost. The M strategy does not take this into account, and therefore 

there is a high chance that the location of the transition deviates from locations where the truly 

optimum paths cross the block border. In contrast, the C strategy aims at placing the transition at the 

position of the lowest traversal cost along an entrance. This procedure is not significantly more 

complicated than the M method as only the costs of the cells on the two sides of the entrance need to 

be evaluated. This simplicity is, again, also its disadvantage. The position of lowest transition cost 

along the border may only be an isolated case or part of a local cluster of low-cost cells rather than a 

larger area or corridor of low traversal cost. Particularly problematic are local clusters of low-cost cells 

near either end of an entrance, as this may force the paths to make unnecessary twists and thus impair 

path quality. 
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The limitations of the M and C strategies can be addressed by the third transition placement strategy 

presented here, namely the strategy based on determining the location of best accessibility (A). The 

objective of the A strategy is to more accurately predict where paths passing from a block to an 

adjacent block will cross an entrance between the two. Here, accessibility generally refers to the 

overall cost of movement between a transition candidate on the border between two blocks and the 

other borders of the blocks. There are different ways of assessing the accessibility of a transition 

candidate. One of the most straightforward options would be to calculate least-cost paths from both 

nodes comprising the transitions to the border cells of their respective blocks and then use this 

information to determine an accessibility score. The problem with this approach is that locations in the 

middle of the block border tend to naturally receive high accessibility scores, and as a consequence the 

transition placement pattern of A resembles that of M, resulting in a fundamentally similar abstraction. 

Therefore, a different strategy needs to be adopted to determine accessibility scores. The idea is to 

estimate where least-cost paths passing from one block to another most likely cross the border between 

the two. To determine this, least-cost paths are calculated between the cells of ―opposite‖ block edges 

for each pair of adjacent blocks sharing a common border. This is illustrated in Figure 2 for a case of 

horizontally adjacent blocks,    and   , with the size of 4 × 4 cells. The procedure is performed 

between all pairs of cells along borders         and        ,         and        , and        and 

       , excluding the cells assigned the role of a potential transition node. Once all the paths 

connecting the cells at the opposite borders of the blocks are calculated, the accessibility score is 

determined for each potential transition node by summing up the number of paths crossing each node. 

The transition will be created between those nodes that have the highest combined accessibility score. 

If two or more potential transitions along the same entrance happen to have an identical score, the 

centermost of these candidates serves as the transition. 

Figure 2. The principle used to determine accessibility scores. For illustration purposes, 

paths are shown only between the border cell at the top left corner of the first block and 

cells along the opposite, lower border of the neighboring block. The calculated score 

indicates the potential transitions which will most likely be shared by different paths, and 

the transition is placed at the position of the highest score (in the case of a tie, the 

centermost candidate is chosen). 
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4.2. Hierarchical Abstraction 

In addition to the placement of transitions, the operation of the method is mostly dependent on the 

choice of block size and the number of hierarchical levels above the base level. The implemented 

method receives both of these parameters as user input. First, the raster is divided into blocks 

according to the specified base block size (e.g., 20 × 20 cells). Using this division, transitions are 

placed on the entrances between adjacent blocks and the graph is constructed. 

If the hierarchy consists only of the base level   , this is all that needs to be done in the 

preprocessing phase. When more than one hierarchical level is requested, the levels are constructed 

according to the quadtree structure such that each block at a higher level consists of four blocks at one 

level below. For example, with a base block size of 20 × 20 cells and the number of levels set to three, 

the block size of the levels   ,    and    would be 20 × 20, 40 × 40, and 80 × 80 cells, respectively. 

The higher levels are always constructed on top of the graph defined at the base level, sharing the same 

nodes and edges. However, the intra-edges of larger blocks are constructed by concatenating the 

lower-level edges to constitute direct connections between their border nodes. This procedure 

guarantees that while generating higher-level abstractions, path quality is not affected by the number of 

hierarchical levels defined above the base level. It is worth noting that the quadtree structure used here 

is by no means the only conceivable option to construct the succession of hierarchies. The quadtree 

structure was chosen since it is well-known in the literature and easy to implement and manage, but 

there are no compelling reasons to restrict the hierarchical structure specifically to this structure. 

Besides the base block size and the number of levels, the user may also determine any number of 

transitions for an entrance by defining the maximum number of cells that can be represented by a 

single transition. For each entrance, the width of the entrance is divided by this value and the ceiling of 

the quotient is used to divide the entrance into segments of equal width. A transition is then placed 

separately for each segment, according to the chosen transition placement strategy. 

4.3. Graph Search 

Analogous to finding a route through a large road network, the most reasonable way of finding the 

path with the HPA* method is to utilize the highest level of the hierarchy to the maximum extent 

possible. This allows the method to discard most of the nodes and edges at the lower levels, 

completing the calculation more quickly. On the basis of this principle, the pathfinding procedure has 

been implemented as follows. 

The algorithm constructs a temporary graph    which contains only those parts of the original 

hierarchy of graphs that are necessary for finding a path between two given locations   and  . First, 

the highest level of the hierarchy serves as the basis for    (here the highest level    is included in the 

temporary graph completely, but in the case of very large areas and graphs, the extent to which the 

highest level abstraction is included in    should be delimited according to some criteria). Secondly, 

the block containing   at level    (  ) is identified. The subgraphs associated with the four blocks from 

level     , which are contained in   , are added to   . The process is successively continued 

downwards throughout the hierarchy until the base level (  ) is reached. At the base level,   is 

connected to    by calculating least-cost paths using Dijkstra’s algorithm through the original cost 
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raster to the border nodes of the base level block containing  . The same procedure is of course 

performed for   as well. This effectively means that only two small searches on the original cost raster 

are needed to connect   and   to the base level   , and from that level, they are connected to 

successively higher levels of the hierarchy. 

Once the graph structure    has been completed, calculating a path between   and   is a simple 

matter of running the A* algorithm on   . In this implementation, the function of the estimated 

distance that is used to guide the A* search in the general direction of the destination node is based on 

the product of the Euclidean distance between   and  , and the lowest unit cost value      present in 

the cost raster. The graph search can be done both unidirectionally and bidirectionally; however, since 

initial tests indicated that no improvement was gained by using the bidirectional search technique, only 

unidirectional search was included in the final implementation. The algorithm was implemented with a 

priority queue using a binary heap. 

5. Test Case 

The testing of the implemented method was done with a mosaicked Landsat image which has been 

classified with maximum likelihood classification and assigned cost values taken from [3]. Three 

smaller cost rasters were selected arbitrarily from an area enclosed between 25.5°–27.3°E and  

63.9°–65.7°N (in central Finland). Each one of these three rasters consists of 500 × 500 cells at a 

resolution of 30 m, thus covering an area of 225 km
2
. Twenty-five points were chosen for each raster 

to represent those locations between which paths were to be calculated. The selection of these points 

was not completely random: first, only the centers of cells were considered as potential points. 

Secondly, a minimum distance of 2,000 m was required between any two points. This was done to 

ensure that each block contains no more than one point, so as to allow proper testing of transition 

placement. For each of the three rasters, paths were calculated between each pair of points. As the 

traversal cost is assumed to be isotropic, it was sufficient to calculate the paths in one direction only. 

Hence, the number of paths per cost raster is 

          (6) 

where   is the number of locations. With twenty-five locations, the number of paths is thus 300. The 

paths were first calculated with the conventional, nonhierarchical method, providing the true optimum 

paths in terms of the raster structure. These serve as the benchmark which the paths obtained with the 

HPA* method can be compared to. 

The objective of the test case is to represent results for three different transition placement strategies 

of the HPA* method together with six different base block sizes (10 × 10, 20 × 20, 30 × 30, 40 × 40, 

50 × 50 and 60 × 60 cells), and assess the path quality (measured as the difference compared to paths 

calculated using the traditional, non-hierarchical approach). Although using a higher number  

of transitions can improve path quality, in this study the method was only tested with the aim of 

minimizing the size of the graph, which amounts to representing an entrance by a single transition. In 

addition to path quality, computational expense was also evaluated in terms of the number of nodes 

processed in the actual pathfinding stage and nodes processed when connecting locations   and   into   . 

Finally, the effect of increasing the number of abstraction levels on computational effort was investigated. 
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6. Results 

6.1. Path Quality 

The quality of the paths calculated on the test rasters using the HPA* method with three different 

transition placement options and six different block sizes is summarized in Figure 3. Path quality 

associated with each combination is expressed as error compared to the true optimum paths calculated 

with the traditional, nonhierarchical method. In other words, the shorter the bar, the smaller the 

difference, and the better the method in question can be considered to perform. 

Figure 3. The error in paths calculated with the HPA* method using three different 

transition placement options and six different block sizes, compared to true optimum paths 

calculated with the conventional nonhierarchical method. 

 

The error depicted in Figure 3 ranges from about 7% up to 14%, depending mostly on the transition 

placement method, and to a lesser degree, on the chosen block size. As expected, the error is greatest 

with the transition placement option M (middle); both C (lowest cost) and A (best accessibility) 

options provide better results. The A method can provide up to a 20% reduction in error compared to 

C, and a 50% reduction compared to M. To put the observed deviations into a relevant perspective, 

they can be compared to the maximum elongation error of 8.24% [15] inherently associated with the 

conventionally used eight-connected neighborhood pattern. As it appears, A is the only transition 

placement technique with an error consistently smaller than this. Of course, the error incurred by the 

HPA* method is added to the elongation error already present in raster-based paths, but it is important 

to realize that the added error of the A strategy is in fact less than the elongation error commonly 

regarded as acceptable. 

The effect of the block size on path quality is dependent on the chosen transition placement 

strategy. As the results indicate, M and A appear to be less sensitive to block size than C. This might 

be attributable to the high chance of badly positioned transitions when the C strategy is used, which is 
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amplified by large block sizes and wide entrances. This is an important aspect, as block size is a key 

factor determining the computational expense of the method. 

6.2. Computational Performance 

There are two aspects concerning the investigated method: preprocessing and the actual pathfinding 

phase. While the latter is obviously the more critical one, the performance of the former is also 

important in real-world applications. 

It is necessary to emphasize, though, that in this study the HPA* method has been implemented for 

experimental purposes so as to enable comparison between methods rather than to achieve high 

performance in absolute terms. For example, calculating a path directly on one of the test rasters 

without constructing a hierarchical abstraction first may take up to half an hour with the implemented 

method. This is a very long time considering that performing the exact same calculation using the 

built-in cost surface functions of state-of-the-art GIS software, such as ArcGIS, takes only a few 

seconds. From this perspective, it is quite remarkable that the implemented HPA* method manages to 

calculate a path in just about 10 seconds or less (including the construction of the temporary graph and 

connecting the start and destinations points to it) once the preprocessing is done. 

The preprocessing of any of test rasters used in this study takes about ten minutes using a desktop 

computer with a 3.30 GHz processor and 8 GB of memory. This is true of the M and C strategies, for 

which the preprocessing time is, in principle, independent of the base block size chosen. In contrast, 

with the A strategy, the corresponding time is several hours, and it increases with block size. By 

introducing more hierarchical levels, the preprocessing time is increased slightly for all strategy 

options and the path calculation time becomes respectively shorter. 

Due to the fact that the computational effort needed to calculate paths is always dependent on the 

properties of the software implementations and hardware used to carry out the calculations, it is not 

very useful to assess absolute processing times to evaluate performance. Instead, a better way is to 

assess the number of nodes processed by the different methods, since the computational effort of 

pathfinding is more or less directly dependent on the number of nodes that must be visited during the 

graph search. 

In terms of the number of processed nodes, the HPA* method can deliver up to a more than 95% 

reduction when compared to the traditional, nonhierarchical approach (Figure 4). While this reduction 

can be achieved irrespective of the transition placement strategy, the exact amount of potential 

improvement depends on the block size. On the other hand, due to the nature of the complexity 

function of the graph search, the resultant reduction in computation time may be even higher than what 

is indicated by the reduction in the number of nodes. 

Figure 4 also illustrates how the total number of processed nodes is shared between nodes processed 

in connecting   and   to the graph, and those processed in performing the calculation of the actual 

path. Evidently, the computational cost of connecting   and   to the graph is low with small block 

sizes because the number of cells contained by a single block is small. However, as the block size 

increases, the computational cost grows rapidly. The exact opposite is true for the computational cost 

of the pathfinding phase. With a small block size, the graph consists of a larger number of nodes and 

edges than is the case with larger block sizes. When the HPA* method is used with a single block level 
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only, the optimum block size in terms of computational cost is the one that minimizes the overall 

number of processed nodes. 

Figure 4. The total number of processed nodes in the HPA* method with six different 

block sizes. The bars represent the percentage of processed nodes compared to the 

traditional, nonhierarchical method, separately for nodes processed in the actual 

pathfinding process and nodes processed to temporarily connect   and   to the graph. 

 

The computational cost of connecting   and   to the graph is almost completely dependent on the 

block size, and thus highly predictable. However, the computational cost of the actual pathfinding 

phase is more dependent on the data, which determines the density of transitions along the block 

borders. If a raster is divided into   ×   blocks, the minimum number of transitions is 

              (7) 

As each transition consists of two nodes, the number of nodes is then 

           (8) 

This is true when each border between adjacent blocks encompasses only a single entrance, which 

is always the case for obstacle-free rasters. On the other extreme, the number of transitions and nodes 

are maximized when obstacle cells divide each border into a maximum possible number of separate 

entrances. In such a case, the number of nodes is 

           
 

 
  (9) 

where   is the block width in cells. 

6.3. Multiple-Level Hierarchies 

Instead of attempting to determine a single optimal block size, it is more useful to take advantage of 

the ability of HPA* to work with several levels of abstraction. The use of a small base block size 

allows   and   be connected to the graph quickly, while higher level abstractions are used to quickly 
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find a path between them. Figure 5 shows how the number of processed nodes is dependent on the number 

of hierarchical levels used. With the data used in this study and a base block size of 10 × 10 cells, 

the number of processed nodes is just slightly over four percent of that of the traditional 

nonhierarchical method. To put it another way, HPA* delivers a more than 95% reduction in the 

number of processed nodes. 

Figure 5. The percentage of processed nodes in graph search performed using the HPA* 

method with different number of hierarchical levels compared to the traditional, 

nonhierarchical method. The base block size is 10 × 10 cells. 

 

When more levels of abstraction are introduced, the number of processed nodes is further reduced. 

With a three-level hierarchy, the number of processed nodes is reduced to one-fourth of that of the  

10-cell base level. As the path quality remains intact regardless of the number of hierarchical levels, 

the only drawback of using more hierarchies is the overhead incurred by the handling of several levels, 

which affects the preprocessing phase primarily. 

7. Discussion 

While the HPA* method can provide a considerable computational advantage for pathfinding on 

large cost rasters, it also involves certain disadvantages that need to be considered. The main criticism 

of the method is the deviation of the paths from the true optimum, which is an unavoidable result of 

the abstraction. Even when this error is not very large, it adds to the error inherently present in  

raster-based paths. The error could be decreased by allowing more transitions per entrance, and 

thereby gain a more accurate representation of the movement options. Again, this comes at the price of 

increased computational cost in the pathfinding phase, which may be prohibitive in applications 

requiring immediate response. 

An additional source of error stems from the fact that the transitions only allow block borders to be 

crossed in an orthogonal fashion. However, this is only a matter of implementation, as diagonal 

transitions could be taken account of, for example, by employing a node placement pattern in which 

nodes are placed on cell borders rather than cell centers [16,20]. By using this procedure, a transition 

would consist of only a single node located on the border between two blocks, offering more flexibility 

as to the directions in which the border can be crossed. This would also provide computational 

advantage by decreasing the number of nodes in the abstraction. However, the counterweight of this 

option would be a more complex preprocessing phase. 
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There are some additional aspects concerning the described method, or its implementation, that 

could be done differently. In this case, as well as in the implementation of the original authors of the 

HPA* method, the higher level abstractions are built on the base level abstraction. There are two 

important advantages to this. Firstly, the construction of the higher level abstractions can be done 

quickly, and secondly, the results always remain the same irrespective of the number of hierarchical 

levels used. However, it could be possible to define transitions (and the intra-edges) independently for 

each level of abstraction. This would provide more flexibility in the placement of transitions, which in 

turn could improve path quality, especially at very high levels of abstraction. In fact, this procedure 

was tested at an early phase of the study with fairly promising results but was subsequently abandoned 

due to impractically long preprocessing time. An additional issue would be the consistency of the 

results, since the results would always depend on the number of abstraction levels used. 

Another modification of the method might be to retain only a single transition per entrance at all 

levels. In the implemented method, all the transitions defined at the base level are transferred to higher 

levels as long as they correspond to the boundaries of the higher level blocks. However, this exceeds 

what is needed to ensure connectivity at higher levels. By redefining entrances at each level, and 

selecting only a single transition from the lower level to represent the entrance at the higher level, the 

size of the graph could be reduced significantly. An experiment with this procedure was done as well. 

The computational effort was indeed reduced, but as a negative effect, the error increased to an 

unacceptably high level of 15%–40%. A path calculated in this way could be refined in a 

postprocessing phase by successively recalculating the path at lower level abstractions using the 

crossed higher level blocks as a ―mask‖ delimiting the search at the lower level. While the path can be 

refined in this manner, the computational expense incurred by the postprocessing phase cancels out 

any advantage gained by the sparcification of the graph. 

8. Conclusions 

The aim of the study was to demonstrate and evaluate the HPA* method for pathfinding on cost 

rasters with nonuniform cost, and to propose an improvement in order to better approximate optimum 

paths on rasters of this kind. An experimental tool was implemented in GIS and was tested with 

data based on satellite imagery. A particular objective was to test whether a transition placement 

strategy based on the notion of accessibility is capable of producing better paths than the more 

rudimentary techniques. 

The results indicated that the transition placement method based on accessibility score may indeed 

be a preferable technique compared to placing the transition either in the middle of the entrance or the 

position of lowest traversal cost. The results are in keeping with the original hypothesis that transition 

placement based on accessibility improves path quality, especially when the number of transitions is 

minimized. In fact, the advantage of this strategy is two-fold. First, according to the results, it 

uniformly provides better results than the other tested alternatives. Second, it also provides more 

consistent results, being less sensitive to the choice of block size. The downside of the proposed  

accessibility-based strategy compared to the other techniques is the extensive preprocessing phase, 

which may potentially make the technique impractical. Nevertheless, the preprocessing needs to be 

done only once as long as the original cost raster remains unchanged, and even if changes occur, the 
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preprocessing needs to be done only for the blocks affected by the changes. It would also be possible 

to modify the way that the accessibility score is calculated and thereby limit the number of paths 

considered, thus decreasing the computational expense but also degrading the quality of the results to 

some degree. 

Overall, the HPA* method is suitable for GIS applications in which off-network pathfinding has to 

be done with small computational resources and in a limited amount of time, or when paths need to be 

repeatedly calculated in a certain area, such as in off-road navigation and route planning applications. 

Although the method has been studied elsewhere, it is noteworthy that most of the research into the 

subject takes place in fields other than geography, such as in robotics and computer games, and that the 

methods developed in these fields may not always be ideally suited to the geographical context. This 

study represents an attempt to bring some of the knowledge existing in other fields to the domain of 

geography and GIS, and to extend it to better suit a wider variety of purposes. 
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